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a b s t r a c t

A comparative study of the usual static mercury drop electrode (SMDE) and the bismuth film electrode
(BiFE) as applied to the analysis of metal complexation by thiol-rich peptides is done. Preliminary exper-
iments on BiFE by differential pulse voltammetry showed that Cd(II) and Pb(II)-ions behave in a similar
way as using stripping voltammetry and stripping chronopotentiometry with regard to some splitting
eywords:
eavy metals complexation
hytochelatins
ismuth film electrode (BiFE)

effects of the signals. Additionally, on BiFE glutathione (GSH) and some phytochelatins (PCn) produce quite
irregular signals related to the anodic oxidation of bismuth, which restricted the studies to a narrower
concentration range than on SMDE. In the presence of both metal ion and peptide the same characteristic
signals were observed on BiFE and SMDE, but better resolution was achieved in the first one, allowing a
qualitative analysis of the complexation process for the Pb–GSH system which was not possible on SMDE.

ay be
ion.
ignal splitting
nodic signals

This suggests that BiFE m
study of metal complexat

. Introduction

Bioaccumulation of heavy metals by chronic exposure can cause
erious diseases and irreversible side effects to human beings. To
void their entry in the food chain, ecosystems polluted with met-
ls can be returned to their original condition using plants that
ynthesize peptides that sequester and remove metal ions [1].
mong these peptides, the oligomers of glutathione (GSH) named
hytochelatins (PCn) play a key role. With the generic structure (�-
lu-Cys)n-Gly, in which n generally ranges between 2 and 6, PCn

orm complexes of extraordinary stability with metal ions mainly
ia thiolate coordination, although N- and C-terminus of free pep-
ides could take part in important functions [2,3].

Sequence of formation of PC–metal complexes, their stoi-
hiometries and the function of the different chelating groups have
lready been studied analyzing voltammetric titrations in Hg elec-
rodes by multivariate curve resolution by alternating least squares
MCR-ALS) [4,5]. This approach has proved to be useful for Cd(II) and
n(II) complexes [6,7], but Pb(II)–PCn systems present the problem
hat thiol facilitates the oxidation of the mercury of the electrode,
roducing many anodic signals that appear in the reduction region

f Pb(II) [8]. These signals – provided by PCn in its free form as well
s complexed [4–9] – strongly overlap with the one of free Pb(II),
aking more difficult to achieve satisfactory results.

∗ Corresponding author. Tel.: +34 93 402 15 45; fax: +34 93 402 12 33.
E-mail address: cristina.arino@ub.edu (C. Ariño).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.011
a complementary tool to Hg electrodes, if not a valuable alternative, in the

© 2009 Elsevier B.V. All rights reserved.

The use of electrodes based in other materials than mer-
cury [10–12] offers the chance of minimizing the presence of
anodic signals. Among the alternative electrodes, bismuth film elec-
trode (BiFE) [13] presents the advantage of being environmentally
friendly and nowadays is considered, from an electrochemical point
of view, a good alternative to the prevalent use of mercury elec-
trodes [14,15].

The present work evaluates the applicability of the methodol-
ogy previously developed by using mercury electrodes in the study
of the complexation of Pb(II) by PCn and GSH using a bismuth film
electrode instead. The expected improvements should come from
a simplification of the electrochemical data, due either to a lower
number of species providing signals or to a weaker signal overlap-
ping. Recently, Cd(II)- or Zn(II)-cysteine side chain reduction signals
in metallothioneins (MTs) were studied using Bi electrodes [16,17],
but in these systems neither free metal nor anodic signals of free
MTs appear. Due to this lack of previous knowledge, and in order
to assign accurately every species to its corresponding signal in the
subsequent voltammetric titrations, firstly we study one by one the
electrochemical behavior of each chemical species involved in com-
plexation process; then, the study of Pb–GSH (a system not satisfac-
torily solved using a mercury drop electrode) is carried out on BiFE.

2. Experimental
2.1. Chemicals

A standard Bi(III) solution (996 �g mL−1, atomic absorption
standard solution) was purchased from Aldrich. Phytochelatins
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ig. 1. Series of differential pulse voltammograms obtained for increasing concen
.05 mol L−1 KNO3 on BiFE with their resulting calibration plots (b) and (d), respecti
espectively, obtained in the MCR-ALS decomposition of data matrix shown in (c): (
t more negative potential.

ith n = 2–4 were provided as trifluoroacetate salt by Diver-
rugs S.L. (Barcelona, Spain) with a purity of ca. 90% and
lutathione (GSH), in the reduced form, was provided by Merck
ith a purity greater than 99%. All other reagents used were
erck and Sigma/Aldrich analytical grade. Cd(II) and Pb(II)

tock solutions 10−2 mol L−1 were prepared from Cd(NO3)2·4H2O
nd Pb(NO3)2, respectively, and standardized complexometrically.
aleic acid–KOH buffer solution was used for pH control and KNO3
as employed as supporting electrolyte. Ultrapure water (Milli-Q
lus 185 system, Millipore) was used in all experiments.

.2. Apparatus and electrochemical parameters

Differential pulse voltammetric (DPV) measurements were
erformed on a static mercury drop electrode (SMDE, drop
rea 0.6 mm2) using a 757VA Computrace (Metrohm) and on

bismuth film electrode (BiFE) using a Metrohm 663 VA
tand (Metrohm) attached to an Autolab System PGSTAT12
EcoChemie).

The BiFE was prepared from a glassy carbon rotating disk elec-
rode (RDE) of 2 mm diameter (Metrohm). The parameters used for
ere a pulse time of 50 ms, pulse amplitude of 50 mV, potential step
f 2 mV and, in the case of SMDE, a drop time of 0.8 s. Note that DPV
n SMDE is in fact differential pulse polarography (DPP).

The reference electrode (to which all potentials are referred) and
he auxiliary electrode were Ag/AgCl/KCl (3 mol L−1) and a Pt wire,
espectively.
ns of Pb(II) (a) and Cd(II) (c) at pH 6.4 in 0.01 mol L−1 maleic–maleate buffer and
e) and (f) correspond to the normalized pure signals and the concentration profiles,
resents the component at less negative potential and (2) represents the component

All the measurements were carried out in a glass cell at room
temperature (20 ◦C) under a purified nitrogen atmosphere (Linde
N50).

2.3. Ex situ preparation of the bismuth film on the BiFE–RDE

The RDE was polished using a suspension of alumina particles of
300 nm diameter, and then rinsed with deionized water and son-
icated in absolute ethanol and deionized water. After that, three
electrodes were connected to the stand and immersed into 20 mL
of a 0.2 mol L−1 acetate buffer solution (pH 4.5) containing 100 ppm
Bi(III). After deaeration of the solution for 10 min, Ed =−0.60 V was
applied for 300 s with a RDE rotation speed of 500 rpm, followed by
a rest period (without rotation) of 20 s. Once bismuth was deposited
as a film, all electrodes were rinsed with water and the Bi(III) solu-
tion was replaced in the cell by the one to be measured.

2.4. Procedures

Measurements of free metals or ligands started by placing in
the cell 20 mL of 0.01 mol L−1 maleic/maleate buffer (pH 6.4) and
0.05 mol L−1 KNO3. Then, the sample was deaerated with pure

nitrogen for 20 min and a blank scan was recorded. Further, aliquots
of metal or ligand solutions were added and the respective curves
were recorded.

In voltammetric titrations of Pb(II) with ligands, 20 mL of a
2×10−5 mol L−1 Pb(II) solution were placed into the cell and purged
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ith nitrogen for 20 min. DPV curves were then recorded. After
ecording reproducible curves, aliquots containing 8×10−4 mol L−1

f ligand solution were added and the respective DPV curves
ecorded. After every addition, solutions were purged and mechan-
cally stirred for 1 min. Titrations were also performed in the
pposite way: 20 mL of a 2×10−5 mol L−1 ligand solution were
itrated with a 8×10−4 mol L−1 Pb(II) solution following the same
rocedure.

. Results and discussion

.1. Study of the signals observed on a BiFE in the presence of
etal-thiolate

.1.1. Reduction signal of free metal ions
In a previous work, the electrochemical behavior of different

etal ions was studied by stripping techniques on a BiFE [18]. Some
plitting of the oxidation signals was observed, which depended on
he metal (its solubility in Bi), the concentration and the deposi-
ion parameters. However, splitting did not hinder the possibility
f quantitative analysis or the application of MCR-ALS, since the
otal area was still linear with respect to metal concentration.

Here, the behavior of some free metal ions by DPV, the technique
ommonly used for complexation studies, is checked. Pb(II) and
d(II) have been considered as examples of metals whose solubility

n bismuth is relatively high and quite low, respectively [19].
In the case of Pb(II) only one peak is observed in all the range

onsidered (Fig. 1a), whereas Cd(II) presents an unique or two over-
apping peaks depending on the metal concentration range (Fig. 1c),

hich is in agreement with the experiments done by stripping tech-
iques in the aforementioned work [18]. Now, for both metals, the
otal area of voltammograms is again linear with the metal concen-
ration over the range 5×10−7 to 1×10−4 mol L−1 (Fig. 1b and d).
t must be noted that the area under a DPV signal is a pure oper-
tional parameter, since pulse potential and potential step are not
oincident, and this is why arbitrary units are given to that. Anyway,
his area is expected to be proportional to the current that would
e measured in a more “direct” technique like direct current (DC)
oltammetry.

With regards to the MCR-ALS application to subsequent voltam-
etric titrations with ligands, this split of the free metal signal
ould be assumed with two components – referred to the same
hemical species (Fig. 1e) – given that the sum of their concen-
ration profiles is again linear with cadmium concentration (Fig. 1f,
ashed line). The MCR-ALS analysis of the experimental data matrix
lack of fit 5.3%) has been carried out with constraints of non-
egativity (for both concentrations and signals) and signal-shape

ig. 3. Differential pulse voltammograms obtained for increasing concentrations of GS
.05 mol L−1 KNO3 with their resulting calibration plots (b) and (d), respectively.
Fig. 2. Differential pulse voltammograms of a 2×10−5 mol L−1 GSH and different
phytochelatins solutions (PC2, PC3 and PC4) measured at pH 6.4 in 0.01 mol L−1

maleic–maleate buffer and 0.05 mol L−1 KNO3 on BiFE.

for both components. From a qualitative point of view, this behav-
ior is similar to that observed when analyzing free Cd(II)-ion by
means of stripping voltammetry and stripping chronopotentiom-
etry [18], where two peaks were observed and where successive
additions of Cd(II)-ion produced first an increase of the peak at less
negative potentials and, at higher concentration, a stabilization of
this signal followed by a progressive increase of the signal at more
negative potentials.

3.1.2. Signals of free ligands
To analyze the signals related with anodic oxidation of the elec-

trode material when PCn and GSH are present, voltammograms of
different peptide solutions were measured (Fig. 2). Signals of the
ligands in their free form extend over a large potential range and
lack of the typical DP-shape. Moreover, the current values increase
with the number of thiol groups of the peptide, maybe due to a
higher adsorption onto BiFE, as the presence of the characteristic
peak-counterpeak shape in elimination voltammetry with linear
scan (EVLS) measurements suggests (data not shown) [20,21]. The
complex shape of these signals contrasts with those obtained using

a mercury electrode [8,22] and could represent an additional diffi-
culty in the further MCR-ALS analysis of data matrices [4].

In order to go into the behavior of these signals, DPV mea-
surements of increasing GSH concentrations were made on SMDE
(Fig. 3a) and BiFE (Fig. 3c). In both experiments the shapes of the sig-

H on SMDE (a) and BiFE (c) at pH 6.4 in 0.01 mol L−1 maleic–maleate buffer and
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ig. 4. Differential pulse voltammograms of a 2×10−5 mol L−1 Pb(II) solution in the
MDE (b, d) at pH 6.4 in 0.01 mol L−1 maleic–maleate buffer and 0.05 mol L−1 KNO3

als change with GSH concentration, but there are some important
ifferences between them. In SMDE, the shape change (respect to a
imple peak) takes place at high concentrations, while for BiFE, the
volution of the GSH signal is quite intricate during all the concen-
rations range. Regarding linearity between the total peak areas and
SH concentration, it is fulfilled inside the full range on SMDE, but
nly at low GSH concentrations on BiFE (Fig. 3b and d, respectively).
his would prevent MCR-ALS application to BiFE data because of
he appearance of additional components without electrochemi-
al meaning, unless voltammetric titrations are carried out in the
roper GSH concentration range (where changes in the anodic sig-
al are less pronounced and linearity is still observed): 2×10−7 to
.5×10−6 mol L−1 GSH.

.1.3. Signals of the Pb–thiolate complexes
In order to analyze the signals concerning complexation, addi-

ions of Pb(II) over GSH or PCn (n = 2–4) solutions – and vice versa –
ave been carried out on BiFE and SMDE. Fig. 4 shows, as example
f these experiments, the voltammograms obtained at ligand-to-
etal ratio 1.5:1. At this ratio the formation of 1:2 Pb:GSH and 1:1

b:PC2 complexes are reached completely – as previous studies in
ercury electrodes confirmed [8,22] – and, therefore, some of the

b(II) added remains as free cation.
The analysis of the different experiments suggests some general

onclusions that can be visualized in Fig. 4: (i) in both electrodes, all
ystems provide the reduction signal of the complex (signal 3) and
he signal related with the anodic oxidation of the electrode mate-
ial (signal 1) which overlaps with the signal of free Pb(II) (signal 2);
ii) for BiFE the separation between signals 1 and 2 varies with the

omplex formed, and for SMDE it is relatively fixed; (iii) separation
etween signals 3 and 2 is larger on BiFE than on SMDE; (iv) com-
aring the heights of signal 3, it can be noticed that the reduction
rocess of the complexes presents a marked electrochemically inert
haracter on BiFE (reduction is faster than association–dissociation
nce of GSH or PC2, at the ligand-to-metal ratios of 1.5:1, measured on BIFE (a, c) and

of the complex) which prevents us from doing experiments with
initial concentrations of metal or ligand below 2×10−5 mol L−1.

To conclude this preliminary study, we can state that all the sig-
nals produced on SMDE by the species involved in the complexation
of Pb(II) by PCn or GSH are also present on BiFE, where some of
these signals become less important or undergo a weaker over-
lapping. In addition, due to the low sensitivity of BiFE regarding
the reduction signal of complexes, voltammetric titrations have to
be done at a minimum initial concentration of metal or ligand of
2×10−5 mol L−1, a range of concentrations where the shape of free
ligand signals dramatically changes and can undergo an important
loss of linearity, hindering a correct application of MCR-ALS.

3.2. Study of the Pb(II)–GSH system on BiFE

Fig. 5 shows the evolution of the voltammograms corresponding
to a titration of GSH with Pb(II) measured in both electrodes. Con-
firming our previous experience [8], experimental data on SMDE
(Fig. 5a) show a very strong overlapping between the signal of free
GSH (signal 3) and its complex (signal 4), in such a way that a slight
shift between them is noticed but their evolution is very uncertain.
Still more indistinguishable are the anodic signal related with the
complex formation (signal 1) and the reduction of free Pb(II) ion
(signal 2). These facts hinder any reliable proposal of a complexa-
tion sequence, from both a MCR-ALS and qualitative visual analysis
of voltammograms evolution. In fact, to avoid the nearly complete
overlapping between signals, Pb(II)–GSH system was already stud-
ied [23] at more extreme pH conditions where free Pb(II) ion were
partially hydrolyzed, and therefore its peak potential shifted.
In contrast with SMDE, titration on BiFE (Fig. 5b) shows a much
weaker overlapping of signals (1)–(2) and (3)–(4) allowing us to
achieve good results from a qualitative viewpoint, since MCR-ALS
cannot be applied for GSH case due, as it has been reasoned before,
to the lack of linearity between the concentration of free GSH and
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Fig. 5. Experimental data matrix containing the differential pulse voltammograms measured for a 2×10−5 mol L−1 Pb(II) solution when titrated with GSH on SMDE (a) and
BiFE (b) at pH 6.4 in 0.01 mol L−1 maleic–maleate buffer and 0.05 mol L−1 KNO3. Signals are due to: anodic of Pb(GSH)2 (1), Pb2+-ion (2), GSH (3), reduction of Pb(GSH)2 (4)
and Pb2(GSH)2 (4′).
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Fig. 6. Selected differential pulse voltammograms from Fig. 5b with the meta

ts signals. Furthermore, different Pb(II) bonds are well established
signals 4 and 4′ – which supports BiFE as a suitable alternative to
ercury electrodes in speciation studies.
The evolution of this titration can be seen in Fig. 6a – where the

hosen values of metal-to-ligand ratio are specified – and its qual-
tative study allows us to propose a complexation sequence shown
n Fig. 6b. At the beginning of the titration, only the anodic signal
elated to free GSH (signal 3) is observed. When Pb(II) is added over
he large excess of GSH, it forms very stable bonds with two thiol
roups, as the increase of signal 4 (at ca.−0.88 V) until a maximum
atio of 0.5 (two peptides per metal) indicates. Moreover, an anodic
ignal associated to the formation of this 1:2 Pb:GSH complex (sig-
al 1, at ca.−0.67 V) appears and free GSH signal seems to disappear,
lthough its evolution is unclear due to the constant changes that

his signal undergoes (as Fig. 3c showed). This Pb(GSH)2 complex
s electrochemically inert (redox process is faster than equilibrium
) since its signal holds at a fixed potential.

As the M:L ratio increases, signals 1 and 4 associated with
b(GSH)2 complex stabilize and free metal appears (signal 2).
igand ratios marked as inset (a) and the complexation sequence inferred (b).

During its increase we can observe a noticeable shift towards
less negative potentials from ca. metal-to-ligand ratio 1, indi-
cating that a fraction of the Pb(II) added would be weakly
bound to GSH, probably to carboxylate groups (signal 4′) that
are still free in the complex already formed. This Pb2(GSH)2
complex seems to be electrochemically labile (equilibrium B
dissociates inside the DPV time-window) as signal 2 moving
towards more positive potentials on the free Pb(II) addition
indicates.

4. Conclusions

It can be concluded that BiFE is a good alternative to Hg
electrodes for complexation studies in the presence of thiol-rich

peptides, since measures provide the same type of signals for both
electrodes, and therefore, similar or even complementary informa-
tion could be extracted. Moreover, some good features of mercury
electrodes as the low concentration of ligands closer to the real one
in cells and the strong dependence of the signals on the metal speci-
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tion are maintained using bismuth electrode, with the important
enefit of being non-toxic.

Certainly, MCR-ALS cannot be applied for complexation studies
f GSH and PCn on BiFE, due to the electrochemically inert char-
cter of their complexes and the loss of linearity of the free ligand
ignals. However, this does not mean necessarily the inapplicability
f MCR-ALS in complexation studies of heavy metals by other lig-
nds of biological or environmental interest on BiFE. On the other
and, the low sensitivity of BiFE with respect to the reduction signal
f complexes can simplify the voltammograms in the study of the
volution of the free metal signal, although it can also make more
ifficult the direct study of the evolution of every complex through

ts signal.
Finally, some Pb(II)–thiolate systems that present an excessive

ignal overlapping in mercury electrodes can be solved using a BiFE.
hus, Pb(II)–GSH system has been analyzed and a complexation
equence proposed, which can help to understand the role of low
olecular weight PC-related thiols in the heavy metal detoxifica-

ion procedures.
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n-situ detection of single particles of explosive on clothing with
onfocal Raman microscopy
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a b s t r a c t

Confocal Raman microscopy is shown to detect picogram quantities of explosives in-situ on undyed natu-
ral and synthetic fibres, and coloured textile specimens leaving potentially evidential materials unaltered.
Raman spectra were obtained from pentaerythritol tetranitrate (PETN), trinitrotoluene (TNT), and ammo-
ccepted 16 December 2008
vailable online 25 December 2008

eywords:
xplosives
onfocal Raman microscopy

nium nitrate particles trapped between the fibres of the specimens. Despite the presence of spectral bands
arising from the natural and synthetic polymers and dyed textiles, the explosive substances could be iden-
tified by their characteristic Raman bands. Furthermore, Raman spectra were obtained from explosives
particles trapped between highly fluorescent clothing fibres. Raman spectra were collected from explo-
sives particles with maximum dimensions in the range 5–10 �m. Spectra of the explosives on dyed and

es we
extiles
orensic

undyed clothing substrat

The development of new rapid and direct analytical chemistry
ethods for detection of explosives is of increasing importance for

ecurity and counter-terrorism issues, and for establishing crim-
nal evidence [1]. Sensitivity and specificity in the detection of
xplosives is a crucial attribute and a number of recent high-
rofile reports have highlighted the application of desorption mass
pectrometric approaches for direct analysis (i.e. without sample
reparation) that allow detection of explosive residues down to
icogram quantities of analyte [2]. The detection of explosive par-
iculates is powerful indicator for linking individuals to contact
ith these materials as this will almost inevitably cause contami-
ation of premises, clothing and other possessions [3,4]. There have
een several high-profile cases in the public domain where the

dentification of minute amounts of particulate matter has formed
significant part of the forensic evidence [5]. In the wider con-

ext, a variety of analytical methods have been established for the
dentification of explosives under various conditions including gas
hromatography [6], X-ray powder diffraction [7], thermal neutron
nalysis [8], ion mobility spectrometry [9,10]. However, each of
hese approaches requires isolation and/or destruction of the ana-
yte and these techniques therefore alter or destroy the evidential

aterial during analysis.Similarly, desorption mass spectrometry

lthough direct is an inherently destructive technique.

In this paper, we will demonstrate that confocal Raman
icroscopy offers an alternative technique for direct analysis with

dvantages over other methods for explosives identification. The

∗ Corresponding author. Tel.: +44 1274 233787; fax: +44 1274 235350.
E-mail address: E.M.A.Ali@bradford.ac.uk (E.M.A. Ali).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.038
re readily obtained in-situ within 90 s and without sample preparation.
© 2008 Elsevier B.V. All rights reserved.

Raman technique is molecular-specific and, when applied with
confocal microscopy,non-destructive analysis of minute explosive
particulates can be achieved in- situ.This is particularly important
with regard to prevention of sample contamination and preserva-
tion of evidential material [11].Several studies have appeared in the
literature addressing the application of Raman spectroscopy to the
detection and identification of explosives [12–16] but this is the first
application of confocal Raman microscopy to the in-situ identifica-
tion of explosives particulates on clothing. In this study, we have
investigated the application of confocal Raman microscopy to the
in-situ detection and identification of PETN, TNT and ammonium
nitrate on a variety of textiles (Fig. 1). Pentaerythritol tetranitrate
(PETN),trinitrotoluene (TNT), and ammonium nitrate samples were
supplied by the Home Office Scientific Development Branch. A set
of natural (wool, silk and cotton) and synthetic fibres (polyester)
was used in this study in an attempt to cover the wide range of
textile materials used in real life. In addition, pieces of blue denim
and an orange-coloured T-shirt were used in this study as exam-
ples of commonly encountered dyed clothing. Bundles of fibres or
textile pieces were contaminated with few crystals of each explo-
sive prior to analysis. After identification with optical microscopy,
Raman spectra were collected from explosive particles with edge
dimensions in the range 5–10 �m. Raman spectra were collected
using a Renishaw InVia dispersive Raman microscope with a 785 nm
near-infrared diode laser and a 50× objective lens giving a laser

spot diameter of 5 �m. Spectra were obtained at 2 cm−1 resolution
for a 10 s exposure of the CCD detector in the wavenumber region
100–1800 cm−1.With 90.8 mW laser power,one accumulation was
collected for the explosives reference spectra and for confocal
experiments with contaminated textiles. Reference spectra for the
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Fig. 1. PETN particle trapped between polyester fibres.

extile samples were collected with five accumulations.The total
cquisition time of the spectra of the explosives on fibres was about
0 s.

Comparison of the Raman spectra collected from PETN, TNT and
mmonium nitrate particles trapped between cotton fibres (Fig. 2)
ith the reference spectra showed that the explosives could be eas-

ly identified by their Raman spectra which comprise strong sharp
eatures in the spectral wavenumber region 1800–100 cm−1.The
aman spectrum of PETN has several characteristic features of
itrate ester explosives which can be used to identify it; the sym-
etric (NO2) stretching mode at 1290 cm−1, the (O–N) stretch mode

t 871 cm−1, and the (CCC) deformation mode at 622 cm−1 [17].
lso, the Raman spectrum of TNT contains several diagnostic fea-

ures such as the (NO2) asymmetric stretch at 1532 cm−1, the (NO2)
ymmetric stretch at 1357 cm−1and the (NO2) scissoring mode
t 822 cm−1 [18]. Similarly,the Raman spectrum of ammonium
itrate comprise two charactersistic features: the (NO3)− symmet-
ic stretch at 1040 cm−1 and the (NO3)− in-plane bending mode at
12 cm−1 [19].The explosives could be identified from these charac-

eristic bands and, through careful confocal sampling; no significant
eaks in the spectra appear from the cotton fibres. Further illustra-
ions of the applicability of this approach were obtained from PETN,
NT and ammonium nitrate particles trapped between silk and
ool fibres. The spectra obtained contain some bands attributable

ig. 2. Raman spectra of: (a) PETN particle on cotton fibres, (b) TNT on cotton fibres,
c) Ammonium nitrate on cotton fibres, (d) Cotton fibres. 785 nm, 90.8 mW, 10 s
xposure, one accumulation for (a–c), five accumulations for (d).
Fig. 3. Raman spectra of: (a) PETN particle on polyester fibres, (b) TNT on polyester
fibres, (c) Ammonium nitrate on polyester fibres, (d) Polyester fibres. 785 nm, 90.8
mW, 10 s exposure, one accumulation for (a–c), five accumulations for (d).

to the fibre substrate. However, these bands do not overlap with the
characteristic signature bands of the explosives, allowing the explo-
sives to be readily identified. The spectra obtained from explosives
particles trapped between polyester fibres also allow the presence
of the explosive contaminant to be readily established (Fig. 3). In
addition to the explosives diagnostic bands (vide supra), the result-
ing spectra also contain several peaks assigned to polyester fibres
(marked with dashed lines in Fig. 3). These polyester bands do not
overlap with the characteristic features of the explosives which can
be clearly obseved.

The previous results were acquired from explosives particles
trapped between fibres of undyed natural and synthetic fibres. Of
course, many real textile samples are dyed and it is necessary to
determine how this will affect the Raman spectra of the explosive
particles trapped between fibres of dyed clothing specimens. In par-
ticular, fluorescence background and the functional group features,
arising from the dye molecules, may conceal diagnostic Raman
spectral features of the explosives. The spectra obtained from explo-
sives particles trapped between blue-dyed denim fibres again show
the characteristic Raman features of the explosives. While a band
corresponding with the strongest band in the Raman spectrum of

the denim substrate (attributable to blue indigo dye) at 1570 cm−1

is also present in the spectra, this band did not interfere with
the identification of the explosives (Fig. 4). Raman spectra were
successfully collected from crystals of PETN, TNT, and ammonium

Fig. 4. Raman spectra of: (a) PETN particle on denim fibres, (b) TNT on denim fibres,
(c) Ammonium nitrate on denim fibres, (d) Denim fibres. 785 nm, 90.8 mW, 10 s
exposure, one accumulation for (a–c), five accumulations for (d).
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ig. 5. Raman spectra of: (a) PETN particle between orange T-shirt fibres, (b) TNT par-
icle between orange T-shirt fibres, (c) ammonium nitrate particle between orange
-shirt fibres, (d) Orange T-shirt fibres. 785 nm, 90.8 mW, 10 s exposure, one accu-
ulation for (a–c), five accumulations for (d).

itrate trapped between fibres of an orange-coloured T-shirt. This
ubstrate is fluorescent and this gives rise to a slight fluorescence
ackground in the spectra. However, the Raman spectral bands of
he explosives are clearly identifiable above the background and in
ll cases the presence of the contaminants was easily recognized
Fig. 5).

The ability of this approach to easily discriminate between con-
aminant and substrate lies in the ability of the confocal system
o focus the incident laser radiation directly on the contaminant
articles without sampling substantial areas of the substrate. This
iscrimination is highly desirable for automated database recogni-
ion algorithms as the spectra obtained are relatively simple and are
redominantly of a single component in the mixture – an important
onsideration for future application with ‘non-expert’ implemen-
ation of the technique. Also, confocal Raman microscopy provides
n efficient way to obtain Raman spectra of small specimens selec-
ively even when embedded within strong Raman scattering or
ighly fluorescent media. Furthermore, The NIR excitation wave-

ength at 785 nm is an added advantage as it allows Raman spectra
f the explosives to be accquired with fast acquisition times, high

bservable Raman intensity, and a significantly reduced fluores-
ence. The most difficult aspect of the analysis was the visual
dentification and location of the particles on the fibres prior to
he acquisition of the Raman spectra. These results show that with
he application of confocal techniques, interpretable Raman spec-

[
[
[

(2009) 1201–1203 1203

tra can be obtained directly from explosive particles as small as
5 �m−3-approximately 180 pg in mass – and hence the technique
has a sensitivity comparable to ionization desorption mass spectro-
metric techniques [2]. In addition, our approach leaves the particle
unaltered and in its original environment. Thus, a clear application
of the confocal Raman experiment is as a screen for identification
of particulates during initial inspections of clothing prior to further
examination.
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a b s t r a c t

Eight amino acids (ethanolamine, glycine, alanine, �-aminobutyric acid, leucine, methionine, histidine
and asparagine) were identified and quantified in Spanish wines by high performance liquid magneto-
chromatography (HPLMC) with UV-V spectrophotometry. For this method, the amino acids are first
complexed with mono(1,10-phenanthroline)–Cu(II) to confer them paramagnetic properties, and then
eywords:
agneto chromatography

mino acids
ines

separated by application of a low magnetic field intensity (5.5 mT) to the stationary phase contained in
the chromatographic column. Principal components analysis of the results obtained grouped together
the wine samples according to their denomination of origin: “Ribera del Duero”, “Rueda” or “Rioja”
(Spain). Through cluster analysis, a series of correlations was also observed among certain amino acids,
and between these groupings and the type of wine. These clusters were found to reflect the role played by

ry or
rincipal components the amino acids as prima
fermentation.

. Introduction

Early determinations of amino acids in wines and musts relied
pon the use of microbiological techniques. This was followed by
ethods based on paper chromatography, ninhydrin for visualiza-

ion and densitometry at 570 nm for quantification [1,2]. These early
orks revealed that grape musts contained 20 amino acids of plant

rigin representing 20–30% of their total nitrogen contents [3].
The qualitative and quantitative composition of free amino acids

n wine is determined by the type of grape. Hence, several authors
ave used the free amino acids profile to differentiate wines accord-

ng to the species of grape from which they are derived [4], and even
o ascertain the origin of the wine in question [5]. However, despite
ts specificity the grape species is not the only factor determining
he amino acid composition of wines. Effectively, contents of amino
cids corresponding to a single species can vary intensely accord-
ng to the conditions of climate, maturity of the grapes, region of
rigin, etc. Low molecular weight amino acids or peptides are the
ost significant nitrogen source for the growth of lactic bacteria

uring wine production. However, it seems that heterofermenting

occi, such as Oenococcus oeni, have greater amino acid require-
ents than those of other lactic bacteria species [6]. The changes

hat occur in the amino acid contents of musts during malolactic
ermentation have been well documented in the literature. These

∗ Corresponding author. Fax: +34 983 423013.
E-mail address: ebarrado@qa.uva.es (E. Barrado).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.023
secondary nutrients for the bacteria involved in alcoholic and malolactic

© 2008 Elsevier B.V. All rights reserved.

studies have revealed that the concentrations of some amino acids
are drastically reduced and that these affected amino acids are the
main nutrients consumed during malolactic fermentation [7].

Vasconcelos and das Neves [8] used amino acid profiles to dis-
tinguish among different varieties of Portuguese wines (four white
and four red) over a 7-year period. Data obtained through gas
chromatography were analyzed using methods of pattern recog-
nition, principal components analysis and discriminant analysis.
Using these chemometric tools, the authors were able to classify
the wines according to type and were also able to correlate their
results with the grape variety. Soufleros et al. [9] performed a study
on white wines from six different regions, seven grape varieties and
3 harvest years using HPLC and precolumn derivatization with o-
phthalaldehyde (OPA) followed by fluorescence detection. Through
discriminant analysis of amino acid profiles, the authors classified
the wines according to the varieties examined. Péter et al. [10] man-
aged to differentiate between Hungarian wines (red and white)
of different denominations of origin and year based on biogenic
amine, polyphenol and even amino acid profiles.

High performance liquid magneto-chromatography (HPLMC) is
a new chromatography technique with two distinctive features:
a high surface area stationary phase with paramagnetic proper-
ties (SiO2/Fe3O4) and a magnetic field intensity (variable from 0

to 5.5 mT) that selectively retains paramagnetic substances in the
stationary phase depending on their magnetic susceptibility. The
system can also be used to separate diamagnetic compounds such
as biologically active organic molecules, but these first need to be
complexed with Fe and Cu compounds to render them paramag-
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range 0.3–30.0 mg l with a practical limit of detection (LD) of
0.1 mg l−1 and a limit of quantification (LQ) of 0.3 mg l−1 for all the
analytes. The analytical parameters were calculated according to
the IUPAC criteria as 3.3 and 10.0 times the value of se/b1, where se is
the square root of the residual variance of the standard curve and b1
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etic. In a previous paper [11], we derived a theoretical expression
escribing the effect of the magnetic field on the analyte retention
ime and illustrated its use by determining the magnetic suscepti-
ility of copper-complexed amino acids. In the present study, we
emonstrate the use of the method for identifying and quantifying
ight amino acids in samples of Spanish red and white wines. In
ddition, through principal components and cluster analyses, we
ere able to classify the wines according to their denomination of

rigin.

. Experimental

.1. Reagents

Stock 1.00 g l−1 amino acid solutions were prepared by dissolv-
ng the appropriate amount of ethanolamine (Etn), glycine (Gly),
lanine (Ala), �-aminobutyric acid (�ABA), leucine (Leu), methion-
ne (Met), histidine (His) and asparagine (Asp) (all from Aldrich) in
hosphate buffer (NaH2PO4·2H2O and Na2HPO4·H2O (Fluka) 0.1 M,
H 7). The working standard solutions (1.0–30.0 mg l−1) were pre-
ared daily by dilution of the corresponding stock solution. These
olutions were stored at 4 ◦C. All solutions were prepared by dissolv-
ng the corresponding analytical grade reagent in filtered, deionised
ater with a resistivity of 18.3 M� cm, and used without further
urification.

To confer the amino acids paramagnetic properties, they
ere reacted with a complexing solution prepared by dissolving
uCl2·2H2O and 1,10-phenanthroline in stoichiometric amounts
20 mmol l−1) [12] in phosphate buffer (0.10 mol l−1). Wine sam-
les were prepared by mixing 1.0 ml of the wine and 1.0 ml of
he complexing solution and then were filtered through a 0.45 �m

embrane filter (Millipore) before their injection in the HPLMC
ystem. The sample solutions were stable for 1 week.

.2. Preparing the magnetic stationary phase

The magnetic stationary phase is prepared as follows: mag-
etite synthesized hydrochemically according to Barrado et al. [13]

s added to the reactor containing 20.0 ml of tetraethoxysilane
TEOS), 21.5 ml of water and 16.7 ml of ethanol. After the mixture
as been stirred, the pH is adjusted to 10 using NH3. Once the gel
as formed, it is stirred for 24 h to complete the condensation pro-
ess. The gel is then filtered, washed and dried at 50 ◦C for 48 h
14,15]. The solid synthesized is ferrimagnetic, that is, it possesses

agnetic properties in presence of an external magnetic field and
ts magnetization is proportional to the magnetic field intensity
pplied.
A steel column (4.6 mm×10 cm) was filled with a SiO2/Fe3O4
uspension in phosphate buffer solution (0.1 mol l−1, pH 7), which
as then suctioned using a vacuum pump. The column was con-
itioned by passing phosphate buffer through the column at a
onstant flow rate of 1.0 ml min−1.

able 1
eans and %RSD (n = 3) of the retention times of the paramagnetic amino acid complexes

nalyte Molecular weight (g mol−1) Retention

tn 61.1 324 (0.06)
ly 75.1 500 (0.13)
la 89.1 640 (0.06)
-ABA 103.1 826 (0.05)
eu 131.2 917 (0.03)
et 149.2 1067 (0.02)
is 155.2 1208 (0.03)
sp 132.1 1514 (0.01)
78 (2009) 672–675 673

2.3. Equipment and experimental conditions

The experimental set-up for liquid chromatography comprised:
a container for the mobile phase, a Gilson model 302 pressure
pump, a Rheodyne mod. 7525 injection valve; a column as speci-
fied above and a UV–vis diode-array HP8453 spectrophotometer as
detector. The column was wrapped with a copper coil (300 turns)
such that the external magnetic field intensity (B) could be adjusted
(from 0 to 5.5 mT) by varying the current applied to the coil by a
power supply (SCIE-PLAS, mod. PSU 400/200). The magnetic field
intensity was calculated using the expression H = nI/lc, where H is
the magnetic field strength (A m−1), n is the number of turns in
the coil, I the current applied (A) and lc is the coil length (m). The
paramagnetic complexes prepared were detected at a wavelength
of 266 nm. The mobile phase used was methanol:phosphate buffer
(25:75, v/v), pH 7. The flow rate was 1.0 ml min−1 and the injection
volume was 25 �l.

Statistical analysis of data was performed using MINITAB 13.1
software (Minitab, Inc., PA, USA).

3. Results and discussion

3.1. Optimal conditions and reproducibility

Fig. 1 shows a chromatogram obtained under the optimal exper-
imental conditions proposed, fixing the intensity of the external
magnetic field at 5.5 mT. Once a blank had been injected, this was
followed by the injection of 25 �l solutions of 5.0 mg l−1 of each
amino acid. Retention times for each amino acid are provided in
Table 1. A lineal dependence of the peak height with the injected
concentration of each amino acid was found in the concentration

−1
Fig. 1. Peak composition analysis and chromatogram of standard 5 mg l−1 solutions
of each amino acid.

.

time (s) Peak height (a.u.)

Repeatability Reproducibility

0.1219 (0.43) 0.1157 (4.67)
0.1056 (1.94) 0.1110 (4.27)
0.1680 (1.48) 0.1720 (2.20)
0.0702 (2.49) 0.0680 (5.73)
0.1583 (2.18) 0.1662 (4.61)
0.1489 (4.30) 0.1432 (3.46)
0.0762 (3.13) 0.0773 (1.37)
0.0388 (4.24) 0.0375 (7.35)
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Table 2
Amino acid contents (mg l−1) recorded for the different wine samples (in three
replicate determinations).

Origin Etn Gly Ala �-ABA Leu Met His Asp

Ribera Duero 1 <d.l. 5.34 9.91 12.03 <d.l. <d.l. <d.l. 3.15
Ribera Duero 2 <d.l. 7.62 7.57 9.66 7.76 <d.l. <d.l. 2.57
Ribera Duero 3 <d.l. 3.24 8.97 12.54 <d.l. <d.l. <d.l. 2.84
Rueda 1 3.35 6.15 3.51 12.86 16.76 10.78 4.02 3.52
Rueda 2 1.47 3.46 2.31 4.84 4.68 5.63 <d.l. <d.l.
Rueda 3 2.41 3.10 <d.l. 3.71 5.25 5.32 4.77 2.20
Rueda 4 1.22 2.89 2.28 4.19 4.74 5.41 4.28 2.26
Rueda 5 1.81 2.74 2.16 3.92 7.41 <d.l. 4.90 2.59
Rueda 6 1.91 4.47 2.64 5.93 8.91 6.06 6.05 1.59
Rueda 7 2.51 3.46 2.65 5.33 6.67 4.11 3.73 2.10
Rueda 8 2.30 3.26 1.36 2.37 4.42 <d.l. 2.89 1.64
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Table 3
Correlation matrix of the variables.

Etn Gly Ala �-ABA Leu Met His Asp

Etn 1.000
Gly −0.092 1.000
Ala −0.655 0.471 1.000
�-ABA −0.353 0.535 0.840 1.000
Leu 0.676 0.366 −0.255 0.155 1.000
Met 0.538 0.008 −0.432 0.049 0.641 1.000
His 0.557 −0.402 −0.692 −0.454 0.444 0.482 1.000
Asp 0.013 0.440 0.508 0.636 0.275 −0.098 −0.086 1.000

Number of observations: 14; rcritical(0.05,12) = 0.532.

Table 4
Loadings for each of the variables examined.

Factor 1 2

Etn −0.753 0.451
Gly 0.492 0.617
Ala 0.953 0.152
�-ABA 0.729 0.562
Leu −0.408 0.853
Met −0.567 0.559
His −0.809 0.171
Asp 0.450 0.631

Eigenvalue 3.5957 2.3901
ueda 9 2.64 3.19 2.41 4.08 7.50 3.97 3.93 0.46
ueda 10 2.56 5.54 1.55 2.43 3.66 1.67 1.71 1.91
ioja 1 <d.l. 2.98 1.33 3.67 <d.l. 3.83 3.84 <d.l.

s the slope. The concentrations intervals are adequate for the analy-
is of the samples and the limits of detection obtained are similar to
hose obtained with OPA [9] and diethyl ethoxymethylenemalonate
DEEMM) [17].

Finally, a wine sample of each region was injected to check that
he factors of repeatability, retention time and peak height variabil-
ty for the eight amino acids identified were acceptable (<5%) and

ould not appreciably affect the final results.

.2. Analysing the wine samples

Table 2 shows the concentrations of the different amino acids
n mg l−1 in the young wine samples of different origin. In the first
olumn, the origin of each analyzed sample is indicated: “Ribera del
uero”, “Rueda” and “Rioja”, three different Spanish denominations
f origin (DO). The area labelled “Ribera del Duero” is located on the
orthern plains of Spain, in the region of “Castilla y León”, being the
ouro River the axe. The main variety of grape which gives colour,
roma and body to their red wines is the “Tempranillo”, also knows
s “Tinta del País”. “Tempranillo” produces soft supple wines, with
romas of soft red summer fruits like strawberries and raspberries.
Cabernet Sauvignon”, “Merlot”, “Malbec” and “Garnacha Tinta” are
ther grape varieties used. “La Rioja” is located in Northern Spain
nd dissected by the Ebro River. The wines of “Rioja” are elaborated
rincipally with the “Tempranillo” grapes, but it can also be mixed
ith “Mazuelo”, “Garnacha” and “Graciano”. “Rueda”, located also

n Castilla y León, is one of the few European winegrowing regions
pecialised in making white wine and in the preservation and devel-
pment of the “Verdejo”, the autochthonous grape variety. “Rueda”
ines are marked by the personality of the Verdejo grape, the

ncorporation of other varieties (“Sauvignon blanc”, “Viura” and
Palomino”), and the vineyards themselves, which have learned to
urvive in a tough environment.

It may be observed that for some amino acids, concentrations
ere below the method’s detection limit; these amino acids can be

orrelated, as mentioned earlier, with their availability as nutrients
uring malolactic fermentation [16]. Although on simple inspec-
ion of the table it may be noted for example that the different
amples show considerable differences in their �-ABA concentra-
ions, further information was gained by subjecting the data matrix
o statistical analysis. The tools principal component analysis (PCA)
nd cluster analysis and have proved useful in the analysis of similar
ata [18,19].
.3. Principal component analysis (PCA)

The objective of PCA is to reduce the dimensionality of the orig-
nal data matrix by reducing the number of variables so that the
Explained variance 0.449 0.299
Cumulative variance 0.449 0.748

Bold numbers: contributions greater than the critical value.

results can be better interpreted. The first step is to construct a
Pearson’s correlation matrix to identify any correlations among the
variables (Table 3). Since it is symmetrical, only the lower half of
this table is provided. The absolute value of “r” for 12 degrees of
freedom and ˛ = 0.05 was 0.532, meaning that the coefficients indi-
cated in bold in the Pearson’s correlation matrix are significant.
These high correlations and Bartlett’s sphericity test indicate that
effectively we can obtain new variables by combining some of the
original variables. Since we are dealing with fewer variables it is
easier to construct graphs to visualize the relationships among the
objects (wine samples).

Table 4 shows the eigenvalues for the correlation matrix along
with the percentages of variance explained by each one. The num-
ber of principal components can be selected according to different
criteria, the most appropriate being to consider significant only
those values higher than unity, that is, those that provide more
information than that offered separately by each variable. Hence,
in the table we indicate only the first two components, which fulfil
this criterion and explain 74.8% of the total variance of the origi-
nal table. The composition of the new variables (loadings) and the
component values (scores) that each object (wine sample) takes for
each new variable renders the plot in Fig. 2.

In this figure, we can clearly observe the differentiation of three
groups of points, each one corresponding to a different denomina-
tion of origin of the wines. In the right-hand section, in the quadrant
predominated by asparagine, glycine, �-aminobutyric acid and ala-
nine appear the samples of “Ribera del Duero”. On the left-hand side
of the figure, the nine “Rueda” wine samples appear in the quadrant
predominated by leucine, methionine, histidine and ethanolamine
and finally in the upper quadrant of this left section, clearly differ-
entiated from the rest, appears the wine sample from the region
of “La Rioja”. Accordingly, the amino acid composition of the wines
serves to group the samples according to their origin.
3.4. Cluster analysis

Cluster analysis is basically a graphic method in which objects
are separated to form clusters. There are several ways of doing
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Fig. 2. Graphical representation of the first two scores of a PCA conducted on the
amino acid contents of the wines. Denomination of origin: (�) Rivera de Duero; (©)
Rioja; (�) Rueda.
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his depending on how the distance between points is measured.
n this study, we selected correlation as a measure of similar-
ty among variables, and Euclidean distances as a measure of
imilarity among samples. Ward’s method was used to generate
he clusters by variable, i.e., amino acids or by object, i.e., wine
amples.

In the dendrogram obtained from the cluster analysis of the vari-
bles (amino acids), two clusters can be clearly observed (Fig. 3).
o the left, we find a cluster comprising ethanolamine, leucine,
ethionine and histidine; these amino acids are easily assim-

lated by the bacteria responsible for alcoholic and malolactic
ermentation [7]. To the right, another group of variables can be dis-
inguished: glycine, alanine, �-aminobutyric acid and asparagine.
hese last four amino acids are consumed by bacteria only when the
rimary nutrients have been exhausted. These groupings confirmed
hose obtained in the PCA.

In the clusters obtained for the wine samples shown in Fig. 4,
hree groupings can be clearly distinguished corresponding to the
ifferent denominations of origin: “Ribera del Duero” (left), “Rioja”

centre) and “Rueda” (right). These findings also confirm the PCA
esults.

[

[

Fig. 4. Cluster analysis of the wine samples examined. Denominations of origin: (�)
Rivera de Duero; (©) Rioja; (�) Rueda.

4. Conclusions

HPLMC was used to establish amino acid profiles in Spanish
wines. The experimental set up comprised a SiO2/Fe3O4 column
as the stationary phase, a magnetic field intensity of 5.5 mT, a
0.1 M phosphate buffer:methanol solution (75:25) as the mobile
phase (pH≈7.0), and a UV–visible detector (273 nm). The method
proposed was used to identify eight amino acids (ethanolamine,
glycine, alanine, �-aminobutyric acid, leucine, methionine, histi-
dine and asparagine) in several samples of wines. Both sample
processing and analysis times were short compared to those needed
for other techniques. The method also shows good signal repro-
ducibility and repeatability. Finally, through principal components
analysis the wines could be classified according to their denomina-
tion of origin.
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a b s t r a c t

Capillary electrophoresis (CE) coupled with fiber-optic light-emitting diode-induced fluorescence
detection has been developed for the separation of tyrosine (Tyr) enantiomers. R(−)-4-(3-
isothiocyanatopyrrolidin-1-yl)-7-(N,N-dimethylaminosulfonyl)-2,1,3-benzoxadiazole was used as a
chiral fluorescence tagged reagent for derivatization of Tyr. The effect of pH, running buffer concen-
tration and applied voltage on enantioselectivity has been investigated. The optimum CE conditions are
eywords:
apillary electrophoresis
ight-emitting diode
yrosine
nantiomers

15 mmol/L borate running buffer (pH 10.5) and 14-kV applied voltage. Good reproducibility was obtained
with coefficient of variation (n = 7) of migration time and peak area less than 0.2 and 2.0%, respectively.
The limits of detection of d- and l-Tyr derivatives were 2.9 and 2.2 �mol/L (S/N = 3), respectively. The
proposed method has been successfully applied to the determination of Tyr in a commercial amino acid
oral solution.

© 2009 Elsevier B.V. All rights reserved.
luorescence detection
ral solution

. Introduction

Chiral resolution of racemic compounds has become attrac-
ive since the US FDA (Food and Drug Administration) declared
hat manufacturer should explain clearly the mechanism of each
nantiomer when applied for chiral pharmaceuticals [1]. To date
any drugs contain amino acid enantiomers or their deriva-

ives. It is well known that many amino acids have one or
ore asymmetric centers. Each enantiomer of different optical

ctivities may have different interactions with our body such
hat chiral drugs can present different activity, toxicity, trans-
ort mechanism and metabolic route. Thus, the development of
single enantiomer and the control of its purity are of great

mportance not only to avoid unwanted pharmaceutical and tox-

cological side effects but also to assure its therapeutic efficacy and
afety. As such, chiral resolution of enantiomers plays an impor-
ant role in the pharmaceutical industry. It is well known that
he aromatic amino acid l-tyrosine is a semi-essential, geneti-

∗ Corresponding author at: College of Chemical Engineering, Sichuan University,
hengdu 610065, PR China. Tel.: +86 28 85415029; fax: +86 28 85416029.
∗∗ Corresponding author.

E-mail addresses: xiaodan@scu.edu.cn (D. Xiao), mfchoi@hkbu.edu.hk
M.M.F. Choi).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.042
cally coded amino acid for many animals and humans, which is
often added to food products and pharmaceutical formulations
such as soybean cheese and amino acid oral solution. However,
if ingested excessively, it will exert atherogenic effects. On the
other hand, d-tyrosine has been the precursor of many different
anti-inflammatory [2]. Thus, a simple and reliable method for deter-
mining d- and l-tyrosines in pharmaceutical formulations is highly
desirable.

So far, high-performance liquid chromatography is regarded as
the standard analytical method for determination of amino acids
[3–5]. Despite its good reproducibility, there are some disadvan-
tages that hinder its development, for instance, high cost, large
solvent consumption and complicated operations. On the contrary,
capillary electrophoresis (CE) is especially suitable for analysis of
biological compounds in terms of its higher separation efficiency,
shorter analysis time, simpler instrumentation, smaller sample
consumption, and lower operation cost. Since the sensitivity of CE
is restricted by small volume sample injection, improvement in
sensitivity is highly essential. Up to now, several sensitive detec-
tors for CE have been developed including UV/vis absorption [6],

electrochemical [7], mass spectrometric [8,9] and chemilumines-
cence [10,11] detectors. As more commercial fluorescence tagging
reagents are available in market, laser-induced fluorescence (LIF)
[12–14] detection has become popular for analysis of biological
assay because of its higher sensitivity of detection. However, the
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aser source possesses drawbacks of large size, high cost, high
ower consumption and limited lifetime. Thus, in the past two
ecades, many researchers turn to other alternative light sources
or fluorescence detection [15–17].

To our knowledge, light-emitting diode (LED) is probably one
f the best choices for CE with fluorescence detection [18]. The
mission wavelengths of LED cover much of the UV/vis and
ome near-infrared (NIR) regions (280–1300 nm). It has been
sed for analyzing riboflavin [19,20], drug [21] and amino acids
22,23]. Currently three typical configurations of CE with fluores-
ence detection based on LEDs have been developed: right-angle
ight-emitting diode-induced fluorescence (LED-IF) detector [24],
ollinear LED-IF detector [25], and in-column fiber-optic LED-IF
etector [26]. The former two configurations have lower sensitivity
ue to light reflecting and scattering on capillary surface, while the

atter, in-column fiber-optic LED-IF detector, can avoid these draw-
acks and thus has lower background noise and higher sensitivity.

In this work, we propose to employ fiber-optic LED-IF detec-
ion for analysis of a racemic mixture of tyrosine labeled with
(−)-4-(3-isothiocyanatopyrrolidin-1-yl)-7-(N,N-dimethylamino-
ulfonyl)-2,1,3-benzoxadiazole (DBD-PyNCS). As tyrosine (Tyr)
oes not possess native fluorescence in the visible light region, it
as to be derivatized with a fluorescence reagent before it can be
etected by CE-LED-IF method. The conditions affording the best
esolution were optimized and the proposed CE-LED-IF method
as successfully applied to determine d- and l-Tyr in a commercial

mino acid oral solution.

. Experimental

.1. Chemicals

DBD-PyNCS was purchased from Tokyo Kasei (Tokyo, Japan).
yr enantiomers were obtained from Biochemical Reagents Com-
any (Shanghai, China). HPLC-grade acetonitrile was from Luzhong

ndustrial and Commercial Ltd. (Shanghai, China). Purified water
rom a Milli-Q-RO4 water purification system (Millipore, Bedford,

A, USA) with a resistivity higher than 18 M� cm was used to
repare all solutions. All other chemicals and organic solvents of
nalytical-reagent grade or above were used as received. All running
uffers and NaOH solutions were filtered through 0.45-�m cel-

ulose membrane filters (Heshi Technology Development Co. Ltd.,
ianjin, China) before CE analysis.

.2. Apparatus

The separations were conducted on a laboratory-built CE system
quipped with a high-voltage (0–30 kV) supply (Beijing Cailu Sci-
nce Instrument Company, Beijing, China). An uncoated fused-silica
apillary was purchased from Yongnian County Ruifeng Chro-
atogram Equipment Co. Ltd. (Hebei, China). The design of the

ber-optic LED-IF detection system was reported previously [27]. In
ssence, a blue LED (Shifeng Optic and Electronics Ltd., Shenzhen,
hina; applied voltage, +4.5 V; power, ∼3 mW; peak wavelength,
60 nm; and spectral half-width, ∼25 nm) was employed as the
xcitation light source. A bare 20 cm×40 �m o.d. optical fiber
Beijing Glass Institute, Beijing, China) was used to transmit the
xcitation light beam. All microscope objectives and filters were
rom Olympus (Tokyo, Japan). The fluorescence signal was cap-
ured by a Hamamatsu CR105 photomultiplier tube (PMT) (Beijing,
hina). The output signal was recorded and processed with a com-
uter and in-house written software.
.3. Sample preparation

A Dongcheng amino acid oral solution (Jiangxi Dongcheng
ealth Care Products Co. Ltd., Nanchang, China) was purchased
Fig. 1. Structure of the chiral fluorescence tagging reagent, DBD-PyNCS and its reac-
tion with tyrosine.

from a local drugstore. 100 �L of the amino acid oral solution
was transferred into a 5-mL microcentrifuge tube, diluted with
880 �L of acetonitrile–water (1:1, v/v) and 20 �L of triethylamine
(TEA) and shaken vigorously. The mixture was then sonicated for
20 min and centrifuged at 10,000× g for 10 min. The supernatant
was transferred into a 1.5-mL vial and kept in dark at 4 ◦C prior to
derivatization by DBD-PyNCS.

2.4. Chiral derivatization with DBD-PyNCS

10 �L of Tyr enantiomers in acetonitrile–water (1:1, v/v) con-
taining 2% TEA and 10 �L of 10 mmol/L DBD-PyNCS in acetonitrile
were mixed in a 0.5-mL microcentrifuge tube. The tube was tightly
capped, shaken and heated at 55 ◦C for 20 min [28]. The derivatiza-
tion reaction of Tyr with DBD-PyNCS is illustrated in Fig. 1. After
cooling, 30 �L of 1.0 mol/L CH3COOH in acetonitrile–water (1:1)
was added to the mixture. The derivatized solution was then kept
in dark at 4 ◦C. Reagent blanks without amino acids and samples of
10% amino acid oral solution were also treated in the same manner.

2.5. CE procedure

For the first use, the capillary was preconditioned with a 1.0-
mol/L NaOH solution. Prior to sample injection, the capillary was
flushed sequentially with 1.0 mol/L NaOH, water and running buffer
for 5, 2, and 5 min, respectively. The sample solution was injected
into the capillary by hydrodynamic flow with one end of the capil-
lary in the sample solution hoisted to a height difference of 20 cm
for 8 s. The applied voltage was 12–16 kV. The running buffer was
15 mmol/L borate at pH 10.5. After each sample analysis, the cap-
illary was rinsed with water for 2 min ready for the next injection.
The total length of the i.d. 75 �m capillary used in this study was
55 cm (53 cm effective length). All CE separations were conducted
at room temperature.

3. Results and discussion

3.1. Choice of LED and spectral filter

Fig. 2 displays the fluorescence excitation and emission spectra
of free DBD-PyNCS, DBD-PyNCS-labeled l-tyrosine (DBD-PyNCS-
l-Tyr) and DBD-PyNCS-labeled d-tyrosine (DBD-PyNCS-d-Tyr). All
DBD-PyNCS, DBD-PyNCS-l-Tyr and DBD-PyNCS-d-Tyr show strong
fluorescence at excitation maxima of 460 nm and emission maxima
of 580 nm. Since the blue LED has maximum emission wavelength
at 460 nm (curve 4, Fig. 2) which exactly matches the excitation

maxima of DBD-PyNCS, DBD-PyNCS-l-Tyr and DBD-PyNCS-d-Tyr,
it was chosen in our work in order to obtain the highest excitation
efficiency and strongest emission intensity.

A full-width at half-maximum of a blue LED is approximately
25 nm. It implies that LED emission is not monochromatic. To a cer-
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3.3. Effect of running buffer concentration

Fig. 4A shows the influence of running buffer concentration
at pH 10.5 on the Rs of DBD-PyNCS-Tyr. The Rs increases with
ig. 2. Fluorescence excitation and emission spectra of (1) DBD-PyNCS, (2) DBD-
yNCS-l-Tyr and (3) DBD-PyNCS-d-Tyr, and (4) emission spectrum of the blue LED.

ain extent, it will partially overlap with the fluorescence emission
rom the analytes. For this reason, before reaching the PMT, fluores-
ence emission light should pass through a cut-off filter, which cut
ff most excitation light. It can reduce the background noise and
btain low detection limit and high sensitivity of detection. Thus, a
ed cut-off filter (570 nm) was used to reduce the background from
he LED.

.2. Effect of running buffer pH

Since the running buffer pH strongly affects the resolution (Rs)
nd migration time, its effect on enantiomeric resolution was inves-
igated under constant buffer concentration at pH 9.5–12.0 with a
tep change of 0.5. As shown in Fig. 3A, the Rs of DBD-PyNCS-Tyr
ncrease sharply at pH 9.5–10.5. The Rs was calculated according to
s = [2(t2 − t1)/(w1 +w2)], where t1 and t2 are the migration times,
nd w1 and w2 are the peak widths at the baseline of solutes 1 and 2,
espectively. We presume that since DBD-PyNCS-Tyr is negatively
harged under the alkaline buffer conditions, it migrate toward the
node under the cathodic flow conditions of CE. However, the elec-
rophoretic mobility (�EP) of DBD-PyNCS-Tyr is smaller than the
lectroosmotic mobility of the buffer (�EO). As a result, DBD-PyNCS-
yr will reach the detector after the neutral molecule DBD-PyNCS
vide infra). The effect of pH on the �EP of DBD-PyNCS-l-Tyr and
BD-PyNCS-d-Tyr is depicted in Fig. 3B. DBD-PyNCS-d-Tyr has
igher �EP than DBD-PyNCS-l-Tyr, attributing to the higher charge-
o-size ratio of DBD-PyNCS-d-Tyr. It is well known that the �EP of
harged solute in CE is related as

EP =
|Z|q

6��r

here z is the ionic charge, q is the charge of an electron, � is the
iscosity of the solution, and r is the radius of the ion. Since both
BD-PyNCS-l-Tyr and DBD-PyNCS-d-Tyr carry the same charges
nder the experimental conditions, it is possible that DBD-PyNCS-

-Tyr is smaller than DBD-PyNCS-l-Tyr, resulting in higher �EP of
BD-PyNCS-d-Tyr. It is worth to mention that l-Tyr and d-Tyr can-
ot be separated in capillary zone electrophoresis (CZE) without
erivatization as they have the same charge-to-size ratio. However,
nce they have been derivatized by DBD-PyNCS, they show different
2009) 1167–1172 1169

�EP, allowing their separation in CZE with fluorescence detection.
Thus, the main functions of DBD-PyNCS are to provide fluorescence
tag to Tyr and distinguish the overall size of the DBD-PyNCS-Tyr
derivatives. The �EP of DBD-PyNCS-l-Tyr and DBD-PyNCS-d-Tyr
increase with the increase in pH. They turn to the doubly charged
anion when the pH is above 10.1. The largest difference in their �EP

is at pH 10.5, demonstrating that this is the optimal pH for their sep-
aration. When the pH was 11.0, the current reached 52 �A which
produced excessive Joule heating and poor reproducibility and thus
eventually ruined the resolutions due to broadening of the solute
peaks. According to the equation of Rs (vide supra), when w1 and
w2 increase, Rs decreases. Therefore, the Rs of DBD-PyNCS-Tyr was
not good at pH 11.0–12.0. The best Rs obtained at pH 10.5 was then
chosen for subsequent experiments.
Fig. 3. Effect of running buffer pH on (A) resolution of DBD-PyNCS-labeled tyrosine
enantiomers and (B) electrophoretic mobility of DBD-PyNCS-d-Tyr and DBD-PyNCS-
l-Tyr. Electrolyte was 15 mmol/L borate running buffer at pH 9.5, 10.0, 10.5, 11.0, 11.5,
and 12.0. The applied voltage was 14 kV.
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Fig. 4. Effect of running buffer concentration on (A) resolution of DBD-PyNCS-
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work as it produced satisfactory resolution, reasonable migration
time and low Joule heating.

In summary, the optimal CE conditions for separation of the
Tyr enantiomer derivatives are 15 mmol/L borate solution, pH 10.5
abeled tyrosine enantiomers and (B) electrophoretic mobility of DBD-PyNCS-d-Tyr
nd DBD-PyNCS-l-Tyr, and electroosmotic mobility at various concentrations of
orate running buffer (pH 10.5). The applied voltage was 14 kV.

he increase in the borate concentration. It is well known that an
ncrease in the ionic strength of the electrolyte results in compres-
ion of the thickness of the double layer, followed by a decrease
n the absolute value of zeta potential and electroosmotic mobility
�EO) (at 5–15 mmol/L borate) as depicted in Fig. 4B. Simultane-
usly, higher buffer concentration can increase the �EP of both
BD-PyNCS-l-Tyr and DBD-PyNCS-d-Tyr but the difference in their
EP does not change much. Therefore, lower �EO results in longer
igration time which in turn produces better resolution. How-

ver, the improvement in resolution was less pronounced when
he electrolyte concentration was increased from 15 to 25 mmol/L.
his suggests that in addition to the above-mentioned effect, Joule
eating also affects resolution since current rises quickly at this
uffer concentration range. Joule heating raises the buffer tem-
erature, leading to a smaller viscosity and an increase in �EO.
onsequently, the migration times of the analytes are shorter
nd the resolutions decrease slightly. High buffer concentration

mproves resolution to some extent but at the expense of repro-
ucibility and separation efficiency. In brief, the optimal buffer
oncentration was chosen as 15 mmol/L borate for further stud-
es.
2009) 1167–1172

3.4. Effect of applied voltage

In order to determine the optimal applied voltage for the CE
separation, a series of operating voltages was examined with a
running buffer containing 15 mmol/L borate (pH 10.5). Fig. 5A dis-
plays the resolution of the amino acid enantiomer derivatives which
decreases with the increase in applied voltage from 12 to 16 kV.
Fig. 5B shows that both �EO and �EP increase with the increase
in the applied voltage. The increase in �EO is larger than �EP with
the increasing applied voltage, leading to the decrease in migration
times of both DBD-PyNCS-l-Tyr and DBD-PyNCS-d-Tyr. The differ-
ence in the �EP between DBD-PyNCS-l-Tyr and DBD-PyNCS-d-Tyr
is more or less the same and the overall resolution is degraded with
the increase in applied voltage. To summarize, lower applied volt-
age can improve resolution with the sacrifice of analysis time. When
the applied voltage is too high, it can cause excessive Joule heating
which eventually ruin the resolution and repeatability. As a com-
promise, 14 kV was chosen as the optimal applied voltage for our
Fig. 5. Effect of applied voltage on (A) resolution of DBD-PyNCS-labeled tyrosine
enantiomers and (B) electrophoretic mobility of DBD-PyNCS-d-Tyr and DBD-PyNCS-
l-Tyr, and electroosmotic mobility. Electrolyte was 15 mmol/L borate running buffer
(pH 10.5).
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the sample and the dotted trace was the spiked sample with equal
amounts of d- and l-Tyr. The sample (2% amino acid oral solution)
was found to contain 12.75 �mol/L l-Tyr and no d-Tyr. The concen-
tration of l-Tyr in the sample and the recovery test are summarized
in Table 2. The results are satisfactory with 93.04–106.3% recovery.
ig. 6. Electrophoretic separation of d/l-tyrosine mixture derivatized with DBD-
yNCS. Concentration of each enantiomer in the mixture was 80.00 �mol/L.
lectrolyte was 15 mmol/L borate running buffer (pH 10.5). The applied voltage was
4 kV.

nd 14-kV applied voltage. These conditions were successfully
pplied to the separation of DBD-PyNCS-l-Tyr and DBD-PyNCS-
-Tyr as depicted in Fig. 6. High sensitivity and good resolution
as achieved. A large solute peak, i.e., the excess DBD-PyNCS

eagent, migrated before DBD-PyNCS-Tyr peaks. The Tyr enan-
iomers derivatives were baseline separated with an Rs of 1.76,
emonstrating that our CE-LED-IF method can separate and analyze
yr enantiomers.

.5. Linearity, limits of detection, reproducibility and interfering
est

In order to validate our proposed CE method for analysis of
/l-Tyr, the reproducibility of migration time and peak area were
tudied. The relationship between d/l-Tyr concentration and CE-
ED-IF signal was determined by a series of d/l-Tyr standard
olutions. The regression equations and correlation coefficients
howed that an excellent linear relationship at 5–500 �mol/L d/l-
yr. The limits of detection for l- and d-Tyr were estimated to be
.2 and 2.9 �mol/L (S/N = 3), respectively. The reproducibility and
nalytical figures of merit are summarized in Table 1. Excellent
eproducibility was obtained with coefficient of variation (n = 7) of
igration time and peak area less than 0.2 and 2.0%, respectively.

n order to evaluate the potential interferent effect, several other

mino acids including l-lysine (l-Lys), l-histidine (l-His), l-valine
l-Val), glycine (Gly), l-glutamic acid (l-Glu) and l-aspartic acid (l-
sp) were added intod/l-Tyr solutions and analyze by our proposed
ethod. Fig. 7 depicts the electropherogram of the separation of

he amino acid DBD-PyNCS derivatives. DBD-PyNCS-l-Lys, -l-His,

able 1
oefficient of variation of migration time and peak area, and analytical figures of
erit of the proposed CE-LED-IF method.

nantiomer l-Tyr d-Tyr

oefficient of variation (%)
Migration time 0.13 0.12
Peak area 1.01 1.67

inear range (�mol/L) 5–500 5–500
egression equationa y = 1.29x + 1.12 y = 0.95x + 1.28
orrelation coefficient 0.9997 0.9995
imit of detection (�mol/L) 2.2 2.9

a x: concentration of DBD-PyNCS-labeled Tyr (�mol/L) and y: fluorescence
ntensity.
Fig. 7. Electrophoretic separation of d/l-tyrosine and other amino acids mixture
derivatized with DBD-PyNCS. CE conditions are the same as in Fig. 6.

-l-Val, and -Gly derivatives migrated faster than DBD-PyNCS-d/l-
yr while DBD-PyNCS-l-Glu and -l-Asp derivatives migrated far

later than the DBD-PyNCS-d/l-Tyr peaks, demonstrating that these
amino acids are well-separated from d/l-Tyr and should not pose
any interference on Tyr determination.

3.6. Real samples analysis

A commercial pharmaceutical preparation (amino acid oral
solution) was purchased to analyze its Tyr content. A typical electro-
pherogram obtained from CE separation of this sample is depicted
in Fig. 8. The DBD-PyNCS-l-Tyr peak is well resolved with no
interference from other amino acids in the sample matrix under
the optimal CE conditions. To verify the DBD-PyNCS-l-Tyr peaks,
13.00 �mol/L of d/l-Tyr were added to the sample and analyzed
again. The results are shown in the inset of Fig. 8. The solid trace was
Fig. 8. Electrophoretic separation of an amino acid oral solution derivatized by
DBD-PyNCS. The inset displays the electropherograms of the sample (solid trace)
and spiked sample with 13.00 �mol/L of DBD-PyNCS-d- and l-Tyr (dotted trace). CE
conditions are the same as in Fig. 6.



1172 W. Bi et al. / Talanta 78 (2009) 1167–1172

Table 2
Determination and recovery of tyrosine in a commercial amino acid oral solution using the proposed CE-LED-IF method.

Enantiomer Sample Initial (�mol/L) Added (�mol/L) Found (�mol/L) Recovery (%)

l-Tyrosine 2% oral solution 12.75 13.00 26.57 106.3
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[
[26] X.P. Yang, H.Y. Yuan, C.L. Wang, X.D. Su, L. Hu, D. Xiao, J. Pharm. Biomed. Anal.
12.75

-Tyrosine 2% oral solution –
–

n addition, the same amino acid oral solution sample was also ana-
yzed by a Hitachi L-8800 amino acid auto-analyzer (Tokyo, Japan)
nd this method is conformed to the National Standard Method of
hina (GB/T 14965-1994) for analysis of amino acid [29]. The sample
as found to contain 13.34 �mol/L l-Tyr. The results obtained by the

tandard and the proposed CE methods only differed by 4.42%, indi-
ating that our novel CE technique can provide reliable and accurate
nalysis of Tyr in real sample.

. Conclusion

Our developed fiber-optic LED-IF detection system coupled
ith CE has been successfully employed for the chiral separa-

ion of Tyr enantiomers labeled with DBD-PyNCS. The quantitative
etermination of Tyr in a commercial amino acid oral solution
as demonstrated with good reproducibility, accuracy and recov-

ry. Compared to the conventional UV/vis absorption, right-angle
ED-IF and collinear LED-IF detectors, our system provides bet-
er sensitivity. The exciting light beam was directly introduced to
he detection window via an inserted optical fiber, thus the light
eflection and scattering effects on the capillary surface was much
educed. Our proposed apparatus is much cheaper and more com-
act than LIF detectors since inexpensive LED is used. Although the
ensitivity of detection is not as good as LIF detection, it is ade-
uate for most routine analysis. In essence, our proposed method
an be employed as a rapid, efficient, simple and inexpensive tool
or separation and determination of amino acid enantiomers.
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a b s t r a c t

Developments carried out in the Laboratory of Isotopic, Nuclear and Elementary Analyses in order to
quantify 147Pm in spent nuclear fuels analyzed at the CEA within the framework of the Burn Up Credit
research program for neutronic code validation are presented here. This determination is essential for
safety-criticality studies.

The quantity and the nature of the radionuclides in irradiated fuel solutions force us to separate the
elements of interest before measuring their isotopic content by mass spectrometry. The main objective of
this study is to modify the separation protocol used in our laboratory in order to recover and to measure
the 147Pm at the same time as the other lanthanides and actinides determined by mass spectrometry.

A very complete study on synthetic solution (containing or not 147Pm) was undertaken in order to
determine the yield of the various stages of separation carried out before obtaining the isolated Pm
fraction from the whole of the elements present in the spent fuel solutions. With the lack of natural
tracer to carry out the measurement with the isotope dilution technique, the great number of isotopes in
fuel, the originality of this work rests on the use of another present lanthanide in fuel to define the output
of separation. The yields were measured at the conclusion of each stage of separation with two others
lanthanides in order to show that one of them could be used as a tracer to correct the measurement of
the 147Pm with the separation yield. The total yield (at the conclusion of the two stages of separation) was
measured at the same time by ICP-MS and liquid scintillation. This last determination made it possible

147 147
to validate the use of the Sm (natural) to measure the Pm in ICP-MS since the outputs determined
in liquid scintillation and ICP-MS (starting from the radioactive decrease of the source having been used
to make the synthetic solution) were equivalent. It is the first time that such measurement is performed
in ICP-MS.

The measurement of the 147Pm was finally taken on fuels UOx and MOx by using the 153Eu like a tracer of
the separation yield. The results obtained are in very good agreement with those obtained from neutronic

calculation code.

. Introduction

Promethium is a product of uranium fission. Among all Pm iso-
opes, measurement of isotope 147 of promethium in irradiated
uel is of prime interest (1) because this isotope contributes to the
ormation of samarium isotopes [1] which are retained as strong
eutron absorber in Burn Up Credit studies and it is retained belong
he 15 fission products of interest retained by OECD for criticality

tudies, (2) for calculation of fuels after power. Its measurement
ould make it possible to raise uncertainties concerning a possible
ndervaluation of the fission yields.

∗ Corresponding author. Tel.: +33 169 08 56 23; fax: +33 169 08 54 11.
E-mail address: rene.brennetot@cea.fr (R. Brennetot).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.022
© 2008 Elsevier B.V. All rights reserved.

Different methods are reported in the literature for 147Pm
separation and measurement (principally by liquid scintillation
counting) in various matrices such as urine, environmental sam-
ples and nuclear fuel [2–5]. For urine samples, Eichuk describes a
method using dynamic ion exchange chromatography to separate
147Pm from urine matrix and a measurement of the Pm fraction by
liquid scintillation counting. For environmental samples, Yoshida
et al. reported a rapid separation method using HPLC with HIBA
(Alpha-hydroxyisobutyric acid) stepwise eluent method for separa-
tion of lanthanides Sm, Pm, Eu, Nd with liquid scintillation counting
for 147Pm and 151Sm determination and inductively coupled plasma

mass spectrometry for Eu, Nd and Sm measurements. Jerome used
a co precipitation method for Pm determination. The lanthanides
are first co precipitated and then separated by cation exchange
chromatography in HIBA medium. 147Pm measurement is then per-
formed by liquid scintillation counting. This procedure has been
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sed for various matrices such as sediments, power station efflu-
nt discharges, silt, . . . G Seeber et al synthesized a new coated
ilica material for separation of radioactive lanthanides 147Pm and
52Eu, both measured by liquid scintillation counting. In irradi-
ted fuel matrix, only one method has been previously reported
nd developed by Adriansen [6]. They first separate 147Pm from
ther lanthanides using the Ln resin and a 146Nd spike to obtain
he separation yield. 147Pm measurement is performed with liquid
cintillation counting.

Isotopic and elementary measurements of radionuclides in
pent nuclear fuel samples are principally done with mass
pectrometry techniques including thermal ionisation mass spec-
rometry (TIMS) [7,8], multi collector inductively coupled plasma

ass spectrometry (MC-ICP-MS) [9–11], sector field induc-
ively coupled plasma mass spectrometry (SF-ICP-MS) [12] and
uadrupole inductively coupled plasma mass spectrometry (Q-ICP-
S) [13–18]. In all cases, when separation steps are needed for

sotopic content determination, isotopic dilution technique is used
ith double spike in order to be independent of separation yields.

everal works compared the ICP-MS with radiometric techniques
ike alpha spectrometry or gamma spectrometry for radionuclide

easurements [19–21]. The goal of this work is to obtain a new
rotocol allowing the measurement of 147Pm by quadripolar ICP-MS
ithout adding stages.

Protocols available in our laboratory allow the separation of the
arious fission products as well as the determination of their con-
entration and isotopic content by mass spectrometry techniques.
eta-decay of 147Pm leads to formation of isobaric 147Sm. The res-
lution necessary to separate these two peaks (735,000), is higher
han the resolution usually accessible by mass spectrometry. Thus,
he determination of the 147Pm by mass spectrometry can con-
equently be done, only after chemical separation of these two
lements. The goal of this work is to adapt the available protocols,
n order to be able to measure 147Pm.

Initially, fission products (FP) are separated from uranium and
lutonium, which are the two major components of irradiated fuels,
sing a previously described method involving ion exchange resin
6,7]. The fission products collected fraction FP which contains ele-

ents such as samarium and promethium is then injected in HPLC
n order to separate the various components. Finally, the Pm frac-
ion obtained from HPLC will be analyzed by ICP-MS by external
alibration. It is obvious that we need to follow exactly the com-
ortment of Pm during the separation steps in order to correct the

CP-MS measurement with the separation yield. The originality of
his work rests on the use of another lanthanide isotope present in
uel, thus making it possible to define the yield of all the separation
teps. In this work, different lanthanides such as Eu and Gd were
tudied to verify if they can be used as a tracer of the separation
teps (Fig. 1).

The resin classically used to carry out the first U/Pu/FP separa-
ion is an anion resin AG1X4 (Biorad) in nitric medium. However,
nd as clearly explained by Marhol [22], lanthanides do not have the
ame distribution coefficients for a given acidity on AG1X4 resin in
itric medium precluding therefore the use of these conditions. The

anthanides interaction of an anion resin AG1X10 seems similar in
ydrochloric medium according to the literature [3]. Consequently,
he output of the first separation on resin AG1X10 in hydrochlo-
ic medium was studied in order to determine if europium and
adolinium had the same retention under these conditions accord-
ng to the strategy presented in Fig. 1. The final goal of this work is to
evelop a new protocol for 147Pm measurement in nuclear fuel sam-

les (using the actual protocol for separation yield measurement at
he same time).

A complete study on synthetic solution (containing or not Pm)
as undertaken in order to determine the yield of the various sepa-

ation steps carried out before obtaining the pure Pm fraction. This
Fig. 1. Synoptic of this study.

study shows that the separation yield can be followed by the use of
another lanthanide used as a tracer of the separation steps. The total
yield (at the conclusion of the two separation stages) was measured
at the same time by ICP-MS and liquid scintillation counting. Finally,
the results obtained for the 147Pm measurement in two types of fuel
with high burn up (70 GWd/t) UOx and MOx type are shown.

2. Experimental

All the concentrations reported in this paper are expressed
in ng g−1. Activity concentrations measured by liquid scintillation
counting are expressed in Bq g−1.

2.1. Reagents and standards

All dilutions have been performed in nitric acid at 2% (v/v). This
acid is obtained by dilution of nitric acid (65% Normatom Prolabo)
in deionised water (conductivity 18.2 M�) obtained from a Milli Q
system (Millipore).

Sub-boiling nitric acid is manufactured at the laboratory starting
from 65% HNO3 (Normatom Prolabo).

Hydrochloric acid (33–36% Optima Prolabo) is used for gravi-
metric separations and ICP-MS experiments.

A multi-element Tuning Solution (Spex) at 1 �g/L was used
every day for the instrument optimization and short-term stability
tests.

All calibration curves have been performed using SPEX solu-
tions (1 mg/L) of samarium, gadolinium and europium and uranium
(10 mg/L) for matrix matching.

A solution of 147Pm certified in activity was obtained from CERCA
(LEA, AREVA). The initial activity was 800±16 kBq/g. This solu-
tion has been used for experiments performed with fuel simulated
solutions and calibration of the liquid scintillation counting.

115In (SPEX) is used as internal standard for ICP-MS measure-
ments.

2-Hydroxy-methylbutyric acid (HMB) is used as eluent for HPLC

lanthanide separation (Sigma–Aldrich). pH of the mobile phase was
adjusted with a 25% ammonia solution (Normatom, Prolabo).

Arsenazo III (Sigma–Aldrich) is used as a post-column reactant
for samarium detection with UV detector.
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Table 1
ICP-MS operating parameters.

Forward rf power 1400 W
Reflected rf power <2 W
Coolant gas flow rate 15 L min−1

Nebulizer gas flow rate 0.95 L min−1

Auxilliary gas flow rate 0.8 L min−1

Nebulizer type Quartz concentric
Spray chamber Bead impact cooled with peltier effect at 3 ◦C
Detection mode Pulse counting
78 R. Brennetot et al. / T

.2. Ion exchange resins

An anion exchange Dowex AG1X10 (Bio Rad Laboratories) resin,
0–100 mesh, was used for U/Pu/FP separation. For conditioning,
he dry resin is placed in an eco column provided by Eichrom, the
eight of resin must be of 2.5 cm±1 mm in the column. The resin

s then washed with concentrated hydrochloric acid (10 M). 15 mL
f the same acid is sufficient to wash and condition the resin.

The selected protocol is the one already used at the laboratory
or the separations carried out on resin in hydrochloric medium.
liquot of solution is taken and dried in a Teflon beaker. 1 mL of
PTIMA HCl 33–36% is used to rinse the beaker, this aliquot is
eposited on the head column. 4 mL of HCl 10 M is necessary to
lute completely the FP fraction containing the 147Pm; under these
onditions U and Pu are trapped on the resin.

Only the first fraction containing the fission products was recov-
red in a container out of Teflon and weighed precisely. This
raction, in 10 M HCl medium, was diluted in 0.5 M HNO3 for mea-
urement by ICP-MS.

.3. Samples

Simulated solutions were used for all separation yield deter-
ination of lanthanides. They are prepared by weight of SPEX

tandards solutions and contain only U, Sm, Eu, Gd and Pm for yield
tudies including HPLC separation.

The spent fuel samples were UOx and MOx types. They were
issolved in hot cells at CEA Marcoule in the ATALANTE facility.
fter complete dissolution, the samples are diluted and sent to CEA
aclay for elementary and isotopic analysis.

.4. Analytical techniques

.4.1. ICP-MS
The experiments were carried out on a quadrupole ICP-MS X

eries (Thermo Fischer Scientific).
This ICP-MS was the first X7 modified in order to work with

adioactive materials as previously described [23].
Sample introduction to the plasma was made via a quartz con-

entric nebulizer (0.4 mL/min) and a quartz bead impact spray
hamber. A CETAC ASX 260 auto-sampler was used in order to
inimize exposure to radioactive materials.
All of the experimental parameters are daily optimized with a
est solution containing several elements in order to obtain the
aximum count rates on 115In and 238U for this tuning.
After acquisition of a short-term stability test in standard mode

sensitivity, stability and oxide level test), the instrument is ready
o perform measurements by external calibrations.

Fig. 2. Mass spectrum of spent f
Dwell time 10 ms
Sweeps 300
Sampling and skimmer cones Ni

Experimental parameters for mass spectrometric measure-
ments are summarized in Table 1.

The external calibration was carried out with multi elementary
standards prepared with SPEX solutions. Indium was selected as
internal standard for measurement in ICP-MS because it is the only
one which can be used for the analysis of fuel. The dilution medium,
0.5 M HNO3 is selected in order to make sure that the standards, the
simulated solution and FP fractions can be measured using the same
calibration (absence of matrix effect).

2.4.2. HPLC
The chromatographic system used consists of several modules.

A principal chromatographic pump (Merck-Hitachi) delivering the
mobile phase made up of HMB in gradient mode (in quantity and
pH) with a flow of 0.8 mL/min. A Rhéodyne valve six ways in peek
is used with a 100 �L injection loop in peek. The column used is
a cation exchange column NUCLEOSIL SA of length and internal
diameter respectively 250 and 4.6 mm, thermostated at 25 ◦C. A
secondary pump (Gilson) is used for delivery of arsenazo III neces-
sary for the UV/vis detection of Sm at 658 nm (Jasco). A radiometric
detector (PerkinElmer) is used for radio elements detection.

2.4.3. Liquid scintillation counting
Measurement of 147Pm by liquid scintillation counting were per-

formed with two instruments: TriCarb 2900TR and Wallac Oy 1414
Guardian. The dilutant used is selected to be close to the final
medium which will be used to count on the solutions resulting from
the HPLC and analyzed by ICP-MS.

3. Results and discussion
The measurement of 147Pm suffers from an isobaric interference
with 147Sm implying therefore separations steps. The main objec-
tive of this work is to find a tracer of the separation steps in order
to correct the obtained value for Pm concentration in ICP-MS of the

uel from 130 uma to 160 u.
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Table 2
Yield obtained for Gd and Eu for an aliquot of 1 mL of synthetic solution after gravi-
metric separation by AG1X10 resin in HCl medium.

Eu yield Gd yield
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oxides (BaO, CeO, PrO) that induce an over estimation of the abso-
lute content of gadolinium in the fuel without separation step. For
this purpose, it has been experimentally verified that caesium do
not produce a sufficient oxide quantity to interfere at mass 149,

Table 3
Yield obtained for Gd, Eu and Pm for an aliquot of 1 mL of synthetic solution after
gravimetric separation and HPLC. The first column for Pm is the yield determined by
ICPMS with Sm external calibration, the second one is the determination by liquid
scintillation counting.
liquot 1 99 ± 2 99 ± 2
liquot 2 99 ± 2 99 ± 2
liquot 3 98 ± 2 98 ± 2

eparation yield to be able to measure 147Pm in spent fuels taking
nto account all the separation steps to correct the final measure-

ent. It was decided to study the separation yield at each step of the
nalytical process used for 147Pm measurement in order to find a
arker of the separation to correct the final result of the separation

ield.

1) Gravitational separation on resin: FP, U, Pu.
2) HPLC separation of actinides and lanthanides.
3) Measurement of the 147Pm fraction free from 147Sm by ICP-MS

with a calibration curve at mass 147 with natural samarium.

Ideally a double spike with the use of the isotope dilution tech-
ique would be optimal to overcome the measurement of the
eparation yields, but such a tracer is not available.

It could be interesting to use another isotope of Pm as the 148Pm
ut its lifetime is too much short to be used.

Consequently, we decided to use a chemical analogue which
ould have the same chemical behaviour as Pm. The irradiated

uel is a complex solution which comprises many elements includ-
ng lanthanides like shown in Fig. 2. Consequently, it is possible
o use other lanthanides after ensuring that they have the same
hemical behaviour as Pm with respect to the separation stages con-
idered. Europium and gadolinium have been tested with respect
o the separation stages (gravimetric separation + HPLC) in order
o check their potential as tracer of the separation. We have chosen
hese two lanthanides for their proximity in mass and because they
an be measured with a very small uncertainty, using the isotope
ilution technique. This technique, well described in the literature
24] allows the determination of isotopic ratios and radionuclide
oncentrations with a very small uncertainty.

.1. Gravimetric separation

In order to analyze and to determine the content of 147Pm in a
pent nuclear fuel, it is necessary to separate the 147Pm from the
ther elements such as fission products, U and Pu. This separation
s carried out in two stages: the first separation is performed with
n ion exchange resin in order to separate rapidly FP from the U and
u matrix. Then, FP are separated by HPLC.

In order to minimize the dose rate received by the experi-
enters, the yield of the first separation step for two selected

anthanides (Eu and Gd) was measured using a synthetic solu-
ion including only uranium, gadolinium and europium (natural) in
roportions similar to those of spent nuclear fuels. This synthetic
olution contains around 680 �g/g U, 210 ng/g Eu and 390 ng/g Gd.

Three tests were carried out. An aliquot of 1 mL of this synthetic
olution is used, in order to make sure that a sufficient quantity of
atter is able at the end of the first separation stages, to determine

he yield by ICP-MS. Eu, and Gd concentrations are perfectly known
s the synthetic solution is made by weighting. Concentrations in
u and Gd were measured before and after gravimetric separation

n order to determine the yield of separation and to prove that it
ould be considered as equivalent.

The yields were measured for isotopes 151 and 153 of europium
nd 157 and 158 of gadolinium. The results from these three sepa-
ations on resin are presented in Table 2. Error bars correspond to
78 (2009) 676–681 679

reproducibility observed (4 calibrations ICP-MS with each time two
test specimens of the fraction).

At this stage, it can be considered that europium and gadolin-
ium could be used like a tracer of the first separation stage since
the separation yields are equivalent, very reproducible and close to
100%, suggesting therefore that no fractionation is induced by the
gravimetric separation with the protocol chosen here.

3.2. HPLC

A new synthetic solution containing 147Pm at the concentration
of 9 ng/g has been prepared.

The 5 mL solution thus recovered at the end of the first separa-
tion previously described is put in a Teflon beaker and dried. The
residue is then reconditioned in nitric medium with 5 mL of 0.2N
Sub-boiling nitric acid compatible with HPLC.

It is then injected on a HPLC chain confined in a glove box to
separate Sm/Pm/Eu/Gd.

The separation yield for Pm is obtained by calculation of the true
concentration to date. The concentration in 147Pm is measured by
ICP-MS by using the 147Sm as standard (it is supposed that Sm and
Pm have the same response in ICP-MS). The results obtained on
the three tests carried out in glove box are presented in Table 3. To
ensure that the response of Pm and Sm could be expected equiv-
alent in ICP-MS, the yield of separation for Pm is measured in the
same solution by liquid scintillation counting, an independent mea-
surement technique without any interference since the only beta
emitter in the synthetic solution is 147Pm.

The results presented in Table 3 show that the same yields
are obtained by liquid scintillation counting and by ICP-MS with
samarium 147 used as a standard for external calibration for Pm
measurement. This indicates at this stage, that europium and
gadolinium could be used as tracer of the whole separation steps
envisaged.

3.3. Analysis of spent fuels

Previous developments with synthetic solutions show that the
yield at the end of the separation stages with selected conditions
are equivalent for selected lanthanides Pm, Eu, Gd. Thus 153Eu and
157Gd could be used as tracers of the separation yield. In addition it
has been shown that 147Sm could be used to carry out the range
of calibration to measure 147Pm. Two spent fuel solutions were
analyzed.

Separations were carried out on the MOx and UOx fuels. Two
aliquots of 250 �l for each fuel were taken for separation steps.
Chromatogram of one of the aliquot of UOx sample is presented
in Fig. 3. As shown in Fig. 2, there is lots of peaks in the lanthanide
zone for a spent fuel what results in to create interferences which
were not taken into account up to now. Finally 153Eu was chosen
as the tracer of the separation, because of the presence of some
Eu yield Gd yield Pm yield

Aliquot 4 81 ± 3 80 ± 3 81 ± 3 79 ± 3
Aliquot 5 71 ± 3 73 ± 3 70 ± 3 70 ± 3
Aliquot 6 81 ± 3 83 ± 3 77 ± 3 78 ± 3
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ig. 3. Chromatogram obtained with radiometric detection for separation of the FP
raction obtained at the first gravimetric separation of UOx GGU1 fuel.

50, 151, 153 when barium, praseodymium and cerium produces a
arge amount of oxides that interferes all the isotopes of gadolin-
um.

The results are presented in Table 4.
Uncertainties were given on several levels in order to try to take

nto account all stages leading to the final result. The analytical
ncertainty given in ICP-MS takes into account all the analytical
tages, of the preparation of the sample received at the laboratory
ith its analysis: preparation of the standards by weighing, uncer-

ainty on the concentrations of the standards (calculated starting
rom the certificates of analysis of the standard solutions), uncer-
ainty on the calibration, stability of the apparatus, estimate of the
ccuracy of the analyzes starting from standards whose concen-
ration is known, variation of measurements on two distinct test
pecimens, derives possible from the apparatus over the duration
f measurements.

Uncertainties on the concentrations determined in ICP-MS were
iven starting from LANI, homemade software which integrates
he sources of uncertainties such as dilutions, uncertainty on the
tandards and the hyperboles of confidence of the calibration line.
he values of concentrations in 153Eu obtained before and after
eparations are compiled in order to obtain the output of the
tages of separation. Resulting uncertainty is given with the method
escribed by Kragten [25].

Combined uncertainty is calculated starting from the law of
ropagation of uncertainties like defined in EURACHEM/CITAC
uide [26].
The result obtained on the absolute concentration of 153Eu was
rst of all compared with the concentration returned by isotopic
ilution (ID) in June 2006 (taken as reference value). As can be
een in Table 4, europium concentration is coherent with the result

able 4
esults obtained for 153Eu and 147Pm concentration in spent fuels. Separation yields
pplied for 147Pm concentration are calculated from 153Eu concentration measured
y Q-ICP-MS before and after separation steps.

53Eu (ng/g sol) 153Eu (ng/g sol) reference value 147Pm (ng/g sol)

Ox
Before sep steps: 161.7

163.3±3.2 27.5±2.7After sep steps: 128.3

Ox
Before sep steps: 266.4

273.2±5.9 40.14±4.06After sep steps: 217.5
78 (2009) 676–681

returned by isotopic dilution with a variation observed lower than
1% for UOx sample and less than 3% for MOx sample.

The 147Pm concentration obtained were then compared with
prediction calculation according to DARWIN 2.2 code with JEFF 2.2
library. Less than a 10% variation is obtained between the mea-
surement and the result obtained starting from the computer code.
However this variation is covered by the uncertainty of measure-
ment which validates this protocol.

4. Conclusion

With an aim of determining the concentration in 147Pm in UOx
and MOx spent fuel solutions, a durable method was developed
in order to validate the separation stages necessary to this mea-
surement (exchange resin and HPLC). This new measurement was
optimized to complete a method previously used for lanthanides
determination by isotope dilution technique. These tests made it
possible to show that lanthanides Eu, Gd and Pm had a similar
behaviour with respect to the selected resin (AG1X10) in hydrochlo-
ric medium in this type of matrix.

We have shown that Eu and Gd had the same behaviour during
all the separations steps, making it possible their use as a tracer of
the separation for Pm measurement. Checking of the yield at the
conclusion of the stages of separation by liquid scintillation made
it possible to validate on the one hand the yields determined by
ICP-MS, but also to validate the use of the natural 147Sm to measure
the 147Pm after separation. The yield thus determined for the 153Eu
could be applied to the measurement of the 147Pm in fuel.

These results also were validated by ICP-MS with a difference
lower than 2% compared to the results resulting from the deter-
minations by isotopic dilution in May and October 2006 to the
measurements of absolute concentrations of the isotope 153Eu used
for the follow-up and the determination of the yield on the totality
of the experiment.

The measurements obtained in ICP-MS for the 147Pm and mea-
surements of output of 153Eu made it possible to calculate the
concentrations in 147Pm in fuel. These results are completely coher-
ent with the values returned by calculation code with a difference
less than 10% and totally covered by uncertainty measurement.
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a b s t r a c t

The combination of headspace–solid phase microextraction (HS–SPME) and gas chromatography–
inductively coupled plasma mass spectrometry (GC–ICPMS) was evaluated for the determination of
volatile selenium metabolites in normal urine samples, i.e. without selenium supplementation. HS–SPME
operating conditions were optimised and a sampling time of 10 min was found to be suitable for simul-
taneous extraction of dimethylselenide (DMSe) and dimethyldiselenide (DMDSe). The amount of DMSe
eywords:
elenium
rine
olatile metabolites
PME
eadspace

and DMDSe extracted onto fibre coating was calculated in clean matrix, i.e. Milli-Q water, on the basis of
depletion experiments. When applied to normal urine samples, the developed method allowed the detec-
tion of four volatile selenium containing species, among which DMSe and DMDSe could be quantified by
standard additions.

© 2008 Elsevier B.V. All rights reserved.
C–ICPMS

. Introduction

Selenium is an essential micronutrient for humans and animals
hat is found ubiquitously in the environment, being released from
oth natural and anthropogenic sources. Depending on its form and

evel of intake, selenium can have nutritional or negative health
ffects. The current recommended dietary allowance for selenium,
stablished by the Food and Nutrition Board of the US National
esearch Council (National Academy of Sciences), is 55 �g/day for
ale and female adults (approximately 0.8 �g/kg/day) [1].
People are exposed to low levels of selenium daily through food,

nd in lesser importance through water and air. Selenium is primar-
ly eliminated in the urine and feces in both humans and laboratory
nimals. Urinary Se has been shown to be a good indicator of total
e absorbed from all sources [2]. Mean urinary selenium concen-
rations vary between 22 and 58 �g (Se) l−1 [1]. A recent review
ritically detailed all Se-species detected and identified in urine so

ar [3]. Study of selenium metabolism has been usually assessed
ased on the analysis of dissolved urinary metabolites. Methyla-
ion is an important pathway of selenium metabolism, and volatile
imethylselenide has been identified as major metabolite excreted

∗ Corresponding author.
E-mail address: Florence.pannier@univ-pau.fr (F. Pannier).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.044
in human breath [4–6]. Relatively little attention was paid to volatile
selenium species excreted in the urine. First indication of volatile
selenium constituents in urine was reported in 1970 by Palmer et
al. [7] that mentioned losses of spiked radiolabeled selenium after
administration to rats. Kresimon et al. [8] detected volatile selenium
species in human urine after derivatisation with sodium borohy-
dride, such pretreatment does not warrant identification of species
originally present in the urine. Recent studies on selenium urinary
metabolites have shown the presence of volatile Se species either
in long term stability studies of selenosugar (methyl 2-acetamido-
2-deoxy-1-seleno-�-d-galactopyranoside) spiked urine sample [9],
or in reconstituted urine CRM (NIES CRM 18) [10]. Unfortunately
volatile selenium species quantification was not reported in these
studies.

First systematic study of volatile substances of urine was
reported in 1914 by Dehn and Hartman [11], four major fractions
were separated as (1) acids (principally benzoic acid, hydrogen
sulfide, fatty acids), (2) bases, (3) phenols (principally phenol
and p-cresol) and (4) neutral substances appearing as the great-
est contributors to the odor of urine. More recent investigations

of urine profiling for volatile compounds have been undertaken
with the object of linking profiles to metabolic disorders [12–15].
Selected volatile components have also been analysed to assess
individual exposure to environmental pollutants, i.e. volatile chlo-
rinated hydrocarbons [16], volatile halogenated species [17,18] or
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Table 1
GC–ICPMS operating parameters.

GC
Injection port temperature 270 ◦Ca

Carrier gas flow rate 2 ml min−1 He
Oven programme 40 ◦C (3 min)/30 ◦C min−1/220 ◦C (2 min)
Transfer line temperature 250 ◦C
ICP MS
Sampling and skimmer cones Platinum
Forward power 1070 W
Sampling depth 8 mm
Plasma gas flow rate 15 l min−1

Auxiliary gas flow rate 0.9 l min−1

Carrier gas flow rate 0.52 l min−1

Optional gas (O2) flow rate 5% relative to carrier gas
QP Bias −16.5 V
Octopole Bias −18 V
Isotopes monitored (dwell time) 76, 78, 82 (80 ms/point)b

34, 81, 124 (10 ms/point)

a Injection port temperature for SPME desorption, set at 220 ◦C for liquid injec-
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ions.
b As no interferences were observed between m/z 76, 78, 82, the results are

eported only for m/z 78.

TX solvents [19]. The sampling techniques used in these studies
nclude urine sparge with an inert gas followed by concentration
f volatile compounds on a cryogenic trap or on porous polymer
usually Tenax) [13,14,17] or headspace solid phase microextraction
15,16,19].

This work focuses on quantitative determination of volatile
elenium components in normal urine samples, i.e. without
elenium supplementation. Optimisation of headspace solid
hase microextraction (HS–SPME) conditions followed by gas
hromatography–inductively coupled plasma mass spectrome-
ry (GC–ICPMS) is described for dimethylselenide (DMSe) and
imethyldiselenide (DMDSe) quantification. Applications of the
eveloped method to human urine samples are presented.

. Experimental

.1. Reagents and samples

DMSe (>99%, Strem, Bischheim,Strasbourg, France) and DMDSe
98%, Aldrich, St. Quentin Fallavier, France) were used without fur-
her purification. Individual stock standard solutions containing
5000 �g (Se) g−1 in methanol (Normapur, >99%, Prolabo) were

tored in the dark at −4 ◦C. Working standard solutions were pre-
ared by successive dilutions in dichloromethane (99.9%, Aldrich,
t. Quentin Fallavier, France) for direct injection calibration, or in
illi-Q water (Millipore, 18.2 M� cm) for SPME sampling. All stan-

ards solutions were prepared in 10 ml headspace vials sealed
ith polytetrafluoroethylene (PTFE)-coated silicone rubber septa

20 mm diameter) (Supelco, St. Quentin Fallavier, France).
After collection, the morning urine samples of two volunteers

ere immediately transferred to 38 ml headspace vials sealed with
TFE-silicone rubber septa. Samples, hereafter called F and M, were
llowed to cool at room temperature before storage at 4 ◦C in the
ark for 21 days stability study.

.2. Instrumentation for ICP-MS and GC systems

The ICPMS instrument was the 7500ce from Agilent tech-
ologies (Tokyo, Japan), equipped with on-line octopole colli-

ion/reaction cell. H2 of 99.995% purity (Air Liquide, Paris, France)
as used as the cell gas in the octopole cell (1.5 ml min−1). Operat-

ng conditions, listed in Table 1, were optimised daily using 50 ppm
e in Ar.
a 78 (2009) 759–763

An Agilent 6890 gas chromatograph with He carrier gas (99.995%
purity, Air Liquide, Paris, France) was used. Separation was obtained
with SPB1-sulfur column (30 m, 0.32 mm id, 4 �m film thickness)
(Supelco, St. Quentin Fallavier, France) previously used for analo-
gous sulfur species [20]. A detailed description of GC parameters is
provided in Table 1. Coupling of GC with ICPMS was accomplished
through the use of Agilent GC–ICPMS interface.

2.3. SPME procedure

SPME was carried out manually with the appropriate SPME
holder and a 75 �m carboxen–polydimethylsiloxane (CAR–PDMS)
fibre (Supelco, St. Quentin Fallavier, France). Such coating is rec-
ommended for volatile analytes and has been previously shown to
be well adapted for volatile selenium species [21]. CAR–PDMS was
pre-conditioned by inserting it into the GC injector according to the
manufacturer’s instructions, i.e. 2 h at 300 ◦C.

Solid phase microextraction was performed in headspace mode,
in 38 ml headspace vials with 20 ml sample volume at ambient
temperature, i.e. 22±2 ◦C. The effect of sampling time was inves-
tigated with Milli-Q water spiked at ≈100 ng (Se) l−1, in the range
5 min–40 min. Samples were shaken with an orbital shaker with
the agitation speed adjusted to 350 rev min−1. Once the sampling
was completed, the analytes were desorbed in the GC injection
port using a 0.75 mm i.d. inlet liner (Supelco, St. Quentin Fallavier,
France). The fibre was held in the inlet liner for the entire chro-
matographic run (including first 3 min in splitless mode) to assure
complete analyte desorption and avoid any memory effects. Each
exposure time was sampled twice.

3. Theoretical considerations

In HS–SPME sampling, the amount of analyte sorbed by the
porous fibre coating, nf, can be expressed as [22]:

nf =
KHKhVfVsC0(Cfmax − C∞f )

KHKhVf(Cfmax − C∞f )+ KHVh + Vs
(1)

where Vf is the fibre coating phase volume, Vs is the aqueous phase
volume, Vh is the headspace phase volume, C0 is the initial con-
centration of the analyte in the aqueous phase, KH is the Henry’s
constant of analyte between the headspace and aqueous phases, Kh
is the equilibrium constant for adsorption of the analyte from the
headspace phase to the fibre coating in experimental conditions,
Cfmax is the maximum concentration of active sites on the coating,
C∞f is the equilibrium concentration of the analyte on the fibre.

Assuming that C∞f is much lower than Cfmax, i.e. in the case of
diluted samples, it comes from Eq. (1):

nf =
K ′VfVsC0Cfmax

K ′VfCfmax + KHVh + Vs
(2)

with K′ the product of KH and Kh.
Eq. (2) is then very similar to the developed theory with liquid

polymeric phases where the amount of analyte extracted by the
fibre is directly proportional to the initial concentration of analyte
in the solution [23].

Eq. (2) can be rewritten as:

nf = ˛ n0 (3)

where n0 is the initial amount of analyte in the aqueous phase, and
˛ is the “sorption” coefficient in experimental conditions,
i.e. ˛ = K VfCfmax

K ′VfCfmax + KHVh + Vs

If successive extractions are performed from the same sample
and with the same fibre, the variation of the sample amount in the
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Table 2
Slopes and regression coefficients obtained for direct injection calibration.
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curve does not provide a correct representation of analyte extracted
amounts in real samples. In fact, in urine samples, calculated rela-
tive standard deviation from the first five HS–SPME runs is 5.2% for
DMSe. It was thus assumed for subsequent experiments that two

Table 3
Depletion curves fitting. Comparison between � coefficients and estimation of
Slope (area unit/pg) R2 Slope (counts/pg) R2

MSe 169.23 0.9994 108.46 0.9997
MDSe 111.66 0.9994 70.46 0.9995

queous phase, corresponding to extracted amount, is proportional
o the amount left by the previous extraction [24]:

x−1 − nx = nf,x = ˛nx−1 (4)

here nx−1 and nx are analyte amounts in the aqueous phase
espectively before and after extraction number x, nf,x is extracted
mount during extraction number x.

Eq. (4) can be rewritten as:

x = nx−1(1− ˛) (5)

Eq. (5) gives by extension:

x = n0(1− ˛)x (6)

Moreover nf,x and nx−1 can be correlated from observed detector
ignal, �x:

x = snf,x = s˛nx−1 (7)

here s is the detector response coefficient, i.e. the slope of calibra-
ion curve.

Combining Eqs. (6) and (7) gives:

�x+1

�1
= nx

n0
= (1− ˛)x (8)

The sorption coefficient ˛ can thus be obtained from the plotting
f observed ratios �x+1/�1 as a function of x, the extraction number.
esulting values can thus be compared with ˛ value obtained from
q. (7) generally used to determine sorption coefficients.

. Results and discussion

.1. Direct injection calibration

For direct injection calibration, standard mixture solutions con-
aining DMSe and DMDSe at concentrations of 2 ng, 4 ng, 8 ng, 13 ng
nd 40 ng (Se) g−1 were prepared by mixing individual stock solu-
ions and diluting them in CH2Cl2. Injections (1 �l) were made
n triplicate. Results of calibration curves, i.e. signal = f (amount of
nalyte injected), are listed in Table 2. The detection limits were
valuated according to the IUPAC specifications [25] as:

L = 3 SD
s

(9)

here SD is the height standard deviation calculated from ten
lank injections, i.e. CH2Cl2, s is the calibration curve slope, i.e.
ount/pg (Se).

Calculated absolute detection limits are respectively 0.13 pg and
.26 pg (Se) respectively for DMSe and DMDSe.

.2. Extraction time profiles

Extraction time profiles were obtained by plotting the observed
ignals (area counts) as a function of fibre exposure duration.

esults are presented as the mean obtained from two samplings
or each exposure time. Relative standard deviation varied from
% to 14.3% depending on species and sampling time. Error bars

ncluded in Fig. 1 represent the mean relative standard deviation
btained considering all sampling time range for each species, i.e.
Fig. 1. HS–SPME time profiles for simultaneous extraction of DMSe (75 ng (Se) l−1)
and DMDSe (113 ng (Se) l−1).

7.5% for DMSe and 6.7% for DMDSe. Corresponding curves are shown
in Fig. 1.

Extraction time profiles show that equilibrium is not reached
even after 40 min of sampling, and that DMSe is better extracted
than DMDSe. As a compromise between sensitivity and extrac-
tion time adapted to GC analysis (11 min), an exposure time of
20 min was first chosen. However when applied to urine samples,
it appeared that an exposure time of 20 min did not give higher
signals than those of 10 min sampling (data not shown). Exposure
time was then fixed at 10 min for subsequent experiments.

4.3. Depletion experiments

In order to approach the amount of analyte sorbed on fibre
coating during HS–SPME, a depletion experiment was realised
by running successive extractions from the same sample. Up to
16 HS–SPME runs were performed from the same 20 ml Milli-Q
water spiked at ≈50 ng (Se) l−1 of each species. For each analyte,
the ratio �x+1/�1 was plotted as a function of extraction number
x (Fig. 2). Results of corresponding exponential regression curves
fitting and outcoming ˛ sorption coefficients are given in Table 3.
Ratios �1/sn0 calculated from the first extraction signals are also
listed for comparison. It appears that extracted amounts are overes-
timated if calculated from calibration curve slopes and that sorption
coefficients calculated from depletion curves fitting give a better
estimation of analytes extracted amounts with defined experimen-
tal conditions.

A similar depletion experiment was performed with one of
the urine samples. 13 successive HS–SPME runs were realised and
observed ratio �x+1/�1 was plotted as a function of extraction num-
ber x. Results are reported only for DMSe as DMDSe peak was too
small when detected. Corresponding experimental curve is shown
in Fig. 3 and compared with predicted regression curve calculated
from ˛ coefficient determined previously, i.e. from HS–SPME of
spiked Milli-Q water. It appears clearly that calculated regression
extracted amounts from calibration curve slopes.

(1−˛)x R2 ˛ �1/s n0

DMSe e−0.1639x 0.9632 0.15 0.24
DMDSe e−0.1747x 0.9811 0.16 0.25
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ig. 2. Depletion curves from successive extractions of the same sample (MilliQ
ater, (A) DMSe 35 ng (Se) l−1, and (B) DMDSe 50 ng (Se) l−1).

uccessive HS–SPME runs can be performed from the same sam-
le without significative evolution of analyte concentration in the
ample.

.4. Quantification of volatile selenium in unspiked urine samples
Example chromatograms obtained after HS–SPME of the two
rine samples are shown in Fig. 4. Profiles obtained monitoring m/z
8 are quite similar for both samples, i.e. DMSe is always detected,
mall DMDSe peak, and up to two significant selenium-containing

ig. 3. Depletion curves from successive extractions of the same urine sample for
MSe. Comparison with predicted regression curve from calculated ˛ sorption coef-
cient (dotted line).
Fig. 4. Example GC–ICPMS chromatograms obtained from 10 min HS–SPME of (A) F
and (B) M urine samples.

peaks were present (retention times tR = 7.9 and 9.6 min). For F
sample an important sulfur-containing peak (tR = 8.2 min) was also
detected on m/z 34. Neither of the unknown selenium-containing
peaks correspond to unknown sulfur-containing peak based on m/z
34 monitoring.

DMSe quantification was obtained by standard additions, results
are reported in Table 4 for the day of sampling (t = 0) and after 21
days storage at 4 ◦C. The two samples differ in their DMSe content,
and for each sample, measured concentrations are quite constant
from 0 to 21 days storage indicating that DMSe was not formed
during storage. These values are in complete agreement with those
previously measured in our lab with other selenium-specific detec-
tor in mixed urines sample from 11 volunteers [21].

Standard additions method was also attempted to quan-
tify DMDSe. In sample F we observed that DMDSe peak was
only slightly increased after standard addition in comparison
with sample M for which the slope of standard addition curve
was in the range of that previously calculated for DMSe (at
t = 21 days, slope = 655.3 area unit/ng (Se) l−1, R2 = 0.994). Corre-
sponding DMDSe concentrations were then calculated to be
0.6±0.1 ng (Se) l−1 in sample M and 0.8±0.1 ng (Se) l−1 in sample
F, i.e. no different DMDSe content between samples.

To explain the particular behaviour of DMDSe standard addi-
tions in sample F, the evolution of unknown selenium-containing
peaks signals was carefully examined. We found that the signal of

7.9 min peak was stable considering 7 HS–SPME successive runs
including 4 unspiked and 3 spiked urine samplings (RSD 8.9%). For
the last HS–SPME sampling performed in DMDSe (60 ng (Se) l−1)
spiked urine three hours after previous standard addition, the sig-
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Table 4
DMSe quantification in urine samples.

t = 0 t = 21 days

Slopea R2 [DMSe]b (ng (Se) l−1) Slopea R2 [DMSe]b (ng (Se) l−1)

F sample 599.6 0.995 10.3±1.5 1014.6 0.999 7±1
M
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sample 584.2 0.965 4.5±1.5

a Slope in area unit/ng (Se) l−1

b Uncertainty represents the standard deviation of three replicates.

al of 7.9 min peak was doubled in comparison with mean initial
ignal obtained from first 7 HS–SPME runs. Selenium-containing
eak with tR = 7.9 min is thus likely formed in sample F from added
MDSe and urine component. On the basis of isotopes monitored

n this work, samples F and M differ by their sulfur content. Our
ssumption is that sulfur-containing compound detected in sample
may react with DMDSe to form dimethyl selenyl sulfide (DMSeS)
etected at tR = 7.9 min. Indeed mechanisms proposed in the liter-
ture for DMSeS formation involve reaction between DMDSe and
ither dimethyldisulfide or dimethyltrisulfide [26,27], compounds
hich have been already detected in urine [13–15]. Moreover from

inearisation of retention times as a function of boiling points of
nown analytes, an estimation of 7.9 min peak boiling point is
36 ◦C which is in complete agreement with literature data for
MSeS boiling point (132 ◦C in [28], 135±5 ◦C in [26]).

. Conclusion

The presence of volatile selenium species at their natural
ccurrence level is reported for the first time in urine samples.
sing HS–SPME in conjunction with GC/ICP-MS, four selenium-
ontaining species were detected in the headspace of unspiked
rines. DMSe, the most abundant of the selenium-containing
pecies, and DMDSe were quantified by standard additions method.

hile DMSe was quantified with similar response slopes between
he two studied samples, DMDSe quantification was more problem-
tic as standard additions response was only obtained in urine with
o significant sulfur content. For quantification purpose it appears
ecessary to check the presence of sulfur compounds such as DMDS

r DMTS to not overestimate DMDSe content.

Concerning the two unknown selenium-containing peaks, one
s probably dimethyl selenyl sulfide, based on literature and first
xperimental data. Further work is now needed to confirm the
dentity of DMSeS and of the late-eluting peak.
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a b s t r a c t

Molecularly imprinted polymers (MIPs) for benzimidazole compounds have been synthesized by precip-
itation polymerization using thiabendazole (TBZ) as template, methacrylic acid as functional monomer,
ethyleneglycol dimethacrylate (EDMA) and divinylbenzene (DVB) as cross-linkers and a mixture of ace-
tonitrile and toluene as porogen. The experiments carried out by molecularly imprinted solid phase
extraction (MISPE) in cartridges demonstrated the imprint effect in both imprinted polymers. MIP–DVB
enabled a much higher breakthrough volume than MIP–EDMA, and thus was selected for further
experiments. The ability of this MIP for the selective recognition of other benzimidazole compounds
(albendazole, benomyl, carbendazim, fenbendazole, flubendazole and fuberidazole) was evaluated. The
obtained results revealed the high selectivity of the imprinted polymer towards all the selected benzim-
ater samples
ultiresidual determination

olid phase extraction

idazole compounds.
An off-line analytical methodology based on a MISPE procedure has been developed for the determina-

tion of benzimidazole compounds in tap, river and well water samples at concentration levels below the
legislated maximum concentration levels (MCLs) with quantitative recoveries. Additionally, an on-line
preconcentration procedure based on the use of a molecularly imprinted polymer as selective stationary
phase in HPLC is proposed as a fast screening method for the evaluation of the presence of benzimidazole

ples.
compounds in water sam

. Introduction

Benzimidazole compounds (Fig. 1) have been widely used both
s anthelmintic drugs in the treatment of parasitic infections and
s fungicide agents to prevent spoilage of crops during their trans-
ort and storage. Their massive use in the last years has led into
heir accumulation in the environment, thus contaminating the
ater streams. European Water Framework Directive [1] has estab-

ished a maximum concentration level (MCL) of 0.1 �g L−1 for most
enzimidazole compounds present in natural waters, and a total
oncentration of all pesticides of 0.5 �g L−1.

The development of highly sensitive methods for the mul-
iresidue determination of benzimidazole compounds in water
amples is thus highly desirable, and for that purpose a precon-
entration step of the water samples is usually required. In recent

ears, solid phase extraction has widely been applied for the anal-
sis of different pesticides in water samples, owing to the high
nrichment factors achievable by this methodology. Thus, different
orbents (C18 [2–4], PS–DVB [5] or micelles adsorbed in alumina

∗ Corresponding author. Fax: +34 913944329.
E-mail address: cpconde@quim.ucm.es (C. Pérez-Conde).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.007
© 2009 Elsevier B.V. All rights reserved.

[6,7]) have been used for benzimidazole preconcentration in water
samples. However, the selection of an adequate sample treatment
protocol allowing to carry out a multiresidue determination of ben-
zimidazole compounds is currently a challenge, due to their quite
different chemical properties. In this sense, extensive sample clean-
up or preconcentration procedures can rarely be applied to the
determination of a wide variety of benzimidazole compounds, and
the use of highly selective detection methods (i.e. tandem mass
spectrometry) is usually required for multiresidue analysis [8].

As an alternative, molecularly imprinted polymers have proven
to be a very valuable technique for selective solid-phase extrac-
tion of the template molecule and structurally related compounds.
The inherent selectivity of the molecular recognition of these mate-
rials allows a high degree of sample clean-up to be achieved
[9,10]. Additionally, molecularly imprinted polymers have also
been used for sample enrichment for the determination of a wide
range of analytes, such as 2,4,5-trichlorophenoxyacetic acid [11],
4-nitrophenol [12,13], bentazon [14], bisphenol A [15], chlorogua-

iacol [16], diethylstilbestrol [17] or pirimicarb [18]. Application of
molecularly imprinted polymers for the determination of benzim-
idazole compounds is however rather scarce. In this sense, they
have been recently applied for the analysis of benzimidazole com-
pounds in beef liver [19]. In our previous work, we investigated the
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Fig. 1. Chemical structure of the

bility of molecularly imprinted polymers to act as selective sta-
ionary phases for the determination of benzimidazole compounds
n fruits both by HPLC [20] and capillary electrochromatography
21]. Working in an organic media, the imprinted polymers did not
nly selectively rebind the template molecule, but other benzimi-
azole compounds as well, thus making them interesting materials
or multiresidue determination of benzimidazoles.

Taking all these comments in mind, the main aim of the
resent work was the synthesis of different MIPs able of selectively
ebinding benzimidazole compounds in an aqueous solution. The
eveloped MIPs will then be used for the selective enrichment of
ap, river and well water samples, thus enabling the multiresidual
etermination of a wide variety of benzimidazole compounds at
oncentration levels below the legislated MCLs.

. Experimental

.1. Reagents

Analytical grade benzimidazole fungicides (albendazole (ABZ),
enomyl (BEN), carbendazim (MBC), fenbendazole (FenBZ), fluben-
azole (FluBZ), fuberidazole (FubBZ) and thiabendazole (TBZ))
ere purchased from Sigma–Aldrich. The corresponding stock

tandard solutions (0.5 g L−1) were prepared in acetonitrile and
tored at −18 ◦C. Purum methacrylic acid (MAA, 98%), ethylenegly-
ol dimethacrylate (EDMA, 98%) and 2,2′-azo-bis-isobutyronitrile
AIBN,≥98%) were purchased from Sigma–Aldrich. Technical grade
ivinylbenzene (DVB, 80%) was purchased from Sigma–Aldrich and
urified by filtration through alumina. AIBN was recrystallized in
ethanol prior to use. All other reagents were used as supplied
ithout a further purification step. HPLC grade solvents (toluene,

cetonitrile, methanol, dimethylsulfoxide and acetic acid) were
urchased from Scharlab.
.2. Preparation of polymers

TBZ imprinted polymers were prepared by adapting a proce-
ure previously developed by Turiel et al. [20]. In this sense, TBZ
ated benzimidazole compounds.

(0.17 mmol), MAA (0.68 mmol), EDMA or DVB (3.40 mmol) and
AIBN (0.25 mmol) were dissolved in a mixture of acetonitrile and
toluene (12.5 mL, 75:25 v/v). The solutions were deoxygenated with
oxygen-free argon for 10 min while cooling on an ice bath. Poly-
merization was carried out in a thermostated bath at 60 ◦C for
24 h, and the flasks were slowly rotated (24 rpm) around their long
axis. The polymer particles were separated from the reaction mix-
ture by vacuum filtration on a nylon membrane filter and were
washed with 200 mL of a methanol/acetic acid solution (50:50 v/v)
to remove both the template molecule and residual monomers.
Non-imprinted polymers were prepared in the same manner, but
without the addition of the template molecule.

2.3. Chromatographic separation of benzimidazole fungicides

All measurements were performed in an HPLC system from
Thermo Separation Products consisting of a ConstaMetric 4100
Series high pressure pump, a SpectroMonitor 5000 photo diode-
array detector and a Rheodyne 7725i injection valve equipped with
a 100 �L loop. The analytes were separated on a C18-Kromasil col-
umn (250 mm×4.6 mm i.d., 5 �m) purchased from Scharlab. In
order to separate all the benzimidazole compounds, an initial iso-
cratic elution with a mixture containing 70% of a water/acetic acid
solution (96:4, v/v) (mobile phase A) and 30% of acetonitrile (mobile
phase B) was firstly applied for 7 min, after which, a gradient to 100%
mobile phase B was performed for 5 min, keeping these conditions
constant for another 6 min. Benzimidazole fungicides were mon-
itored at 200 and 240 nm and quantified by external calibration
using peak area measurements.

2.4. Off-line enrichment of benzimidazole compounds

2.4.1. MISPE

1000 mg of MIP–DVB were placed in an empty solid-phase

extraction cartridge from Scharlab and conditioned with 50 mL of
acetonitrile and 50 mL of MilliQ water. A conditioning step consist-
ing in 25 mL of acetonitrile and 25 mL of MilliQ water was applied
between samples. Next, 500 mL of spiked river, tap and well water
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amples were loaded onto the polymer, and washed with 5×1 mL
f an acetonitrile solution containing 2% of dimethylsulfoxide. Sub-
equently, the analytes were eluted with 12 mL of a methanol/acetic
cid (50:50, v/v) mixture. The obtained extracts were evaporated to
ryness and redissolved in 0.3 mL of acetonitrile for HPLC analysis.

.4.2. SPE (C18)
Two C18 discs from Sigma–Aldrich were conditioned with 20 mL

f methanol, 20 mL of methanol:water (50:50, v/v) and 20 mL
f water. 500 mL of benzimidazole-spiked river, tap and well
ater samples were loaded on the discs. Benzimidazoles were

ubsequently eluted with 10 mL of methanol. The extracts were
vaporated to dryness and redissolved in 0.3 mL of acetonitrile for
PLC analysis.

.5. On-line enrichment of benzimidazole compounds

Around 400 mg of MIP–DVB were packed into stainless steel
PLC column (50 mm×4.6 mm i.d.). The column was then con-
ected to an HPLC system from Thermo Separation Products.

50 mL of spiked river, tap and well water samples were loaded
n the MIP-column at a flow rate of 1 mL min−1. Subsequently,
he mobile phase was switched to pure methanol. After 3 min, the

obile phase was switched to a methanol/acetic acid (80:20, v/v)
ixture, which was pumped at a constant flow rate of 1 mL min−1

uring 12 min. A conditioning step with 25 mL of MilliQ water was
pplied between run cycles. Benzimidazole fungicides were mon-
tored at 200 and 240 nm and quantified by external calibration
sing peak area measurements.

. Results and discussion

.1. Characterization of the imprinted polymers

Precipitation polymerization is a convenient method for the
outine preparation of imprinted polymers, as spherical imprinted
olymer beads can be obtained in a simple manner. A rational
esign and control of the polymerization conditions have proven
ssential for the preparation of imprinted polymer beads of the
esired particle size. In this sense, an adequate match between
he solubility parameters of the developing polymer network and
he polarity of the porogenic solvent enables the preparation of
olymer beads with permanent pore structures and high average
article sizes.

TBZ imprinted polymers were prepared under the optimized
onditions described in Section 2.2. The obtained imprinted poly-
er particulates had been previously characterized by scanning

lectron microscopy [20]. Spherical polymer beads with a narrow
ize distribution were obtained, being the average particle diameter
f 3.5 �m.

.2. Optimization of the MISPE procedure

As has been previously stated in Section 1, the aim of this work
as the development of MIP-based procedures for the multiresidue
etermination of benzimidazole fungicides in water samples, at
oncentration levels below the legislated maximum residue lim-
ts. In this sense, two different thiabendazole-imprinted polymers,
ynthesized using either EDMA or DVB as cross-linkers, have been
valuated for the selective recognition of benzimidazole com-
ounds under aqueous media. In order to evaluate the presence

f imprinted sites on the obtained MIPs, the performance of both
mprinted polymers has been compared with that of their respec-
ive non-imprinted polymers.

Accordingly, different rebinding experiments onto SPE car-
ridges containing 200 mg of the different MIPs were carried out,
Fig. 2. Effect of the washing solvents on the recoveries obtained for EDMA and DVB
polymers. n = 5.

working always in parallel with the corresponding NIPs. For this
purpose, 2 mL of an aqueous solution containing 1 mg L−1 of thi-
abendazole were loaded onto the cartridges, and the effect of the
addition of different organic solvents (i.e. acetonitrile, methanol,
dichloromethane and toluene) has been evaluated as possible
washing solutions for the removal of non-specifically bound benz-
imidazole compounds on both imprinted polymers.

Fig. 2 shows the recoveries obtained after washing both the
imprinted and non-imprinted polymers cartridges with 5×1 mL
of the different washing solvents tested. As can be seen, a differ-
ent performance of the imprinted and non-imprinted polymers
was obtained when acetonitrile was used as washing solution for
both imprinted polymers. In this sense, non-specifically bound
compounds are completely removed from MIP–EDMA when the
cartridges are washed with 5 mL of acetonitrile, while the addi-
tion of 2% dimethylsulfoxide is required to completely disrupt the
non-specifically bonds between benzimidazole compounds and
MIP–DVB, due to the much higher solubility of benzimidazole com-
pounds in this solvent mixture. The differences observed for the
performance of each imprinted polymer and their corresponding
non-imprinted polymers under these conditions clearly demon-
strate the imprint effect of both MIP–EDMA and MIP–DVB.

Taking into account the basic properties of the NH group
in the benzimidazole ring, and considering that its protonation
could impel the recognition of benzimidazole compounds by the
imprinted polymers, the influence of the pH on the selective
rebinding has been evaluated. In this sense, different thiabenda-
zole solutions containing 1 mg L−1 at pH values in the range 3–7
were loaded on both MIP–EDMA and DVB–MIP. Results from these
experiments demonstrated that the pH did not have any influence
on the recognition process of the benzimidazole compounds, as
similar recoveries were obtained in all cases.

An enrichment step of the water samples is required in order

to achieve the low benzimidazole concentration levels legislated.
Thus, and considering that a good degree of selectivity was achieved
for both imprinted polymers, selection of the best MIP for the
determination of benzimidazole compounds in spiked water sam-
ples was done in terms of their respective breakthrough volumes.
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Table 2
Peak efficiencies (Nsys) obtained for the elution of the different benzimidazole com-
pounds from the imprinted column by adding different amounts of acetic acid to a
methanol-based mobile phase.

% HAc ABZ BEN MBC FenBZ FluBZ FuBZ TBZ

0 51 49 56 55 57 59 59
4 129 117 126 120 124 121 125
8 276 256 268 259 264 265 267

12 543 520 552 549 556 562 560
16 798 771 801 792 813 816 813
20 908 895 912 908 917 927 919
24 911 899 917 912 922 931 925
28 914 902 920 914 924 936 930
ig. 3. Evaluation of the breakthrough volume obtained for the off-line enrichment
f an aqueous solution containing 1 �g of thiabendazole on 1 g of MIP–EDMA and
IP–DVB. n = 5.

or this purpose, increasing volumes of aqueous TBZ solutions
containing a total amount of 1 �g) were loaded onto 1000 mg of
oth MIP–EDMA and MIP–DVB. The cartridges were subsequently
ashed with the optimized conditions for each of the imprinted
olymers and eluted with 16×1 mL (MIP–EDMA) or 12×1 mL
MIP–DVB) of a methanol:acetic acid (50:50, v/v) mixture. Extracts
ere evaporated to dryness and redissolved in 0.3 mL of acetonitrile

or HPLC analysis.
As can be observed in Fig. 3, a much higher breakthrough vol-

me was achieved in the case of MIP–DVB (higher than 500 mL,
ompared to the 150 mL of MIP–EDMA), and thus this polymer was
elected for further studies.

The recognition properties of MIP–DVB against other ben-
imidazole compounds (albendazole, benomyl, carbendazim,
enbendazole, flubendazole and fuberidazole) were then evalu-
ted. With this purpose, 500 mL of solutions containing 2 �g L−1

f each benzimidazole compound were independently solid phase
xtracted onto the MIP–DVB cartridge under the conditions previ-
usly optimized. As can be observed in the results shown in Table 1,
he MIP is able to selectively rebind all the evaluated benzimida-
ole compounds. These results suggest that recognition between
he benzimidazole compounds and the imprinted polymer takes
lace through the benzimidazole substructure regardless of the

midazole substituents (see Fig. 1), thus enabling the multiresidue
etermination of benzimidazole compounds.

Under these experimental conditions, an enrichment factor as
igh as 1300 times was achieved for the different benzimidazole
ompounds, thus enabling their determination in water samples at
oncentration levels below the legislated MCLs.
.3. Optimization of the MIP–LC procedure

An imprinted LC column was prepared by following the exper-
mental procedure described in Section 2.5. In this sense, around

able 1
ecoveries obtained (%) and RSD (n = 5) for different benzimidazoles on MIP–DVB
nd NIP–DVB under the optimum SPE procedure.

enzimidazole compound MIP–DVB NIP–DVB

% Rec RSD % Rec RSD

lbendazole 83.6 3.9 7.1 7.3
enomyl 75.9 2.5 3.8 4.3
arbendazim 78.2 2.4 5.1 4.5
enbendazole 81.3 2.6 1.8 5.2
lubendazole 79.7 3.3 n.d. 6.2
uberidazole 81.3 2.7 2.6 6.1
hiabendazole 79.3 1.3 2.8 4.7
32 915 903 922 914 924 939 940
40 915 903 925 917 926 938 942

RSD (n = 5) < 6%.

400 mg of MIP–DVB were packed in empty HPLC columns and
washed with a methanol:acetic acid mixture (50:50, v/v) overnight
until a stable baseline was achieved. The remaining acetic acid
was then removed by pumping 50 mL of MilliQ water through
the columns. This washing procedure was enough to completely
remove the template molecule. Thus, no leaking effect was
observed in the subsequent blank experiments.

According to the MISPE experiments above described, quanti-
tative elution of benzimidazole compounds from the imprinted
polymer can be achieved using a methanol:acetic acid mixture
(50:50, v/v). In order to avoid pump damage due to the repetitive
use of such high acetic acid contents in the mobile phase, an experi-
ment was performed in order to diminish the acetic acid content. In
this sense, different methanol:acetic acid mixtures have been eval-
uated as mobile phase for the quantitative elution of benzimidazole
compounds from the imprinted column. For this purpose, initial
experiments [20] were carried out in isocratic mode elution profile
with mobile phases containing methanol and increasing contents
of acetic acid. As was expected, an increasing acetic acid content
favoured desorption of benzimidazole compounds from the poly-
mers, but a dramatic decrease in the imprinting factor was also
observed. The optimum performance was obtained for a mobile
phase of methanol:acetic acid (80:20, v/v).

Taking these into account, and in an attempt to reduce peak
tailing without sacrificing the imprinting factor, a first isocratic
mode elution profile with methanol (mobile phase A) was main-
tained for 3 min, after which the mobile phase was switched to
a methanol:acetic acid mixture (mobile phase B) which is main-
tained until the end of the chromatogram. Thus, the first elution
step with pure methanol will ensure a high enough imprinting fac-
tor, while the introduction of acetic acid in the second mobile phase
will theoretically diminish peak tailing, thus increasing peak effi-
ciency, expressed as the theoretical plate numbers, Nsys. These were
calculated for each analyte using classical chromatographic theory
assuming skewed peaks [22], according to Eq. (1):

Nsys = 41.7(tR/W0.1)2

Fass + 1.25
(1)

where W0.1 is the peak width at a 10% peak height fraction and Fass

is the asymmetry factor.
As can be observed from data shown in Table 2, peak efficien-

cies obtained for the different benzimidazole compounds increase
with increasing acetic acid concentrations, until it reaches a plateau
for a methanol:acetic acid (80:20, v/v), which was thus selected as
optimum in order to maximize peak efficiency.
Fig. 4 shows the chromatograms obtained for an aqueous stan-
dard solution of 0.1 mg L−1 thiabendazole on both the imprinted
and non-imprinted polymer under the optimized MIP–LC proce-
dure.
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ig. 4. Chromatograms obtained for the retention of an aqueous solution of thiaben-
azole (0.1 mg L−1) on MIP–DVB (black) and NIP–DVB (grey).

Similar performance was obtained for the rest of the benzim-
dazole compounds, thus suggesting that the imprinted column
s not only able of selectively rebinding the template molecule,
ut structural analogues as well. From the obtained results, it can
e concluded that the on-line enrichment on a MIP–LC column is
uitable for the screening of benzimidazole compounds in water
amples at the concentration levels required by nowadays legis-
ation without any other sample clean-up. However, identification
nd quantification of each benzimidazole compound in a mixture
hould be done by using the MIP cartridges for the off-line sample
nrichment, combined with HPLC in reversed phase.

Since obviously the breakthrough volume is dependent on the
mount of sorbent, and a lower amount of polymer was used to fill
he LC column, the breakthrough volume was evaluated in a sim-
lar manner than the above described for the off-line enrichment
rocedure. In this sense, increasing volumes of aqueous solutions
ontaining 100 �g of thiabendazole were loaded on the MIP column
t a flow rate of 1 mL min−1. The resultant breakthrough volume for
hiabendazole on the imprinted column was of 125 mL. The break-
hrough volume of the rest of benzimidazoles was evaluated in a
imilar manner, and varied from 50 mL of albendazole or benomyl
o 150 mL of carbendazim. As the developed on-line enrichment
rocedure is proposed as screening method for the presence of
ny of the studied benzimidazole compound in water samples, a
olume of 50 mL was selected for the preconcentration of the dif-
erent samples, to ensure the quantitative determination of all the
enzimidazole compounds. Under these conditions, an enrichment
actor of around 150 times was achieved.

.4. Method application

Benomyl residues are known to rapidly hydrolyse into several
ompounds in both protic organic solvents and aqueous media.

n this sense, Mallat et al. [23] evaluated the stability of benomyl
esidues in water samples at different pH values. These authors con-
luded that benomyl stability was increased with decreasing pH
alues, being its half-life of 3 h for samples stored at pH 7 in the
ark at 4 ◦C.

able 3
ecoveries, RSD (n = 5) and detection limitsa obtained after the enrichment of benzimidazo
n-line method.

enzimidazole
ompound

Tap water River water

% Rec RSD DL (�g L−1) % Rec

lbendazole 99 5.5 0.08 102
enomyl 102 4.9 0.04 103
arbendazim 100 4.7 0.07 104
enbendazole 106 5.1 0.06 103
lubendazole 104 3.9 0.03 99
uberidazole 99 4.2 0.06 95
hiabendazole 100 2.8 0.07 102

a Calculated as three times the signal/noise ratio.
Fig. 5. Chromatogram of water samples enriched by the on-line MIP–LC procedure.
[Benzimidazole] = 0.1 �g L−1. A: tap; B: river; C: well.

Taking into account that abiotic hydrolysis degradation pro-
cesses are hampered by low temperatures, we evaluated the
possibility of storing the samples at −18 ◦C in order to minimize
degradation of benomyl. As expected, benomyl was found to be
much more stable in samples stored at −18 ◦C. In this sense, a half-
life of about 12 days was obtained for both standard solutions and
spiked water samples.
3.4.1. On-line enrichment of benzimidazole-spiked water samples
The on-line enrichment procedure based on the use of an

imprinted polymer as selective stationary phase has been suc-
cessfully applied to the screening determination of benzimidazole

le compounds present in spiked water samples (0.1 �g L−1) by the proposed MISPE

Well water

RSD DL (�g L−1) % Rec RSD DL (�g L−1)

6.3 0.09 104 6.5 0.09
4.6 0.05 102 6.7 0.05
5.1 0.04 100 5.9 0.04
4.8 0.06 105 5.2 0.04
3.6 0.04 103 4.8 0.04
5.1 0.03 89 4.7 0.03
2.1 0.05 96 4.5 0.04
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ig. 6. Chromatogram of water samples enriched by the off-line MISPE. [Benzim-
dazole] = 0.1 �g L−1. A: tap; B: river; C: well. 1: fenbendazole, 2: carbendazim, 3:
hiabendazole, 4: fuberidazole, 5: albendazole, 6: benomyl, 7: flubendazole.

ompounds in tap, river and well water samples by following the
xperimental procedure described in Section 2.5. Fig. 5 shows the
hromatograms obtained for tap, river and well water samples
piked with 0.1 �g L−1 of the different benzimidazole compounds,
btained after their enrichment by the developed on-line method.
s can be observed, the high degree of selectivity of the imprinted
olymer enables the separation of benzimidazoles from the inter-

ering matrix compounds.
All the benzimidazole compounds could be quantitatively recov-

red with RSD values ranging from 1.7 to 5.9% (n = 5). The obtained
etection limits were below the legislated MCL in all cases. Results
f the recoveries and detection limits obtained for each benzim-
dazole compound in spiked tap, river and well water samples

re summarized in Table 3. As mentioned before, the imprinted
olymer is able of recognizing all the evaluated benzimidazole
ompounds in a similar manner. Thus, the on-line developed
ethodology is suitable for screening purposes, while identifica-

ion and quantification of each benzimidazole compound must be

able 4
ecoveries, RSD (n = 5) and detection limitsa obtained after the enrichment of benzimidaz
ff-line method.

enzimidazole compound Tap water River

% Rec RSD DL (�g L−1) % Rec

lbendazole 99 3.6 0.012 102
enomyl 103 3.5 0.006 104
arbendazim 100 4.2 0.008 104
enbendazole 106 2.1 0.007 102
lubendazole 104 2.7 0.003 99
uberidazole 98 4.5 0.008 95
hiabendazole 99 1.9 0.009 102

a Calculated as three times the signal/noise ratio.
Fig. 7. Chromatogram of water samples enriched by off-line SPE on C18 discs. [Ben-
zimidazole] = 0.1 �g L−1. A: tap; B: river; C: well. 2: carbendazim, 3: thiabendazole,
4: fuberidazole, 5: albendazole, 6: benomyl, 7: flubendazole.

carried out by the off-line enrichment procedure on MIP cartridges
combined with reversed phase-HPLC.

3.4.2. Off-line enrichment of benzimidazole water samples
The developed MISPE procedure has been applied for the

off-line enrichment of benzimidazole spiked tap, well and river
water samples. In this sense, 500 mL of the standard solutions con-
taining all the evaluated benzimidazole compounds (albendazole,
benomyl, carbendazim, fenbendazole, flubendazole, fuberidazole
and thiabendazole) or the water samples spiked with concentra-
tions ranging from 0.05 to 3 �g L−1 were loaded onto 1000 mg
of MIP–DVB. The cartridge was then washed with 5×1 mL of a
DMSO:acetonitrile (2:98, v/v) solution and the benzimidazole
compounds were eluted with 12×1 mL of an acetic acid:methanol

(50:50 v/v) mixture. The extracts were subsequently evaporated to
dryness and redissolved in 0.3 mL of acetonitrile for HPLC analysis.
Comparison of the obtained results with those of an external
calibration proved the absence of matrix effect in all of the tested
samples.

ole compounds present in spiked water samples (0.1 �g L−1) by the proposed MISPE

water Well water

RSD DL (�g L−1) % Rec RSD DL (�g L−1)

5.1 0.010 103 5.9 0.011
4.5 0.006 101 5.1 0.007
2.4 0.006 100 5.2 0.005
5.2 0.005 105 4.8 0.006
5.7 0.004 103 4.5 0.003
5.8 0.004 90 4.1 0.002
1.7 0.006 96 4.5 0.005
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Fig. 6 shows the chromatograms obtained for 0.1 �g L−1 spiked
ap, river and well water samples, obtained after their enrichment
y the proposed off-line MISPE method. The high degree of selectiv-
ty of the divinylbenzene-imprinted polymer enables the removal
f most interfering compounds in just one washing step. All the
enzimidazole compounds could be quantitatively recovered by
he proposed MISPE off-line enrichment method, with RSD values
anging from 2.1 to 6.7% (n = 5). The obtained detection limits were
elow the legislated MCL in all cases. A summary of the recoveries
nd detection limits obtained for each benzimidazole compound in
ap, river and well water samples is shown in Table 4.

In parallel, the spiked samples were also analysed after their
nrichment on C18 discs, following a procedure adapted from
amora et al. [3]. Fig. 7 shows the chromatograms obtained under
hese conditions for 0.1 �g L−1 spiked tap, river and well water sam-
les. As can be observed from the chromatograms, a much noisier
aseline was obtained when samples were preconcentrated onto
18 discs. Moreover, several species interfered in the determina-
ion of fenbendazole in all the evaluated water samples, and thus
his compound could not be analysed by this method in any of the
piked water samples. Even if near quantitative recoveries were
btained for the rest of benzimidazole compounds, a considerable
ack of reproducibility was also observed. For instance, the analysis
f tap water samples yielded RSD values as high as 20% for most
enzimidazole compounds.

The comparison of the obtained results by both enrichment
ethods (on MIP–DVB or C18) clearly demonstrate the advantage of

sing molecularly imprinted polymers as selective sorbents for the
ultiresidual determination of several benzimidazole compounds

n spiked tap, river or well water samples.

. Conclusions

Two thiabendazole imprinted polymers, prepared using
thyleneglycol dimethacrylate and divinylbenzene as cross-linkers,
ave been synthesized and evaluated for the selective retention
f benzimidazole compounds in water samples. Even if a clear
mprinting effect has been obtained for both MIPs, DVB-imprinted
olymer provides a much higher breakthrough volume, and thus
as been selected for the enrichment of tap, river and well water
amples. This imprinted polymer is able of selectively rebinding not
nly the template molecule, but also a wide range of benzimidazole
ompounds (albendazole, benomyl, carbendazim, fenbendazole,

ubendazole, and fuberidazole).

An on-line enrichment procedure based on the use of a MIP–DVB
olumn is proposed as a fast and automatic method for the screen-
ng of benzimidazole compounds present in tap, river and well
ater samples. A confirmatory method based on an off-line MISPE

[
[

[
[

(2009) 1029–1035 1035

enrichment of the water samples followed by their HPLC analysis,
has also been developed. This method enables the identification
and quantification of a wide range of benzimidazole compounds in
a single run, thus considerably diminishing the analysis time.

The detection limits obtained for both the on-line and off-line
enrichment methods are well below the legislated MRLs, thus
enabling the analysis of benzimidazole compounds in tap, river and
well water samples.
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a b s t r a c t

Perovskite type LaCoxFe1−xO3 nanoparticles was synthesized by a sol–gel citrate method. The structural,
electrical and sensing characteristics of the LaCoxFe1−xO3 system were investigated. The structural char-
acteristics were performed by using X-ray diffraction (XRD) and transmission electron microscopy (TEM)
ccepted 16 January 2009
vailable online 24 January 2009

eywords:
aCo0.8Fe0.2O3

lectrical and sensing properties

to examine the phase and morphology of the resultant powder. The XRD pattern shows nanocrystalline
solid solution of LaCoxFe1−xO3 with perovskite phase. Electrical properties of synthesized nanoparticles
are studied by DC conductivity measurement. The sensor shows high response towards ammonia gas in
spite of other reducing gases when x = 0.8. The effect of 0.3 wt.% Pd-doped LaCo0.8Fe0.2O3 on the response
and a recovery time was also addressed.
H3 sensor
electivity

. Introduction

There is a need for ammonia (NH3) sensors in many situations
ncluding leak-detection in air-conditioning systems [1], environ-

ental sensing of trace amounts ambient NH3 in air [2], breath
nalysis for medical diagnoses [3], animal housing [2], and more.
enerally, because it is toxic, it is required to be able to sense low

evels (∼ppm) of NH3, but it should also be sensitive too much
igher levels. NH3 gas can be quiet corrosive, often causing NH3
ensors to have short lifetimes.

The gas-sensing mechanism of metal oxide materials is based
n the reaction between the adsorbed oxygen on the surface of
he materials and the gas molecules to be detected. The state and
he amount of oxygen on the surface of materials are strongly
ependent on the microstructure of the materials, namely, specific
rea, particle size, as well as the film thickness of the sens-
ng film. In order to obtain gas sensors with good performance,
he recent research works [4–6] were devoted to nano-materials
ecause they have high specific area and contain more grain
oundaries.

Some well-known materials for NH3 gas sensing are ZnO [7],

odified-ZnO (viz. Fe–ZnO and Ru–ZnO) [8,9], indium oxide [10],
olybdenum oxide [11], polyaniline [12–14], polypyrrole [15], Au

nd MoO3-modified WO3 [16,17], Pt- and SiO2-doped SnO2 [18],
tc. Various ammonia sensors reported basically work at higher
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temperature such as 350 ◦C, but it is not convenient to work at such
high temperature while sensing.

There has been much interest in perovskite-structured com-
pounds (general formula ABO3) because of their unique catalytic
action [19] and gas-sensing properties [20–24]. Their sensitive and
selective characteristics can be controlled by selecting suitable
chemical dopants.

In recent studies undoped and doped LaFeO3 perovskite powder
is reported to have good sensitivity to CO [21], ethanol [25] and H2S
gas [26]. We did some further studies by replace Fe3+ with Co2+. The
present work was undertaken to investigate the gas-sensing behav-
ior of nanosized LaCoxFe1−xO3 thick films prepared by a sol–gel
citrate method. The aim of the present work is to study the evolution
of structural and electrical properties of LaCoxFe1−xO3 nanocrys-
talline powder in order to understand the sensor response to NH3
gas sensor based on effect of Co doping in LaFeO3. These studies
show that in perovskite structure different B-site cations exhibit
significant variation in sensing properties. The structural charac-
teristic of the material was studied by using X-ray diffraction (XRD)
and transmission electron microscopy (TEM).

2. Experimental details

2.1. Preparation of LaCoxFe1−xO3
LaCoxFe1−xO3 nanocrystalline powders used in this work
were synthesized by a sol–gel citrate method. The stoichiometric
amount of starting material, such as lanthanum nitrate hexahydrate
[La(NO3)2·6H2O], cobalt nitrate hexahydrate [Co(NO3)2·6H2O],
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3.2. Transmission electron microscopy

The morphology of the powder sample has been observed by
TEM. Fig. 2 shows the TEM micrograph of the LaCo0.8Fe0.2O3 pow-

Fig. 1. X-ray diffraction patterns of (a) LaCo0.8Fe0.2O3 and (b) LaFeO3, calcined at
650 ◦C.
G.N. Chaudhari et al. / T

erric nitrate polyhydrate [Fe(NO3)2·9H2O], and citric acid were
eighed and dissolved in ethylene glycol. The mixture was mag-
etically stirred at 80 ◦C for 2 h to get homogeneous mixture. Then
his mixture was heated at 130 ◦C for 12 h in a closed vessel to
orm gel precursor. The resulting material was further heated for
h at 350 ◦C and subsequently calcined at 650 ◦C for 6 h to obtain

he nanoparticles. Pd was incorporated in the nanoparticles by
he process of impregnation. Appropriate quantities of PdCl2 and
amples were dissolved in deionized water. This mixture was
igorously stirred and slowly dried on a water bath. The dried
ompound was ground to a fine powder and calcined at 200 ◦C for
h to decompose the chloride.

.2. Characterization techniques

The synthesized samples were characterized for their struc-
ure and morphology by X-ray powder diffraction (XRD; Siemens
5000) and transmission electron microscopy (TEM; Hitachi-800).
he X-ray diffraction data were recorded by using Cu K� radia-
ion (1.5406 A◦). The intensity data were collected over a 2� range
f 10–70◦. The average crystallite size of the samples was esti-
ated with the help of Scherrer equation using the diffraction

roadening of all prominent lines. The DC characteristics of the
aCoxFe1−xO3 was studied in the range of 30–350 ◦C with a step
f 5 ◦C.

.3. Sensor fabrication

The LaCoxFe1−xO3 powders prepared were mixed with a suit-
ble amount of adhesive and then ground into paste. After that the
aste was packed into a ceramic tube on which two electrodes had
een installed at each end. The ceramic tube was about 10 mm in

ength, 2 mm in external diameter, and 1.7 mm in internal diameter.
n order to improve their stability and repeatability, the gas sensors
ere calcined at 400 ◦C for 2 h. The gas-sensing properties were
easured in a temperature range of 50–350 ◦C. The resistance of a

ensor was measured in air and in a sample gas. Fresh air was used
s a carrier gas.

The gas sensitivity (S) is defined as the ratio of the change of
esistance in presence of gas (Rg) to that in air (Ra) [27]. For the
-type semiconducting material following formula is used for sen-
itivity determination.

= Rg − Ra

Ra
= �R

Ra
(1)

The gas-sensing properties were studied for reducing gases such
s hydrogen sulphides (H2S), ammonia (NH3), liquefied petroleum
as (LPG), carbon monoxide (CO), and ethanol (C2H5OH), whose
oncentration were fixed at 3000 ppm in air.

.4. Pellet fabrication

In order to measure the electrical properties of the compound,
he pellet was fabricated as: the crystalline powder was crushed
nto fine powder using a pestle and mortar. A quantity of 2 g pow-
er was taken with 0.05 ml (25 mg) of an organic binder, poly
inyl alcohol (PVA) and then it was again ground to mix PVA uni-
ormly in the powder. This powder was then used to make a dense
ellet with a die of diameter 10 mm. A hand press machine was

sed to apply a pressure of about 8 tones on the die. The pellets
repared were then fired at 250 ◦C for 1 h to remove the organic
inder. Silver paint was applied at two different points on the
ame surface of a pellet from which contacts were drawn with
ery thin flexible copper wires and then it was used for electrical
tudies.
78 (2009) 1136–1140 1137

3. Results and discussion

3.1. X-ray diffraction

Fig. 1 shows the X-ray diffraction patterns of (a) LaCo0.8Fe0.2O3
and (b) LaFeO3, calcined at 650 ◦C. Definite line broadening of the
diffraction peaks is an indication that the synthesized materials
are in nanometer range. This is an advantage for improving the
gas-sensing properties for oxide semiconductor materials. The pat-
terns indicate that both samples have an orthorhombic distorted
perovskite structure. The average particle size D was estimated by
means of Scherrer formula through measuring the half-peak widths
of the diffraction lines. The obtained D values were about 30 nm and
40 nm for LaCo0.8Fe0.2O3 and LaFeO3, respectively, showing that the
partial substitution of Co2+ for Fe3+ in the LaFeO3 lattice. The lattice
parameters calculated were also in accordance with the reported
value.
Fig. 2. TEM image of LaCo0.8Fe0.2O3 calcined at 650 ◦C.
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this equation. So the concentration of ‘h’ increases, which results in
Fig. 3. Electrical conductivity of (a) LaFeO3 and (b) LaCo0.8Fe0.2O3 in air.

er with uniform grain size distribution having a small tendency
f agglomerates formation. Due to the formation of polycrystalline
aterial particle size are formed in the range of 30–40 nm.

.3. DC conductivity

Fig. 3 shows the log � versus 1/T Arrhenius plot for the LaFeO3
nd LaCo0.8Fe0.2O3 nanoparticles. As seen from the figure, the con-
uctivity of the sample increased with an increase in temperature,
ollowing a linear dependence, as expected for a typical semicon-
ucting material. A linear relationship of both materials could be
ue no change in semiconducting properties, except enhancement
f conductivity. The activation energy of LaCo0.8Fe0.2O3 calculated
rom the reciprocal of slope was about 0.5 eV.

.4. Resistivity

Fig. 4 shows the resistance behavior against temperature of (a)
aFeO3 and (b) LaCo0.8Fe0.2O3, respectively. It is very interesting to
ote that the resistance changes very sufficiently with temperature
p to 200 ◦C and beyond this temperature the change is small. Due
o incorporation of Co in LaFeO3 (LaCo0.8Fe0.2O3), the resistance is
onsiderably reduced. This reduction in resistivity may be due to
ise in Fermi level by the interaction with Co to LaFeO3.
.5. Gas-sensing characteristics

Fig. 5 shows the NH3 gas response of undoped LaFeO3, calcined
t 650 ◦C for various operating temperature. In general at low tem-
erature, the gas response is restricted by the speed of chemical

ig. 4. Resistance behavior against temperature of (a) LaFeO3 and (b) LaCo0.8Fe0.2O3.
Fig. 5. Gas-sensing characteristics of undoped LaFeO3 for NH3 gas as a function of
operating temperature.

reaction, and at higher temperature, it is restricted by the speed of
diffusion of gas molecules. At some intermediate temperature, the
speed value of the two processes becomes equal and at that point
the sensor response reaches to its maximum. Here, the response
increases with increase in operating temperature to attain maxi-
mum at 300 ◦C for NH3, and then decrease with further increase in
operating temperature.

The samples with the composition LaCoxFe1−xO3 (x = 0.2, 0.4,
0.6 and 0.8) were studied as a NH3 gas sensor. It was found that
response mainly depends upon operating temperature and Co con-
tent. Fig. 6 shows the gas response for different amount of x (x = 0.2,
0.4, 0.6 and 0.8) at various operating temperatures. From figure
it is seen that there is increase in response for LaCo0.8Fe0.2O3 to
maximum value at an operating temperature 260 ◦C, whereas the
other samples show lower response to NH3 gas. Compared with
LaFeO3, LaCo0.8Fe0.2O3 showed the large response to NH3 gas. The
reason may be that the partial replacement of Fe3+ ions by Co2+

ions at the B-sites is advantageous to adsorption and oxidization
for NH3 gas. Studies showed that LaFeO3 is a p-type semiconduc-
tor, its charge carries are holes (h). When Fe3+ in LaFeO3 is replaced
by Co2+, the carrier’s concentration will depend on the holes pro-
duced by ionization of [CoFex]. In this formula, CoFex mean the point
defect, which is produced when Co2+ occupies the sites of Fe3+ in the
crystal. Upon the addition of Co2+, holes will be generated based on
the conductivity of Co-doping samples is considerably higher than
that of LaFeO3.

Fig. 6. Response to NH3 gas of 200 ppm of LaCoxFe1−xO3 doped with different
amount of Co as a function of operating temperature (X = 0.2, 0.4, 0.6, 0.8).
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Fig. 9. Response of 0.3 wt.% Pd-doped LaCo0.8Fe0.2O3 as a function of operating tem-
perature.
ig. 7. Gas-sensing characteristics of LaCo0.8Fe0.2O3 for various reducing gases.

Iron ion are very stable in the +3 valence state, where as
o ions tend to stabilize in the +2 valence state, thus influenc-

ng the stability range of the A3+B3+ O3 perovskite structure. It
eems that, they are relatively stable under the reducing atmo-
phere, when Fe and Co ions exist in trivalent and divalent state,
espectively [28].

Selectivity is the ability that a gas sensor to distinguishes
etween different kinds of gases. Fig. 7 shows the selectivity of
aCo0.8Fe0.2O3 sensor to various test gases such as NH3, LPG, H2S,
O and ethanol. The sensor shows high degree of selectivity towards
H3 gas than other reducing gases.

In order to modify and/or control the surface properties of the
aCo0.8Fe0.2O3, introduction of Pd additives is usually performed.
he most important effects of noble metal addition are the increase
f the maximum sensitivity and the rate of response, as well as
he lowering of the temperature of maximum sensitivity. All these
ffects arise as a consequence of the promoting catalytic activ-
ty when loading with noble metals. A great amount of additives
ave been studied being Pd and Pt the most used. Here Pd was

ncorporated into the LaCo0.8Fe0.2O3 by adopting the chemical wet
ethod. Fig. 8 shows the response of LaCo0.8Fe0.2O3 for ammo-

ia gas as a function of different wt.% Pd-doped. 0.3 wt.% Pd-doped

aCo0.8Fe0.2O3 shows higher response to ammonia gas as compare
o other.

Fig. 9 shows the response of 0.3 wt.% Pd-doped LaCo0.8Fe0.2O3
s a function of operating temperature. Incorporation of Pd is seen
o improve the response of the sensor to NH3 gas and also reduce

ig. 8. Effect of Pd doping of LaCo0.8Fe0.2O3 on the response to NH3 gas of 200 ppm.
Fig. 10. Response of 0.3 wt.% Pd-doped LaCo0.8Fe0.2O3 to NH3 of different Concen-
tration (in ppm).

the operating temperature. The sensor reaches its maximum value
of response at an operating temperature 200 ◦C.

The variation of gas response of 0.3 wt.% Pd-doped
LaCo0.8Fe0.2O3 sample with NH3 gas concentration at 200 ◦C

is shown in Fig. 10. Fig. 10 shows that the response values were
observed to increases continuously with increasing the gas con-
centration up to 200 ppm at an operating temperature 200 ◦C. The
rate of increase in response was relatively larger up to 200 ppm,

Fig. 11. Response characteristics of (a) 0.3 wt.% Pd-doped LaCo0.8Fe0.2O3 and (b)
LaCo0.8Fe0.2O3.
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ut smaller during 200–1000 ppm. Thus the active region of the
ensors would be up to 200 ppm.

Response and recovery times, defined as the time reaching 90%
f final signal, are the important parameters of the gas sensor.
ig. 11 shows the response characteristics for the LaCo0.8Fe0.2O3
t 260 ◦C and 0.3 wt.% Pd-doped LaCo0.8Fe0.2O3 to 200 ppm NH3
as at 200 ◦C. The 0.3 wt.% Pd-doped LaCo0.8Fe0.2O3 sensor exhib-
ted shorter response and recovery times (8 and 20 s, respectively)
han LaCo0.8Fe0.2O3. From this observation we can infer that the
.3 wt.% Pd-doped LaCo0.8Fe0.2O3 responds more efficiently than
aCo0.8Fe0.2O3.

. Conclusion

In the present investigation we have presented the method of
ynthesis and a systematic improvement in the sensing properties
f LaFeO3 using two significant strategies, namely surface modifica-
ion and doping with cobalt on B-site of the perovskite. The results
emonstrate the development of a new class of stable and very
ensitive nanostructured materials for gas sensing. LaCo0.8Fe0.2O3
s found to be sensitive for the detection of ammonia at 260 ◦C. The
perating temperature was found to be reduced up to 200 ◦C by
ddition of 0.3 wt.% Pd. The fast response and recovery is the other
ignificant properties of the sensors. Thus, the sensor is promising
aterial for practical devices for the detection of a low concentra-

ion of NH3.
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a b s t r a c t

Ion-pairing chromatography coupled with inductively coupled plasma mass spectrometry (ICP-MS) used
for the speciation of phosphorus is limited as the mobile phase containing organic solvents changes
in detection sensitivity and the carbon precipitates on torch and cones. To address this issue, anion-
exchange chromatography with ICP-MS has been used for the speciation of glyphosate, phosphate and
eywords:
C-ICP-MS
ctopole reaction system
hosphorus
oil extract

aminomethylphosphonic acid in soil extracts. The separation of the targets on a new column was achieved
within 5 min using an eluent containing 20 mM NH4NO3 at pH 5.1. Furthermore, since the polyatomic
ions such as 14N16O1H+ and 15N16O+ from a nitrogen-based ion-pairing reagent interfered with ICP-MS
detection of 31P, an octopole reaction system was investigated to determine whether the polyatomic
interferences could be reduced. The results show that addition of He to the cell can benefit analyses by
reducing such interferences, but at the expense of reduced sensitivity. The detection limits in the range

ed as
of 1.0–1.5 �g L−1 (express

. Introduction

Separation methods most commonly used for the determina-
ion of glyphosate and AMPA include gas chromatography (GC)
nd liquid chromatography (LC). Since glyphosate and AMPA lack
hromophoric or fluorescent groups and are the ionizable func-
ional groups compounds with ionizable functional groups, the
erivatization of glyphostae and AMPA with different reagents is
ften required before GC or LC analysis. In GC-based approach,
lyphosate and AMPA are usually converted into the volatile
ompounds and subsequently separated by GC and detection
y various detection schemes [1–3]. Pre-column or post-column
erivatization LC methods with various detection techniques are
lso commonly used for the determination of glyphostae and
MPA at trace levels. Pre-column procedures are based on deriva-

ization with 9-fluorenylmethyl chloroformate [4–8] to allow

orescence detection of the derivatives, while pre-column deriva-
ization of glyphosate and AMPA is achieved directly in the
ative aqueous sample with 9-fluorenyl methoxycarbonyl chlo-
ide and on-line solid-phase extraction (SPE) and HPLC–ESI-MS/MS

∗ Corresponding author at: Centre for Environmental Risk Assessment and Reme-
iation, University of South Australia, Mawson Lakes Campus, Mawson Lakes, SA
095, Australia. Fax: +61 8 83023057.

E-mail address: zuliang.chen@unisa.edu.au (Z. Chen).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.052
P) was achieved when 50 �L was injected using He as the collusion gas.
© 2009 Elsevier B.V. All rights reserved.

[9]. Recently, similar works on pre-column derivatization with
9-fluorenylmethylchloroformate and LC–ESI-MS coupled with on-
line SPE have been applied for the determination of glyphosate and
AMPA in water samples [10,11]. Since on-line SPE was coupled with
LC–ESI-MS/MS, the detection limits of 50 ng L−1 were obtained.
The reagents such as o-phthalaldehyde (OPA) and mercaptoethanol
[12] in post-column derivatization react with glyphosate and AMPA
to form the chromophoric or fluorescent derivatives and conse-
quently can be detected after separation by ion chromatography.
These methods are useful in real applications and provide the lower
detection limit. However, the procedures of derivatization are time-
consuming and tedious.

As an alternative direct method for the determination of
glyphosate and AMPA, inductively coupled plasma mass spec-
trometry (ICP-MS) provides the advantage of high selectivity,
and high sensitivity [13]. Recently, ion-pairing chromatography
coupled with ICP-MS has been developed to detect glufosinate,
glyphosate and AMPA in waters using a mobile phase containing
tetrabutylammonium hydroxide and acetate buffer at pH 4.7 with
an octopole reaction cell to reduce polyatomic ion interferences
such as 14N16O1H+ and 15N16O+. Ion-pairing chromatography is

useful for the separation of both ionic and non-ionic metal spe-
ciation [14]. However, the organic modifier and a nitrogen-based
ion-pairing reagent in the mobile phase are not compatible with
ICP plasma due to the alternation of ionisation characteristics of
the Ar plasma and production of polyatomic ions [14,15]. Anion-
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xchange chromatography coupled with ICP-MS was investigated to
etermine trace glyphosate and phosphate in waters with a mobile
hase containing a 20-mM citric acid [16], the detection limit of
.7 �g L−1 was obtained when a 500-�L sample injection volume
as injected. More recently, cation-exchange chromatography has
een used for the separation of glyphosate and AMPA with 10 mM
Cl and 10 mM HCl as the mobile phase, where P was measured
s 31P16O+ using oxygen as reaction gas. The lower detection lim-
ts (0.1 �g L−1) was obtained since the solid-phase extraction was
sed for the enrichment of analyte and consequently the method
as successfully used for the determination of glyphosate and
MPA in various waters [17]. However, the citric acid and potas-
ium chloride in the mobile phases resulted in high levels of carbon
nd potassium precipitation on the sampler and skimmer cones of
CP-MS, thus resulting in unstable plasma and considerable drift
n retention time after prolonged use [15,18]. For these reasons,
n this study, anion-exchange chromatography with ICP-MS was
xamined to determine glyphosate, AMPA and phosphate. Because
hosphate is a common anion presented in water and soil samples,

t could be overlapped with glyphosate and AMPA using an IC sep-
ration, and consequently it interferes in detection of glyphosate
nd AMPA at detection of m/z 31P. Furthermore, to reduce the
4N16O1H+, 15N16O+ [14] and NOH+ and NO+ [17] resulting from
ample matrices; a reaction cell was used to determine whether
t could reduce the polyatomic ions. The carbon and potassium
esidue on the sampler and skimmer cones of ICP-MS was over-
ome by using a mobile phase containing NH4NO3. To solve these
ssues, the following aspects were therefore systematically investi-
ated: (1) to explore the possibility of removal polyatomic species
4N16O1H+ and 15N16O+ using a collision/reaction system, (2) to
eparate phosphate from glyphosate and AMPA on a novel col-
mn (G3154/101A, Agilent technologies) by manipulation of mobile
hase to give the reasonable resolution and (3) to demonstrate a
ethod for the detection of these complexes in the soil extract
ithout pre-treatment.

. Experimental

.1. Chemicals and solutions

All chemicals were of analytical grade reagents purchased
rom Sigma and Aldrich (Sydney, Australia). Milli-Q water
18.2 M� cm−1, Milli-Q Plus system, Millipore, Bedford, MA, USA)
as used for preparing all solutions and standards. Eluents required

or IC-ICP-MS were prepared by dissolution of an appropriate
mount of ammonium salts in Milli-Q water and were filtered
hrough a disposable 0.45 �m cellulose acetate membrane filter
Millipore). This solution was degassed in an ultrasonic bath prior
o use. Eluent pH was adjusted with 0.1 M ammonium hydrox-
de.

Soil samples were collected from the agricultural sites, South
ustralia, which were contaminated with glyphosate and AMPA.
ir-dried soil samples were homogenized and 5.0 g soils were

ransferred to centrifuge tubes (50 mL). Samples were extracted by
haking with 0.1 M KOH (10 mL) on a mechanical shaker for 2 h,
nd then centrifuged at 3500 rpm for 30 min. The alkaline sample
xtracted was separated and neutralized by adding drops of HCl
M until pH 7 [10]. After that, the neutralized supernatant was
0-fold diluted with Milli-Q water prior to injection to IC-ICP-MS
ystem.
.2. IC-ICP-MS conditions

An Agilent 1100 liquid chromatography module equipped with
column oven (Aglient, Tokyo, Japan), guard column (G3154A/102)
(2009) 852–856 853

and a separation column (G3154A/101, based on porous poly-
methacrylate resin with 10 �m particle size and an exchange
capacity of 50 �equiv. g−1) were used. The samples were injected
using an 1100 auto-sampler with an injection volume of 50 �L. The
mobile phase used for separation of targets was 20 mM NH4NO3
at pH 5.10; the flow-rate was 1.0 mL min−1. The outlet of the sep-
aration column was connected directly to the Babington nebulizer
of an Agilent 7500c ICP-MS by use of a 50-cm length of PEEK tub-
ing. The conditions used for ICP-MS were RF power 1500 W, plasma
gas (Ar) flow 15 L min−1, auxiliary gas (Ar) flow 1.0 L min−1, car-
rier gas (Ar) flow 1.15 L min−1, sampling depth 7.5 mm, integration
time 1 s, and dwell time 0.5 s. The targets were detected at m/z
31 (31P, 100% abundance). The IC-ICP-MS system was controlled
and the data was processed using Agilent’s Chemstation software
package.

3. Results and discussion

3.1. Removal of the polyatomic ion by ORC

Since radio frequency (RF) forward power and carrier gas flow
rate are usually the most significant parameters affecting the back-
ground and analytical signal, these are therefore needed to be
optimized for an optimal signal-to-noise ratio. The solution spiked
with 20 �g L−1 glyphosate was directly aspirated into nebulizer
with a carrier containing 20 mM NH4NO3 at pH 5.10 at a flow
rate of 1.0 mL min−1. The intensities of the blank and spike solu-
tion increased with increasing carrier gas flow rate in the range
of 1.1–1.25 L min−1 with the increase of RF power in the range of
1300–1500 W. 1500 W forward power and carrier gas flow rate at
1.15 L min−1 were considered. Therefore, these parameters were
chosen for the subsequent study.

The limitation of ICP-MS in the detection of 31P is interfered with
the polyatomic ions such as 14N16O1H+ and 15N16O+ from Ar plasma
gas and matrices. In this study, the collision reaction cell tech-
nique was explored to reduce these interferences [19–22], where
polyatomic interference was removed by He or H2 added to the
cell. Consequently, the elimination of the isobaric interference was
accomplished by either collisionally induced dissociation (CID) and
kinetic energy discrimination (KED) or chemical reaction [18,19].
Since He or H2 flow rate is usually the most significant param-
eter affecting the background and analytical signals, it required
optimization. The solution containing 20 mM NH4NO3 at pH 5.10
and spiked with 20 �g L−1 glyphosate was aspirated into nebu-
lizer and then into plasma. Reaction gas flow rate ranged from 0
to 5 L min−1. The flow rate for He was at 3.5 L min−1 to give the best
signal-to-noise ratios. Fig. 1 shows the chromatograms obtained
from IC-ICP-MS at m/z 31 using no gas, He (3.5 L min−1) and H2
(3.0 L min−1) as the gas, respectively. The separation of the phos-
phorus species was preformed on anion-exchange column using
a mobile phase containing 20 mM NH4NO3 at pH 5.10. It can be
seen that the sensitivity for the detection of 31P as indicated by the
counts obtained, decreased in the order of no gas > H2 > He. This
indicates that the addition of He and H2 gas to the cell decreased
the sensitivity, and that the no gas mode gave the greatest sensitiv-
ity. When normalised to the standard tune, the relative sensitivity
expressed as a percent was in the order of no gas [AMPA, 100%;
phosphate, 100%; glyphosate, 100%] > H2 [AMPA, 95.21%; phos-
phate, 95.91%; glyphosate, 95.44%] > He [AMPA, 53.32%; phosphate,
53.46%; glyphosate, 51.03%]. The sensitivity for the phosphorus
species decreased using an octopole reaction system [14]. Com-

pared to H2 as the reaction gas, a lower sensitivity for the
phosphorus species was achieved using He as the collusion gas. This
can be contributed to their different mechanisms, e.g., in He cell
mode, it was based on the CID, and KED and consequently reduced
the sensitivity [19–22].
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with the shortest running time.
The eluent pH is also an important factor when retention times

are considered since any changes in pH influence the charge of the
target analyte. As shown in Fig. 3, the retention time decreased with
ig. 1. Chromatogram obtained from standard, H2 and He cell modes at m/z 31. The
obile phase: 20 mM NH4NO3 at pH 5.10.

It is also interesting to note the differences in the background
ignal were obtained using modes. The background signal and
oise level were significantly reduced using He, while they were

ncreased using H2 as the reaction gas. For example, the background
ignal for three modes was in the order of H2 (750 intensity) > no
as (250 intensity) > He (100 intensity). Compared to no gas mode,
ackground signal increased from 100% to 300% using H2 as the
eaction gas resulted in forming the 14N16O1H+ when the H2 was
dded to the cell based on an ion–molecule interaction [19–22].
onsequently the background signal increased. In contrast, back-
round signal was reduced from 100% to 40% using He as the
ollusion gas, this indicates that the addition of He did reduce the
ackground and thus improving the detection limits. When a suffi-
ient amount of He is added to the cell, the interfering ions such
s 14N16O1H+ and 15N16O+, which possess larger cross-sectional
reas than the analyte ions, undergo more frequent collisions and
ose most of their kinetic energies. As a consequence, the interfer-
ng ions with insufficient kinetic energies are unable to surmount
he large energy barrier. Only the analyte ions, which have suffi-
ient kinetic energies, eventually reach the mass detector [19,20].
e flow rate of 3.5 L min−1 was found to provide the most opti-
al compromise when background, detection limit and sensitivity
ere considered. Furthermore, the detection limit of phosphorus

pecies obtained from He as the collusion gas were estimated to
e 1.0 �g L−1 for AMPA, 1.0 �g L−1 for phosphate and 1.5 �g L−1 for
lyphosate, respectively.

.2. IC separation of phosphorus species

Since ICP-MS is only an element-specific detector, it is impos-
ible to detect glyphosate and AMPA when these targets are not
eparated by separation method such as ion chromatography. In
ddition, phosphate anions are commonly found in environmental
amples, and thus could cause interference to ICP-MS detection of
lyphosate and AMPA. For these reasons, the resolution between
hosphorus species can be manipulated by the composition of
obile phase, including the mobile phase pH, the type of competing

nion and its concentration [23,24], which is dependent upon the
arget ionic compounds. For example, AMPA (pKa1: 1.8; pKa2: 5.4;
Ka3: 10.0), glyphosate (pKa1: 0.8; pKa2: 2.3; pKa: 5.3; pKa4: 11.0)
nd phosphate (pKa1: 2.1; pKa2; p 7.2; Ka3: 12.7). It can be expected

hat these targets are polyvalent anions and consequently strongly
etained on anion-exchange column. Therefore the addition of a
trong competing anion to the mobile phase is required. Further-
ore, sodium buffer deposits residue on the sampler and skimmer

ones of ICP-MS causing unstable plasma unstable which results
Fig. 2. The effect of the concentration of NH4HPO4 in eluent on the retention time.
The conditions as described in text.

in considerable drift in retention time after prolonged use [18]. On
the basis of these points, NH4NO3 was added to mobile as NO3

− is a
strong competing anion and NH4NO3 will not form residue on the
cones.

The concentration of NO3
− in the mobile phase is one factor

which influences ion-exchange retention times. Thus, the concen-
trations of NH4NO3 at pH 6.5 in the eluent were investigated in the
range of 10–20 mM. As shown in Fig. 2, the retention time decreased
with increasing concentrations of NH4NO3. Thus, peak shape and
resolution was improved by the manipulation of NH4NO3 concen-
tration. It was also observed that that retention times decreased as
eluent concentration increased for the higher charged glyphosate
than for the lower charged AMPA. The higher the concentration of
NO3

− ions in the eluent, the more effectively displaced target ions
from the stationary phase and consequently the more rapidly the
target ions were eluted from anion-exchange column [23,24]. After
all these factors were taken into consideration, an eluent contain-
ing 20 mM NH4NO3 was determined to achieve the best peakshape
Fig. 3. The effect of the eluent pH on the retention time. The conditions as described
in text.
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ig. 4. The typical chromatogram for targets, each target concentration: 200 �g L−1;
obile phase: 20 mM NH4NO3 at pH 5.10. Other conditions described in text.

ncreasing eluent pH from 4.5 to 6.5. However, the retention time for
he phosphate was significantly reduced as the eluent pH was raised
ecause it was single charge in range of pH tested. Thus, an eluent
H at 5.10 was used to separate the phosphate from glyphosate and
MPA. Consequently, ICP-MS detection of glyphosate and AMPA
as possible.

.3. IC-ICP-MS analysis of AMPA, phosphate and glyphosate

Fig. 4 shows a typical chromatogram obtained from IC-ICP-MS
ith an eluent containing 20 mM NH4NO3 at pH 5.10 using He cell
ode. The eluted targets were in the order of AMPA, phosphate and

lyphosate, a result of their mass and charge. Calibration curves
or quantification were obtained by plotting peak area versus the
oncentration of the corresponding target compounds. All calibra-
ions were linear over a concentration range of 5.0–1000 �g L−1

ith correlation coefficients greater than 0.999. Detection limits
signal-to-noise ratio of 3) ranged from 1.0 to 1.5 �g L−1 (expressed
s P). The reproducibility from injection of 20 �g L−1 (n = 5) from
standard solution containing a mixture of the targets showed

hat R.S.D. was less than 2.1%. In order to test the applicability of
he method for the determination of targets, soil extracts were
piked with a mixed 20 �g L−1 standard. Recoveries for targets
anged from 92.7% to 101.1% as listed in Table 1. The proposed
ethod was used to test more than 80 soil extracts. However, the

ata shows that the column was required to regenerate using a
olution containing 1 mM EDTA after loading 50 samples. Fig. 5
hows the typical chromatogram obtained from soil extracts, a high
oncentration of phosphate (425.6±4.5 �g L−1, n = 3) was found,
hile a lower concentration of APMA (48.2±0.9 �g L−1, n = 3) and
lyphosate (17.8±0.5 �g L−1, n = 3). The result obtained from the
00 soil extracts shows glyphosate in soil was rapidly degraded

nto AMPA after 10 h when the soil was spiked with glyphosate. In
ddition, a higher concentration of glyphosate was found in acid

able 1
nalytical performance for the proposed method.

pecies DR (�g L−1) Coefficient DL (�g L−1) R.S.D.
(n = 5, %)

Recovery
20 �g (%)

MPA 1.0–1000 1.000 1.0 1.9 102.3
hosphate 1.0–1000 0.999 1.0 2.0 95.7
lyphosate 1.0–1000 0.999 1.5 2.1 92.7

L: detection limit (signal/noise = 3); LDR: linear dynamic range; R.S.D.: relative
tandard deviation.

[

[

Fig. 5. The typical chromatograms obtained from the soil extracts. The conditions
as described in Fig. 4.

soil and less in neutral soil, this is due to there is more organic mat-
ter in acid soil, and consequently a less degradation of glyphosate
was observed.

4. Conclusions

The new anion-exchange column has been successfully applied
for the speciation of AMAP, phosphate and glyphosate with an elu-
ent containing 20 mM NH4NO3 at pH 5.10. An eluent containing
NH4NO3 avoided clogging of the nebulizer, and the sampling and
skimmer cones. In addition, the polyatomic ions such as 14N16O1H+

and 15N16O+ were reduced using an octopole reaction system,
while He tune was recommended with a flow rate at 3.5 mL min−1

to achieve a lower detection limit in the expense of loss the
sensitivity. Finally, speciation was performed within 6 min low
detection limits (�g L−1) without any chemical derivatization, sam-
ple pre-concentration and mobile phase suppressed except simple
filtration.
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a b s t r a c t

A novel fluorometric sensing of malachite green is proposed in this paper. The native double-stranded
calf thymus DNA was used as sensing material. In the presence of native double-stranded calf thy-
mus DNA, malachite green could interact with the DNA, which resulted in a strong fluorescence
ccepted 5 January 2009
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eywords:
luorescence
alachite green

emission. The fluorescent intensity was linear with malachite green concentration in the range of
4.0×10−10 −1.8×10−7 g ml−1 and the limit of detection was 2.0×10−10 g ml−1. Before fluorescence mea-
surement, the only required operation is the mixing of two solutions. So, this method is rather simple and
rapid. The method is very safe for the analyst. Furthermore, the mechanism for fluorescence enhancing
of native double-stranded calf thymus DNA on MG was proposed based on a series of experiments. The

terac
alf thymus DNA
ntercalation binding

results suggest that the in

. Introduction

Malachite green (MG) is a cationic triphenylmethane dye, and
ts structure is shown in Fig. 1. It has been widely used around the

orld as a fungicide and antiseptic in the aquaculture industry [1].
owadays, the use of MG in aquaculture has become a matter of
oncern because it is suspected of being genotoxic and carcinogenic
1,2]. As a result, the use of MG has been banned in several coun-
ries. Although the use of MG has been banned in several countries
ncluding China, it is still being used in many parts of the world
ue to its low cost, availability, and efficacy. Thus, the searching for
ew MG-sensing strategies for simple, rapid and selective determi-
ation of MG is of topical interest, especially in situations where
onventional techniques are not appropriate, for instance in many
n-site or in situ analyses and for rapid screening applications.

Because MG has a strong chromophore at 618 nm and is pos-
tively charged, many analytical methods take advantage of the
haracteristic to detect MG. The methods include spectrophotom-
try after solid phase extraction [3] or cloud point extraction [4],
iquid chromatography with visible detection [5] or mass spec-
rometry [6,7], surface-enhanced Raman spectroscopy [8] and

nzyme-linked immunosorbent assay [9]. However, some of the
roblems associated with these analytical methods, such as a long
ample preparation time, poor detection limit, lengthy measure-
ent time and expensive instruments operated by well-trained

∗ Corresponding author. Fax: +86 29 85307774.
E-mail addresses: libx29@hotmail.com, libaoxin@snnu.edu.cn (B. Li).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.010
tion between MG and calf thymus DNA is intercalation in nature.
© 2009 Elsevier B.V. All rights reserved.

analysts, made these detection systems less attractive. Therefore,
a rapid and sensitive detection method for analysis is still needed.

Fluorescence detection is now used for a wide range of quan-
titative applications and offers the advantages of high sensitivity,
rapidity, stability, simplicity and feasibility [10]. In 2006, the fluo-
rescent detection was used as the standard method to determine
residues of MG in China [11]. In the standard method [11], MG (a
nonfluorescent triphenylmethane dye) was firstly reduced to leuco
malachite green with sodium borohydride, and then was detected
through measuring the fluorescent intensity of the produced leuco
malachite green. The method is indirect measurement, and the
sample pretreatment of sample is time-consuming; it must ensure
that all MG are transformed to leuco malachite green, and the oper-
ation is rather difficult.

In this paper, we interestingly observed a fluorescence phe-
nomenon, and a strong fluorescence signal was detected when
some commercial double-stranded calf thymus DNA (ct-DNA) was
added into MG solution. Based this experimental phenomenon,
ct-DNA is used as sensing material, and a new fluorescence detec-
tion of MG is proposed. The detection limit of the method is
0.2 ng ml−1. This method is rather simple and rapid because the
only operation required before fluorescence measurement is the
mixing of two solutions. Furthermore, ct-DNA is easily obtained
and not poisonous, and the method is very safe for the analyst.

This paper also demonstrated that nature nucleic acids could be
used as tools to explore biology [12]. The experimental results
showed that MG could interact with ct-DNA to form a supramolecu-
lar complex mainly by intercalation. The generated supramolecular
complex showed some excellent fluorescence-property: high flu-
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Fig. 2. Fluorescence spectra of this system. Line (a) represents emission spectrum
of ct-DNA (50 �g ml−1 mL−1) solution, line (b) represents emission spectrum of MG
Fig. 1. Molecular structure of malachite green (MG).

rescence quantum and fluorescence emission in near infrared
egion (�max = 665 nm). The proposed method was applied to detect
G in water samples of fish-farming and fish muscle.

. Experimental

.1. Apparatus

The fluorescence spectra and intensity were acquired on a model
70-CRT Spectrofluorimeter (Shanghai Analytical Instrument Plant,
hanghai, China) equipped with a xenon lamp. A model TU-1901
V–vis Spectrophotometer (Beijing Purkinje General Instrument
o., Ltd., Beijing, China) was used for recording absorption spectra
sing 1 cm quartz cell. The pH was measured using a Model pH-3C
igital pH meter (Shanghai, China).

.2. Chemical and reagents

All the reagents were of analytical-reagent grade unless speci-
ed otherwise; the water used was deionized and distilled. A MG
tock solution (1×10−4 g ml−1) was prepared by dissolving a cer-
ain amount of MG chloride salt (Tianjin Tianda Chemical Plant,
ianjin, China) in water and stored in refrigerator (4 ◦C). A MG work-
ng solution was prepared daily by diluting the stock solution with
ater.

Native double-stranded ct-DNA and herring sperm DNA were
urchased from Sigma. Stock solutions of nucleic acid were pre-
ared by dissolving the DNA in 0.1 mol l−1 Tris-EDTA buffer solution
pH 8.0). For dissolving the DNA, 24 h or more were needed with
n occasional gentle shake. The DNA solutions gave the ratios of
V absorbance at 260 and 280 nm (A260nm/A280nm) of ca. 1.8–1.9,
hich indicated that the DNA were sufficiently free from protein.
ll of the stock solutions and their diluted solutions were stored in
refrigerator at 4 ◦C until used. 0.1 mol l−1 Tris–HCl buffer solution
as used to control the pH of the reaction solution.

.3. Procedure

In a 5 ml volumetric flask, appropriate amount of MG, 50 �l
t-DNA (5×10−3 g ml−1) and 3.0 ml Tris–HCl (pH 10.0) were succes-
ively added. The mixture was diluted with water to the scale and
ixed homogenously. The instrument excitation and emission slits
ere set at 10 nm, and the fluorescent spectrum and intensity were

btained with excitation wavelength of 620 nm at room tempera-
ure. The concentration of MG was quantified by the fluorescent
ntensity at 665 nm. Reagent blank was prepared and measured
ollowing the same procedure.

. Results and discussion
.1. Spectral characteristics

MG is a non-fluorescent substrate, but the strong fluores-
ence signal is observed when ct-DNA is added into MG solution.
(176 �g ml−1) solution and the line (c) represents emission spectrum of MG solution
in the presence of ct-DNA; Line (a′), line (b′) and line (c′) are the corresponding
excitation spectra of MG, ct-DNA and the mixture of MG and ct-DNA in aqueous
solutions, respectively.

Fig. 2 shows the fluorescence spectral of this system. It can be
seen that the maxima excitation and emission wavelengths of
the mixture of MG and ct-DNA are 620 and 665 nm, respec-
tively.

3.2. Choice of buffer and pH

The preliminary experiments showed that this system did not
emit strong fluorescence in strong acid media (pH < 5.0). The possi-
ble reason is that in strong acid media MG cannot easily interact
with ct-DNA. The kind of buffer solution and pH of the buffer
solution generally affect the fluorescence intensity. So, buffering
systems based on carbonate, phosphate and Tris–HCl were tested
in this fluorescence system. The experimental results showed that
Tris–HCl was the most suitable buffer solution. Furthermore, the
pH dependence of the fluorescence intensity was also investigated
(Fig. 3). The weak fluorescent signal in this system was observed
in strong base media (pH > 11.0), probably because of conformation
change of ct-DNA (double-stranded DNA) in strong base media. In
pH 10.0 media, the fluorescence system showed the maxima signal.
MG has two amino groups with pKa of 6.9 that are protonated at
pH 4.0, and at pH 10.0 most molecules of MG are deprotonated.
So, the pH effect is a combination of change on MG, charge on
the DNA, and stability of hybridization. Then, pH 10.0 Tris–HCl
buffer solution was chosen as the optimum media in this sys-
tem.
3.3. Effect of ct-DNA concentration on the fluorescence intensity

In the absence of ct-DNA, MG is the only chromophoric reagent
and is not fluorescent. In the presence of ct-DNA, a strong flu-
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ig. 3. Effect of pH on the fluorescence intensity of this system. MG: 0.36 �g ml−1;
t-DNA: 50 �g ml−1; Tris: 0.1 mol l−1.

rescent emission is observed in the system. So, the effect of
t-NDA concentration on the fluorescence intensity was studied.
he experimental result is shown in Fig. 4. It can be seen that the
uorescence intensity increased with increasing ct-NDA concentra-
ion, and above the concentration of 50 �g ml−1, the fluorescence
ntensity remained almost constant. The 50 �g ml−1 ct-DNA was
sed for all subsequent experiments.

.4. Performance of the system for MG measurement

Under the optimum conditions described above, the calibration
urve of the fluorescence intensity (F) versus the MG concentra-
ion (C) was linear in the range of 4.0×10−10 to 1.8×10−7 g ml−1,
nd the limit of detection was 2×10−10 g ml−1. The regression
quation was F = 4.87C×109 + 10.3 (C: g ml−1) with a correlation
oefficient of 0.9988. Ten concentration levels in 3 replicates
ere used in the construction of the calibration curve. The rel-

tive standard deviation was less than 5% for the determination
f 2.0×10−8 g ml−1 MG (n = 9). On the other hand, the stability
f the fluorescence system was tested by checking the fluores-

ence intensity of the same mixture solution of MG and ct-DNA
very 5 min. It was found that the fluorescence intensity of this
ystem remained almost constant for 60 min at room tempera-
ure.

ig. 4. Effect of the ct-DNA concentration on the fluorescence intensity of the MG-
NA system. MG: 0.36 �g ml−1; Tris: 0.1 mol l−1, pH 10.0.
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3.5. Interference study

To evaluate the selectivity of the method, the influences of other
potential interfering species were investigated by analyzing a stan-
dard solution of 1.8×10−7 g ml−1 MG to which increasing amounts
of species was added. The tolerable limit of a foreign species was
taken as a relative error not greater than 5%. The tolerated ratio of
foreign substances to 1.8×10−7 g ml−1 was over 10,000 for K+, Na+,
NO3

−, Cl− and SO4
2−, 1000 for CO3

2−, F− and EDTA, 100 for leuco
malachite green, Cu2+ and Mg2+, 50 for Ca2+, Cr3+, Pb2+ and Co2+,
10 for Mn2+, Zn2+ and Fe3+. It was obvious that many metal ions
had some interference for determination of MG, possibly because
of complexing with MG. Another reason of interference of metal
ions is that some of them can cause melting of double-stranded
DNA. However, the interference of the metal ions coexisting in the
sample solution could be effectively eliminated by adding EDTA as
a masking reagent. Leuco malachite green shows fluorescence at
360 nm (�ex = 265 nm), and in the condition for detection of MG
(�ex = 620 nm and �em = 665 nm), leuco malachite green could not
interfere detect MG. Therefore, MG could be detected without sep-
aration of leuco malachite green.

3.6. Application

The accuracy of the method was evaluated by determining the
recoveries of MG after adding to fish farming water and river water
samples. In order to eliminate the interference of the metal ions,
5×10−4 mol l−1 EDTA was added into the samples. The results were
shown in Table 1.

On the other hands, three different fish (cyprinoid, pomfret and
grass carp) muscle tissues were used for making the spiked stan-
dard samples for evaluating the method performance. Fish samples
were obtained from the local market. The fish was filleted, and the
skin and bones were removed. The fish samples were extracted as
described in reference [13] with minor modification. Five grams of
fish muscle were accurately weighed into individual 50-ml Teflon
centrifuge tubes. 1.5 ml of 20% hydroxylamine hydrochloride, 2.5 ml
of 1.0 mol l−1 p-toluene sulfonic acid and 5.0 ml of acetate buffer
(pH 4.5) were added to the samples. Individual sample was each
spiked with 20 ng, 50 ng and 250 ng MG for the recovery tests. The
sample mixtures were homogenized using a polytron homogenizer
for 1 min at 10,000 rpm. 10 ml of acetonitrile was then added to
the each sample, followed by shaking vigorously for 2 min. The
sample was then defatted by adding 5.0 g of alumina, vigorously
shaking for an additional 30 s, and then centrifuging for 10 min at
3000 rpm. The supernatant was decanted into a 250 ml separatory
funnel containing water (10 ml) and diethylene glycol (2 ml). Solids
were re-extracted with an additional 10 ml of acetonitrile, vortex
mixed for 1 min, shaken vigorously for 1 min, and then centrifuged
for 5 min. The supernatant was combined with the first extract in

the separatory funnel. Dichloromethane (15 ml) was added, and
after inversion to release pressure, the sample was liquid–liquid
extracted for 30 s. Phases were allowed to separate for a maxi-
mum of 10 min. The lower dichloromethane layer was collected
into a 100 ml glass pear-shaped boiling flask. The aqueous phase

Table 1
Recovery for MG determination in fish farming and river water samples.

Sample Added (ng ml−1) Found (ng ml−1) Recovery (%)

Fish farming water 11.0 10.5 95.4
36.5 33.9 92.9

100.0 103.3 103.3

River water 11.0 12.2 110.9
25.5 24.9 97.6

100.0 96. 9 96.9
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Table 2
Recovery for MG determination in fish muscle at three spiked levels.

Fish sample Spiked level (ng/g) Found (ng/g) Recovery (%)

Cyprinoid 4.0 3.3 82.5
10.0 8.9 89.0
50.0 55.0 110.0

Pomfret 4.0 3.5 85.6
10.0 9.5 95.2
50.0 53.2 106.4
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rass carp 4.0 3.2 79.9
10.0 9.0 90.0
50.0 51.2 102.3

as re-extracted with an additional 15 ml of dichloromethane, and
he organic phase was combined with the first extract after 10 min
f phase separation. The extract was evaporated to dryness under
educed pressure while heating the flask in a water bath set at 45 ◦C.
.5 ml of acetonitrile was added to the oily residue, and the flask was
wirled to dissolve the residue. The obtained sample solution was
sed to analysis by following the analysis procedures described in
ection 2. The results were shown in Table 2.

.7. Mechanism for fluorescence enhancing of ct-DNA on MG

As one kind of triphenylmethane dyes, MG displays strong
bsorbance and the molar extinction coefficients at 617 nm is
.5×104 M−1 cm−1 in phosphate buffer (pH 5.8) [14]. Because of the
ropeller-like twisting of the phenyl rings with respect to the cen-
ral triarylmethyl carbon, the aromatic rings of MG are forced out
f the molecular plane that contains the central carbon atom. Fur-
hermore, the twisting of the dimethylamino groups relative to the
henyl rings could contribute an additional mode of excited-state
eactivation. MG normally has extremely low quantum yield of flu-
rescence (∼10−5) in low-viscosity media due to fast relaxation
rocesses that occur via rotational motions of the aromatic rings
15,16]. So MG is often considered as a nonfluorescent compound
n aqueous solution. In more viscous media or in microenviron-

ents that could restrict such rotational relaxation processes, the
uorescence of MG tends to increase [17]. Baptista et al. [14] found
hat bovine serum albumin (BSA) was added into MG solution, and

G could be noncovalently bound to the protein, thereby expe-
iencing loss of rotational degrees of freedom; the fluorescence
uantum yield of BAS-bound MG increased to 3×10−3. Babendure
t al. [16] used MG aptamer RNA (5′-GGAUCCCGA CUGGCGAGAG
CAGGUAACG AAUGGAUCC-3′) to bind MG, and the fluorescence of
he aptamer-bound MG was tremendously enhanced (2360 times);
he fluorescence characteristic of aptamer-bound MG was used to
esign the probe for fluorescent detection of nucleic acids [18].
hasikuttan et al. [19] studied the interaction of MG with guanine-
ich single-stranded DNA, and found that the complex of MG with
he G-quadruplex resulted in an approximately 100-fold enhance-

ent of its fluorescence yield.
In this system, we found that the fluorescence of MG could

e remarkably enhanced when ct-DNA was added into MG solu-
ion. Many organic small molecules could interact with nucleic acid
20,21]. So, we presumed that the binding of MG to ct-DNA would
esult in the fluorescence enhancement of this system. In order to
xplore the mechanism of fluorescence enhancement in the present
ystem, a series of experiments were performed and the results are
iscussed as follows:
1) Native double-stranded herring sperm DNA was used to replace
of native double-stranded ct-DNA, and the same enhanced
fluorescence emission for MG was observed. Furthermore,
the single-stranded ct-DNA solution was prepared by heat-
8 (2009) 949–953

ing nature double-stranded ct-NDA in boiling water bath for
8 min, and then rapidly cooling in the ice bath. When the
single-stranded ct-DNA solution was added into MG solution,
no significant enhancement on fluorescence emission of MG
solution was observed. It is obvious from these above experi-
mental results that the fluorescence emission of this system is
dependent of binding of MG to double-stranded DNA.

(2) Temperature is one of important factors for the interaction of
small molecule and DNA. We studied the effect of temperature
on the fluorescence emission in the range of 20–100 ◦C. The
experiment results indicated that the shape and maximal emis-
sion wavelength did not change, but the fluorescence intensity
decreased gradually with increasing temperature. High temper-
ature often causes the increase of non-irradiation and thus the
decrease in fluorescence intensity; higher temperature is, lower
fluorescence intensity is. In this studied system, the fluores-
cence intensity decreased to the minimal value at 75 ◦C, and
then remained almost constant when increasing temperature.
The effect of temperature on this studied system is different
from the general effect of temperature on fluorescence. In order
to explain this phenomenon, we investigated the thermal sta-
bility of ct-DNA. The melting curves of ct-DNA indicated that
the melting temperature (Tm) of ct-DNA was 71 ◦C at the under-
studied condition, which agreed with the result in the literature
[22]. So, above 75 ◦C the native double-stranded ct-DNA would
become the single-stranded ct-DNA. The experimental results
further confirmed that the fluorescence emission of this system
was dependent of binding of MG to double-stranded DNA.

(3) When one organic small molecule interacts with double-
stranded DNA, generally there are three different binding
modes: intercalative, groove or electrostatic [18,19]. By taking
MG as a cation and the negatively charged phosphate skele-
ton of DNA into account, there is some electrostatic interaction
between MG and ct-DNA. The fluorescence of MG with ct-DNA
system in presence of NaCl was studied. The result showed that
when the concentration of NaCl increased from 0 to 1 mol l−1,
the fluorescence of the system decreased within 5%. Usually,
Na+ will partly neutralize the negative charges of the DNA phos-
phatic backbone; if the interaction between MG and ct-DNA
is electrostatic binding, the enhanced fluorescence intensity
will be weaken with increasing Na+ concentration. The result
indicates that there is no obvious influence on the system’s
fluorescence with different NaCl concentrations. Thus, the elec-
tronic binding effect between MG and ct-DNA is not the main
binding mode.

(4) The absorption spectrum of MG was measured before and after
adding ct-DNA. The experimental results showed that no new
peaks appeared and the maximum absorbance wavelength of
MG shifted from 617 to 620 nm; the more ct-DNA added, the
greater the absorption value decreased. According to Barton’s
results [23], the intercalation binding of small molecule with
double-stranded DNA commonly results in hypochromism and
a red shift of the maximum absorbance wavelength. So, we rea-
son that the mode of MG binding to ct-DNA is intercalation. On
the other hand, we also measured the fluorescence polariza-
tion of MG before and after adding ct-DNA. In the absence of
ct-DNA, the fluorescence from MG was not polarized due to the
rapid tumbling motion of MG in aqueous solution; in the pres-
ence of ct-DNA, the fluorescence was significantly polarized
and the fluorescence polarization increased with increasing ct-
NDA concentration. Generally the mere binding of organic small

molecule to the phosphate backbone or to the DNA grooves
does not result in enhanced fluorescence polarization. The large
increase in the polarization upon binding to ct-DNA suggests the
intercalation of MG into the helix of ct-DNA. The possible reason
is that when MG intercalates into the helix of DNA, its rotational
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motion should be restricted, and hence the fluorescence from
the bound MG should be polarized. So, we could further reason
that the mode of MG binding to ct-DNA is intercalation.

According to the above results, the mechanism for fluorescence
nhancing of ct-DNA on MG can be summarized as follows: when
t-DNA is added into MG solution, MG intercalates into the helix
f ct-DNA, thereby experiencing loss of rotational degrees of free-
om; at the same time, the binding of MG to ct-DNA is very efficient

n preventing fast nonradiative relaxation processes that occur via
otational motion of the aromatic rings of MG. As a result, the fluo-
escence quantum yield of MG could be remarkably enhanced.

. Conclusion

In this paper, we have taken full advantage of the interaction
etween MG and double-stranded ct-DNA, and proposed a novel
nd simple fluorescence system of sensing for MG. The native
ouble-stranded ct-DNA is used as sensing material. Compared
ith other sensing reagents, the native ct-DNA is easily obtained

nd is not poisonous, and the method is very safe for the analyst.
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a b s t r a c t

In this work, a large-volume on-column injection method for the analysis of 21 organochlorine pesti-
cides, including HCH isomers, DDT derivatives and cyclodiene derivatives, was optimized. The solvent
selected to carry out the study was ethyl acetate and the injection volume was 100 �l. Some factors were
introduced in a Plackett–Burman design to determine their influence in the vaporization efficiency. The
significant factors were then studied by a univariate procedure and sorted according to their importance
on the response. The effect of the injection conditions on the peak resolution was also noted. The condi-
tions selected according to sensitivity and resolution were: initial oven temperature 75 ◦C, injection speed
20 �l s−1, solvent vapor exit (SVE) valve closure time 60 s, initial pressure 100 kPa and isothermal oven
time 1 min. Analytical characteristics expressed in terms of precision, linear range, and limit of detection
have been determined and compared with those obtained by splitless injection. The degradation of endrin
and p,p′-DDT thermolabile pesticides was evaluated for both injection techniques. Finally the developed

method was successfully applied to the ultratrace analysis of pesticides in natural waters. With this pur-
pose a micro liquid–liquid extraction method using 2 ml of ethyl acetate to extract 10 ml of water sample
was proposed. Recoveries between 69 and 107% were obtained with a very good precision (0.2–1.3%)
for the studied pesticides, except for p,p′-DDD. Detection limits between 0.3 and 25 ng l−1, which fulfill
the limits established by the new water directive 2008/105/EC, were achieved. The MLLE method was
compared with the SPE method by the analysis of some water samples using both procedures, and good

d.
concordance was obtaine

. Introduction

Organochlorine pesticides are a group of toxic and persistent
rganic pollutants. Most of them are included in the Stockholm
onvention list of priority pollutants [1]. Moreover, the Euro-
ean community has fixed very restrictive limits (to be achieved

n 2010) for some of the organochlorine pesticides in differ-
nt kinds of superficial waters in the new directive 2008/105/EC
2].

Pesticide analysis in environmental samples, where concen-
ration levels are in the range of parts per billion, requires
ighly sensitive techniques. The use of large-volume injection

echniques increases this sensitivity, allowing the determination
f pesticides at much lower concentration levels and enabling
he elimination of the re-concentration step in the extraction,
hich avoids a possible source of losses of the most volatile

∗ Corresponding author.
E-mail address: smuniat@udc.es (S. Muniategui-Lorenzo).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.043
© 2008 Elsevier B.V. All rights reserved.

compounds [3,4]. Different approaches are available for achiev-
ing large-volume injection in capillary gas chromatography:
on-column injection [5], programmed-temperature-vaporization
(PTV) injection [6–8], or splitless injection with solvent diversion
[9].

Large-volume on-column injector (LVOCI) allows to introduce
high volumes of sample using an uncoated precolumn with a
final coated section as a retention gap [10,11]. Some advantages
of automated LVOCI are injection precision, efficiency of sample
transfer, elimination of inlet septum bleed, and absence of break-
down products of thermally labile compounds [12,13]. Its principal
disadvantage is the difficulty to inject dirty samples without loos-
ing the efficiency and the inertness of the chromatographic system
[14].

In this injection mode, the organic extract is directly injected into

the precolumn, where the solvent is partially vaporized by effect
of the pressure and temperature, and partially remains as a liquid
causing the flooded zone. Solvent vapor is eliminated through the
solvent vapor exit (SVE) valve. The coated section of the precol-
umn retains the analytes, while the solvent is eliminated, and then
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he valve is closed to avoid the elimination of the volatile analytes
15]. The sensitivity is improved by two solvent effects: the solvent
rapping and the phase soaking.

The vaporization efficiency is affected by several factors. A
ery important factor is the injection solvent, because this fac-
or determines the values of all the variables. The solvents
hat are usually applied are hexane [4,14] and dichloromethane
13]. The LVOCI chromatographic software used in this work
roposes standard conditions for the factors based on the sol-
ent used and the percentage of elimination through the SVE
alve; and these standard conditions are often used to carry
ut the analysis. Nevertheless, the complexity of this injec-
ion system, and the quantity and nature of the compounds,
equire an optimisation so as to achieve the best conditions
f sensitivity and resolution for the compounds of inter-
st.

Optimisation can be approached multivariately or univariately,
ut given to the large number of factors involved in the evapo-
ation process, it is the multivariate procedure that will simplify
he study. In this work, the classification of variables according
o their influence in the response was determined by a multivari-
te approach that included using a Plackett–Burman design [16].
he factors were then studied by means of a univariate procedure
nd sorted according to their importance in the chromatographic
esponse.

The analytical parameters obtained with the proposed LVOCI
ethod were compared to those obtained by splitless injection.

he degradation in the LVOCI of two thermolabile organochlorine
esticides was also studied and compared with the degradation
aused by a splitless injector.

The low detection limits reached by the proposed LVOCI method
ake this suitable for application to the analysis of water samples

y micro liquid–liquid extraction (MLLE). This technique allows an
mportant reduction in the volume of sample extracted, solvent
onsumption, and sample handling in comparison with classical
iquid–liquid extraction, or solid phase extraction (SPE) that has
een widely used in the analysis of organochlorine pesticides from
aters [17–19].

The EPA method 505 describes a procedure to carry out the
icro liquid–liquid extraction of organohalide pesticides and

CB products in water. In this method 35 ml of water sample is
xtracted with 2 ml of hexane, and this extract is injected directly
nto the chromatograph [20]. When the split/splitless injection

ode is used, a higher volume of sample is necessary to analyze
he contaminants at the levels requested by the legislation, thus,
00 ml of water sample is extracted with 500 �l of toluene to
etermine organic contaminants in drinking water [21]. The use of
he large-volume injection techniques allows the reduction in the
mount of sample extracted. The solvent more frequently used in
his extraction is hexane; it was applied to the analysis of triazines
4] or organochloride and organophosporous pesticides [14]. Other
olvents that were used were tert-butylmethylether, which was
pplied to the analysis of triazines [22], or methylene chloride,
hat was applied to the analysis of semivolatile compounds (PAH
nd pesticides, mainly)[13].

The main novelty in this work is the proposal of a
VOCI–GC–ECD method using ethyl acetate as solvent, which
s very advantageous for the analysis of organochlorine pes-
icides, due to the high solubility of these compounds in
his solvent. Moreover, the immiscibility of the ethyl acetate
n water allows its use as extraction solvent in the MLLE,

nd therefore facilitates the coupling MLLE–LVOCI–GC–ECD.
he very low detection limits achieved with the proposed
LLE–LVOCI–GC–ECD method allow the determination of pesti-

ides in water samples at the levels requested by the European
egulations.
ta 78 (2009) 764–771 765

The MLLE extraction process was compared with a SPE proce-
dure [23] using C18 laminar disk.

2. Experimental

2.1. Chemicals

Organochlorine pesticide mix CLP (Supelco, Bellefonte, USA),
contains aldrin, �-HCH, �-HCH, �-HCH, �-HCH, dieldrin, �-
endosulfan, �-endosulfan, endosulfan sulfate, endrin, endrin
aldehyde, heptachlor, heptachlor epoxide (B isomer), metoxichlor,
p,p′-DDD, p,p′-DDE, p,p’-DDT, �-chlordane, �-chlordane y endrin
ketone with a concentration of 2 mg ml−1, in toluene:hexane
(50:50). Solid standards of �-HCH, �-chlordane and �-chlordane
were supplied by Supelco (Bellefonte, USA) and endosulfan sulfate
Pestanal® was supplied by Riedel-de-Haën (Seelze, Germany). The
Internal Standard (IS), 2,4,5,6-tetrachloro-m-xylene (TCMX) was
supplied by Supelco.

Anhydrous sodium sulfate (Merk, Darmstadt, Germany) was for
organic trace analysis and was washed with ethyl acetate prior to
use. Laminar disk C18 (Bakerbond Speedisk) were obtained from J.T.
Baker, Deventer, Holland.

Ethyl acetate (analytical grade) for instrumental analysis was
supplied by Panreac (Barcelona, Spain).

2.2. Instrumentation

The LVOCI experiments were performed in a Thermo Finnigan
Trace GC (Austin, Texas, USA), equipped with a ECD, automatic
injector AS-2000, and with a LVOCI. Data treatment software was
Chrom-Card Trace-Focus GC, 2.01 version.

As precolumn a MEGA (Legnano, Italy) SE 54, 15 m length, inter-
nal diameter 0.53 mm, with 0.25 �m film in the last 3 m was used.
The capillary column was a J&W DB-XLB 60 m×0.25 mm×0.25 �m
(Agilent Technologies, DE, USA).

The splitless injection was done in a Perkin–Elmer Autosystem
XL with ECD (PerkinElmer, Norwalk, CT, USA), equipped with a
capillary column DB-35 30 m×0.32 mm×0.25 �m (Agilent Tech-
nologies, DE, USA).

2.3. Operation conditions for LVOCI

The volume injected in the LVOCI experiments was 100 �l.
Helium was used as carrier gas at a flow of 1.5 ml min−1 and the
GC oven program was as follows: 70 ◦C hold during the isotherm
time (is a factor to be studied), then 30 ◦C min−1 to 150 ◦C and hold
3 min, and 3 ◦C min−1 to 300 ◦C and hold 15 min. ECD temperature
was 330 ◦C.

2.4. Operation conditions for splitless injection

The splitless injector conditions were: injector temperature
300 ◦C, split vent flow 7.7 ml min−1 and splitless time 1.2 min. The
oven program was 60 ◦C (hold 1 min) then 25 ◦C min−1 to 220 ◦C,
then 6 ◦C min−1 to 280 ◦C (hold 5 min) and finally 30 ◦C min−1 to
300 ◦C.

2.5. Analysis conditions for the SPE–PTV–GC–MS assay

In order to validate the proposed micro liquid–liquid extraction

procedure, three water samples were analyzed by MLLE and by a
solid phase extraction method previously published [8], which in
summary consists in the extraction of the sample by passing 100 ml
through a C18 laminar disk. Pesticides were eluted with 10 ml of
ethyl acetate followed by 3 ml of hexane and concentrated in rotary
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vaporator and injected by PTV–GC–MS (SIM mode). The injec-
ion was done in a Thermo Finnigan gas chromatograph, equipped
ith a PTV injector and as detector a MS Polaris Q-IT operat-

ng in SIM mode was used. The capillary column was a DB-XLB
0 m×0.25 mm×0.25 �m and the oven program was 60 ◦C (2 min)
o 300 ◦C (5 min) at 4.5 ◦C min−1. The volume injected was 10 �l and
he injector program was 80 ◦C (hold 0.5 min) then 5 ◦C min−1 to
55 ◦C (hold 10 min).

. Results and discussion

.1. Selection of significant factors

Ethyl acetate was tested as solvent for LVOCI. The injection
olume was 100 �l in all the experiences. In order to determine
hich of the factors involved in the LVOCI have more influence on

he response, a randomized Plackett–Burman 28̂*3/64 design with
hree dummy factors was carried out. The factors and the maxi-

um and minimum values of each factor that were selected for
nalysis were: system pressure during injection (100–150 kPa); ini-
ial oven temperature (80–130 ◦C), injection speed (5–20 �l s−1),
hich is directly involved in the formation of the flooded zone,

VE valve closure time (25–120 s), which affects the solvent elim-
nation and also the more volatile pesticides, and isothermal oven
ime (0.47–1.5 min). The introduction of these values in the sta-
istical program (Statgraphics Plus 4.0 for Windows) provides the
lackett–Burman matrix with the value of each factor in each exper-
ment (Table 1). All the experiments were carried out in triplicate.
ue to the high effect of the injection conditions on the peak reso-

ution, it was difficult to carry out the design with all the pesticides;
e therefore selected three representative compounds. The studied
esticides were separated in three groups according to the volatil-

ty and their behaviour in previous large-volume injection studies
24,25]. For the most volatile compounds �-HCH was selected, and
or the heaviest compound we selected endoulfan sulfate. In the
ntermediate zone �-chlordane was selected. These three com-
ounds elute in the chromatogram at very different retention times,
nd are eluted separately in all the experiences. �-chlordane was
lso introduced in order to evaluate the chromatographic resolu-
ion, and then both chlordane isomers were quantified together in
ll the experiences.

The response in each experiment was measured as height of
eak, in order to avoid errors in the interpretation of results caused

y the presence of broad and tailed peaks, in some of the experi-
nces. For the interpretation of the results of the design, a peak with
big area but misshapen, give a favourable response in the design

n terms of response but is unfavourable in terms of resolution and
eak shape.

able 1
actors of the Plackett–Burman design.

xperiment A B C D E F G H

1 75 130 20 90 0.47 – – –
2 180 130 1 90 2.0 – – –
3 180 80 20 10 0.47 – – –
4 75 130 20 10 2.0 – – –
5 180 80 1 10 2.0 – – –
6 75 80 1 10 0.47 – – –
7 75 130 1 10 0.47 – – –
8 75 80 1 90 2.0 – – –
9 180 80 20 90 0.47 – – –

10 180 130 1 90 0.47 – – –
11 75 80 20 90 2.0 – – –
12 180 130 20 10 2.0 – – –

: initial pressure (kPa), B: oven initial temperature (◦C), C: injection speed (�l s−1),
: SVE valve closure time (s), E: oven isothermal time (min), F: dummy, G: dummy,
: dummy (n = 3).
ta 78 (2009) 764–771

The results were analyzed by means of the representation of the
first- and second-order Pareto charts (P = 95.0%) (Fig. 1). In these
charts, the length of each bar is proportional to the standardized
effect which is the estimated effect divided by its standard error,
equivalent to computing a t-statistic for each effect. The vertical
line on the plot judges the effects that are statistically significant.
Bars that extend beyond this vertical line correspond to effects that
are statistically significant at the 95%confidence level.

The Pareto charts show that the initial oven temperature (factor
B) is the only significant factor for chlordanes and �-HCH, and the
second-order interaction between this factor and the SVE closure
time is significant for �-HCH. No significant factors were found for
endosulfan sulfate. The great significance of factor B, can disguise
the influence of other factors. This can be avoided by represent-
ing the normal probability plot, with and without the initial oven
temperature, which allows for the identification of other significant
factors (Fig. 2). Effects that are not significant have a normal distri-
bution behaviour and are represented close to the line, whereas
significant effects are distant from the line. As can be seen in Fig. 2
(b), when factor B is eliminated, factors C (injection speed) and D
(SVE closure time) are distant from the line and are therefore signif-
icant factors. The plots obtained for chlordane isomers show that D
and A (initial pressure) are slightly distant from the line. For endo-
sulfan sulfate all the points are close to the line and so there are
no significant factors for this compound. The sign of the estimated
effect determines the influence of the variables on the response
(positive or negative influence), and helps to carry out the following
study of the factors.

3.2. Study of the factors

Due to the influence of the injection conditions not only in the
response, but also in the chromatographic resolution, the variables
were studied through a univariate approach, taking into account
both parameters. Moreover, the values studied for each variable
were selected according to the results of the Plackett–Burman
design, that is, we selected low or high values depending on the
sign of the estimated effect. The results of all these experiments
are shown in Fig. 3. The first factor that was studied was the ini-
tial oven temperature, assaying values between 70 and 85 ◦C. This
experiment set the injection speed at 10 �l s−1, the initial pressure
at 100 kPa, SVE closure at 90 s, and the isothermal oven time at
1.5 min As can be seen in the fig., the variation of the initial oven
temperature affects mainly the most volatile compounds (�-HCH).
There is an increase in the peak area when this temperature is set at
75 ◦C, but this area decreases slightly at a higher temperature. The
selected initial oven temperature was therefore 75 ◦C.

We studied injection speeds between 5 and 30 �l s−1, setting the
initial oven temperature at 75 ◦C and the other factors at the values
cited above. The response for chlordanes and endosulfan sulfate
remains almost constant when the injection speed is increased.
Nevertheless, the response for �-HCH has a critical maximum at
an injection speed of 20 �l s−1. This can be due to the influence
of the injection speed on the formation of the flooded zone, and
then on the solvent trapping effect, which mainly affects the most
volatile compounds. For this reason an injection speed of 20 �l s−1

was selected.
The results that were obtained with a SVE closure time in the

range from 20 to 80 s show a maximum in the response at 60 s
for chlordanes and endosulfan sulfate. Nevertheless, for �-HCH the
response remains almost constant until 60 s and decreases at higher

values, which is why the SVE closure time was set at 60 s.

The initial pressure was studied between 80 and 130 kPa. As can
be seen in Fig. 3, there is no variation in the response for �-HCH and
endosulfan sulfate. For chlordanes the response increases slightly at
100 kPa (this factor was slightly distant from the line in the normal
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robability plot for these compounds). A worsening in the peak
esolution was observed when the pressure increased, obtaining
o-eluting peaks when the pressure was set at 130 kPa. For this
eason, the selected pressure was 100 kPa.

Finally, although this factor was not significant, we also stud-
ed the isothermal oven time, because this factor affects the peak
esolution. As expected, an almost constant response was obtained
hen the isothermal oven time varied between 0.47 and 2 min with
slight increment in the response between 0.47 and 1 min, which

s in concordance with the results obtained in the Plackett–Burman
esign. No differences in resolution were observed, so the selected

sothermal oven time was 1 min
In summary, the values selected to improve the sensitivity with-

ut affecting the peak resolution were the following: initial oven
emperature 75 ◦C, injection speed 20 �l s−1, SVE closure time 60 s,
nitial pressure 100 kPa and isothermal oven time 1 min. Fig. 4A
hows the chromatogram that was obtained by injecting a pesticide
tandards solution under these conditions.
.3. Evaluation of DDT and endrin degradation

An advantage of automated LVOCI is the reduction in breakdown
roducts of thermally labile compounds. This fact was corroborated
y the evaluation of the degradation of endrin and p,p′-DDT as the
s (� + �) and endosulfan sulfate. A: initial pressure; B: initial oven temperature; C:
.

EPA methods propose[26]. The percentages of degradation were
7.4% for endrin and 3.9% for p,p′-DDT. These values are consider-
ably lower than the percentages obtained when splitless injection is
used (19% for endrin and 15% for p,p′-DDT). The degradation is also
lower than that obtained with PTV injection [24] (15% for endrin
and 18% for p,p′-DDT). These high values in the PTV can be due to
the presence of active sites in the glass wool of the liner [27]. Thus,
the LVOCI has demonstrated its suitability for the analysis of these
thermolabile pesticides.

3.4. Figures of merit of the proposed LVOCI method

Calibration curves were made by analysing pesticide standards
in ethyl acetate at 7 levels of concentration between 0.01 and
15 ng ml−1. Calibrations were linear up to 10 ng ml−1 for all the pes-
ticides. The linearity was evaluated by determining the correlation
coefficients, which were higher than 0.995 in all cases. The linear-
ity was also verified by representing the residuals plot. There is no
trend in the spread of residuals with concentration.
The instrumental detection limits (LOD) were calculated as
x̄b + 3 sb (average value and standard deviation of the blank, respec-
tively) and the quantification limits (LOQ) as x̄b + 10 sb. As can
be seen in Table 2, the obtained instrumental detection limits
were below 0.1 ng ml−1 for all the studied pesticides and below
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Fig. 2. Normal probability plots with initial oven temperature

Table 2
Instrumental detection limits (LOD), quantitation limits (LOQ) obtained with LVOCI
and splitless injection (ng ml−1).

Pesticide LVOCI Splitless

LOD LOQ LOD LOQ

�-HCH 0.0088 0.0153 3.0 3.2
�-HCH 0.0087 0.0155 2.3 2.4
�-HCH 0.1260 0.1435 0.4 0.9
Heptachlor 0.0010 0.0068 0.7 0.9
�-HCH 0.0852 0.0903 4.1 4.3
Aldrin 0.0130 0.0147 3.5 3.6
Isodrin 0.0072 0.0137 0.7 0.9
Heptachlor epoxide 0.0026 0.0067 1.1 1.3
�-chlordane 0.0023 0.0080 1.8 2.0
�-chlordane 0.0015 0.0065 1.3 1.5
�-endosulfan 0.0076 0.0109 1.8 2.0
p,p′-DDE 0.0062 0.0098 3.4 3.6
Dieldrin 0.0057 0.0102 3.6 3.8
Endrin 0.0057 0.0087 3.7 4.0
p,p′-DDD 0.0141 0.0175 4.9 5.1
�-endosulfan 0.0043 0.0078 3.0 3.2
Endrin aldehyde 0.0205 0.0385 0.2 0.5
p,p′-DDT 0.0091 0.0156 8.0 8.3
Endosulfan sulfate 0.0042 0.0128 1.0 1.3
Metoxychlor 0.0130 0.0295 5.9 6.6
Endrin ketone 0.0021 0.0077 3.5 3.7
(a), (c), (e) and without initial oven temperature (b), (d).

0.013 ng ml−1 for the majority of them. These limits were similar
to those obtained by PTV injection (injection volume 100 �l) [28].
Also, a considerably improvement was obtained in comparison with
the LODs obtained by splitless injection in the conditions described
in the instrumental section (Table 2).

Regarding instrumental precision (Table 3), the repeatability
was evaluated by 11 consecutive injections of a standard solution

and the intermediate precision by injections of a standard solution
over the course of 6 alternate days. The precision obtained was very
satisfactory for all the pesticides, with repeatability below 6% and
intermediate precision below 8%, for all the pesticides.

Table 3
Instrumental repeatibility (A) (n = 11) and intermediate precision (B) (n = 6) expresed
as %RSD.

Pesticide A% RSD B% RSD Pesticide A% RSD B% RSD

�-HCH 5.1 7.7 p,p′-DDE 2.7 5.2
�-HCH 4.9 7.8 Dieldrin 3.0 7.2
�-HCH 4.3 5.2 Endrin 4.3 6.6
Heptachlor 4.2 5.2 p,p′-DDD 5.1 6.5
�-HCH 4.6 5.6 �-endosulfan 5.1 6.0
Aldrin 4.1 4.1 Endrin aldehyde 4.3 7.0
Isodrin 5.6 6.0 p,p′-DDT 3.6 7.0
Heptachlor epoxide 3.0 6.6 Endosulfan sulfate 3.0 6.2
�-chlordane 2.9 4.2 Metoxychlor 4.0 7.0
�-chlordane 2.3 6.9 Endrin ketone 3.2 4.9
�-endosulfan 3.4 4.1
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river, and another sample was collected from As Laxes stream, both
located in Porriño (Pontevedra, NW of Spain). This area is affected
by contamination by hexachlorocyclohexane isomers [29]. �-HCH
was detected in As Laxes sample (Fig. 4B) at a concentration of

Table 4
Analytical relative recoveries for superficial water and relative standard deviation
(RSD) (n = 4), expresed as percentages, of the microliquid–liquid extraction process.

Pesticide % Recovery % RSD

�-HCH 69 0.9
�-HCH 73 1.0
�-HCH 90 0.9
Heptachlor 79 0.2
�-HCH 97 0.6
Aldrin 98 0.9
Isodrin 103 0.4
Heptachlor epoxide 102 0.3
�-chlordane 99 0.7
�-chlordane 100 0.9
�-endosulfan 105 1.2
p,p′-DDE 107 0.9
Dieldrin 106 0.9
Endrin 86 0.8
p,p′-DDD 50 1.3
�-endosulfan 75 1.0
Fig. 3. Results of t

. Application to the analysis of water samples by micro
iquid–liquid extraction

The low detection limits reached by the proposed LVOCI method
ake this method suitable for application to the analysis of pesti-

ides in water samples by micro liquid–liquid extraction.
Thus, in this work 10 ml of water was extracted in a vial with

ml of ethyl acetate with similar conditions than those proposed
y the EPA 505 method [20]. The solvent selected to carry out the
xtraction was ethyl acetate because of its immiscibility in water
nd the high solubility of the organochlorine pesticides in it.

The sample was extracted by mechanical shaking during 1 min
hen, the organic layer on the top was transferred to another
ial with a Pasteur pipette. In order to eliminate all the water
rom the extract, anhydrous sodium sulfate was added. Finally,
he extract was injected into the optimized LVOCI–GC–ECD sys-
em.

The accuracy was investigated by means of a surface water
piked at a concentration level of 1 �g l−1 of pesticides standards.
nalytical recoveries were assessed by comparing the results with

hose obtained for Milli-Q water spiked at the same level of con-
entration. The results (n = 4) are presented in Table 4. Except for
,p′-DDD (50%), the recovery values (%) were between 69 and 107%.

The detection limits obtained (Table 5) with the proposed
ethod of MLLE–LVOCI–GC–ECD were sufficient to allow the direct

etermination of these pesticides at the level established by the
uropean legislation (Directive 98/83/CE) for pesticides in water for

uman consumption, and also the very restrictive limits established

n the new Directive 2008/105/EC [2] for superficial waters.
In order to verify the effectiveness of the proposed

LLE–LVOCI–GC–ECD method, four natural water samples
ere analyzed with this procedure and the results were compared
dy of the factors.

to those obtained through solid phase extraction (SPE) with C18
laminar disk and determination by PTV–GC–MS (SIM mode), as
it was described in the operation conditions section. Three water
samples were collected at three different points along the Louro
Endrin aldehyde 100 –
p,p′-DDT 104 0.8
Endosulfan sulfate 90 0.9
Metoxychlor 72 0.9
Endrin ketone 100 0.9
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Fig. 4. Chromatogram obtained by injection of a standard solution (10 ng ml−1) in the optim
analyzed (B). 1: �-HCH, 2: �-HCH, 3: �-HCH, 4: heptachlor, 5: �-HCH, 6: aldrin, 7: isodr
p,p′-DDE, 13: dieldrin, 14: endrin, 15: p,p′-DDD, 16: �-endosulfan, 17: endrin aldehyde, 18

Table 5
Detection limits (LOD) obtained with the proposed MLLE–LVOCI–GC–ECD method
(ng ml−1) and values established in the Directive 2008/105/EC (ng ml−1).

Pesticide LOD Continental superficial waters

AA MAC

�-HCH 0.0018

HCH: 0.020 0.040
�-HCH 0.0017
�-HCH 0.0252
�-HCH 0.0170

Heptachlor 0.0002

Aldrin 0.0026

� = 0.010 –Isodrin 0.0014
Dieldrin 0.0011
Endrin 0.0011

Heptachlor .epoxide 0.0005

�-chlordane 0.0005

�-chlordane 0.0003

�-endosulfan 0.0015
0.005 0.010�-endosulfan 0.0009

Endosulfan sulfate 0.0008

p,p′-DDT 0.0041 10 –
p,p′-DDE 0.0012

Total* = 0.025 –
p,p′-DDD 0.0028

Endrin aldehyde –

Metoxychlor 0.0026
Endrin ketone 0.0004

AA: annual average. MAC: maximum allowable concentration.
* Total DDT: �p,p′-DDT, o,p′-DDT, p,p′-DDE and p,p′-DDD.
ized conditions (A) and chromatogram of a natural water (As Laxes stream) sample
in, 8: heptachlor epoxide, 9: �-chlordane, 10: �-chlordane, 11: �-endosulfan, 12:
: p,p′-DDT, 19: endosulfan sulfate, 20: metoxychlor, 21: endrin ketone. (IS): TCMX.

4.29 ng ml−1 when analyzed with the proposed MLLE method and
4.42 ng ml−1 when analyzed with the SPE method. Organochlorine
pesticides were not detected in the other samples when ana-
lyzed with both procedures. The good concordance of the results
obtained by both analytical procedures shows the suitability of the
proposed MLLE–LVOCI–GC–ECD method for the direct analysis of
organochlorine pesticides in water samples.

5. Conclusions

This work proposed the injection conditions for large-volume
on-column injection for the analysis of 21 organochlorine pes-
ticides. The selected solvent was ethyl acetate and the injection
volume 100 �l. The conditions selected according to sensitivity
and resolution were the following: initial oven temperature 75 ◦C,
injection speed 20 �l s−1, SVE closure time 60 s, initial pressure
100 kPa and isothermal oven time 1 min. With these injection
conditions a good precision and very low detection limits were
achieved (below 0.13 ng ml−1 for all the studied pesticides and
below 0.01 ng ml−1 for most of them) that considerably improve the
LOD obtained by splitless injection. In addition, a low degradation
of thermolabile pesticides was demonstrated with the proposed
method.

Finally, the low detection limits achieved with the proposed

LVOCI–GC–ECD method allowed its application to the pesticide
analysis of extracts obtained by the micro liquid–liquid extraction
of natural waters (MLLE–LVOCI–GC–ECD), at ultratrace levels. This
method supposes an important reduction in analysis time (1 min
of extraction), solvent consumption (2 ml), sample volume (10 ml),
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a b s t r a c t

By using a simple Sequential Injection Analysis (SIA) manifold and in base to the kinetic reaction of the
molybdenum with As(V) and P(V) was possible to determine As(III), As(V) and P(V) in simple, binary
and ternary samples. The activation energies for the reaction between molybdenum and As(V) and P(V)
were of 70.90 kJ mol−1 and of 19.02 kJ mol−1, respectively, therefore it was possible to determine both
analytes in mixtures by using different reaction temperature. When the analyses were carried out at
room temperature, only the P(V) supplied analytical signal; with increased temperature, the kinetics of
reaction for As(V) also increased, and a signal was obtained, being 55 ◦C the optimum temperature. In
order to determine As(III), it was oxidized into As(V) with KIO3, and the reaction was carried out in the
same way as for As(V). To resolve mixtures, an equations system from six calibration curves with different

−1
hosphates
olybdenum blue reaction
ine tailings

sequences of SIA at different temperature was performed. The lineal ranges were between 0.5 �g mL and
10 �g mL−1 with a repeatability and reproducibility between 0.7% and 5.2% and detection limits between
0.36 �g mL−1 and 0.58 �g mL−1. In binary mixtures of P(V)/As(V) the recoveries were close to 100% for
both analytes at ratios lesser than 10:1. For As(V)/As(III) ratios between 1:1 and 5:1 the recoveries were
ranged between 85% and 95%. The method was applied in mine tailings and in arsenopyrite. The results
showed that the soluble arsenic was found oxidized as As(V). These results were compared with those

ption
obtained by atomic absor

. Introduction

Tailings are solid residues produced during primary operations
n the separation and concentration of minerals, therefore, envi-
onmental concerns make tailing control extremely important. The
etals and metalates’ toxicity in tailings depends mostly on the

xtractable portion and not on the total concentration, due to the
xtractable portion causes environmental damage because of their
obility both water and soils. Also, the extractable portion is con-

idered an indirect measurement for bioavailable fraction. Tailings
ontain residual metallic sulfides as arsenopyrite (FeAsS), galene
PbS), asphalerite (ZnS) and calcopyrite (CuFeS2), and their oxida-
ion brings out acid drain and high concentrations of potentially
oxic elements such As or Pb [1–4]. The transportation of these
lements posses a serious environmental problem as they can pol-
ute the soil and sediments, as well as superficial and underground

ater [5,6]. Therefore, it is necessary to carry out tests to identify the
resence of potentially toxic elements under environmental condi-
ions. Arsenic is a real cancer-causing agent, which can also damage
uman genetics [7–10]. The most toxic species of arsenic are arse-

∗ Corresponding author. Tel.: +52 55 56 22 37 88; fax: +52 55 56 22 37 88.
E-mail address: pilarm@servidor.unam.mx (M.P. Cañizares-Macías).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.024
spectrometry and both proved to be very close.
© 2009 Elsevier B.V. All rights reserved.

nates and arsenites, and among them, As(III) is more toxic than
As(V).

Arsenic solubility depends principally on Mn, Fe, and Ca concen-
trations in water because of the formation non-soluble salts such as
Mn3(AsO4)2, FeAsO4 and Ca3(AsO4)2. Therefore, the ions that com-
pete with these metals change the mobility of the arsenic, as it is
the case of phosphates, which at 0.003 mol L−1 avoid arsenic pre-
cipitation. Consequently, sometimes water exposed to arsenic with
high phosphates concentrations has higher amounts of dissolved
arsenic than water with fewer phosphates [11].

The most used analytical methods for the arsenic determination
are: electrothermal atomic absorption (AA) [12], inductively couple
plasma coupled with atomic fluorescence spectrometry (ICP–AES)
[13,14] and ICP coupled with mass spectrometry (ICP–MS) [15,16].
However, although these techniques are precise and accurate, their
cost can be enormous.

Several colorimetric methods to determine arsenic are also used.
Some of them are connected with the Gutzeit method, which is
based on the generation of arsenine gas by reduction of arsenic

under acid conditions, followed by the addition of zinc powder and
the quantification of arsine gas on paper impregnated with mer-
curic bromide [17–19]. At present, the molybdenum blue method is
the colorimetric method most used, and it is based on the reaction
between the molybdate in acid medium and the As(V) and/or the
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(V), in order to form the corresponding molybdenum heteropoly
cid, which is yellow, has a type cage structure and is able to be
educed or oxidized [20]. As(III) does not form complexes with
olybdenum, so that arsenic can only be quantified like As(V).

o determine As(V), As(III) and P(V) in a mixture, some methods
ave been described, such as: Johnson and Pilson [21,22] deter-
ined the three analytes in sea water and fresh water with a good

recision, but colour development took up to 90 min. In a more
ecent paper, Dhar et al. [23] decreased the reaction time by raising
he concentration of potassium antimonyl tartrate and by changing
IO3 concentration from 0.25 mmol L−1 (the original conditions of

ohnson and Pilson), to 2 mmol L−1, which caused a more efficient
xidation for As(III).

In 2002, Dasgupta et al. [24] determined As(III) and As(V)
n drinking water, based on the same reaction of formation of
rsenomolybdate, and by using a continuous flow manifold and
n anion exchange resin column. They also used KBrO3 to oxidize
s(III) into As(V) and l-cystine to reduce As(V) into As(III), so, it was
ossible to speciate both analytes.

Other papers determining P(V) by using molybdenum reaction
ith flow injection analysis have been reported [25–27], and some

f them have succeeded in decreasing the interference from sil-
cates either by using a gas segmented flow system [28] or by a
equential Injection Analysis (SIA) system [29]. In this paper, 0.25%
xalic acid was used to avoid the molybdosilic acid formation.

Mexico has been a mining country since the Spanish colonial
ge and the wastes from the mines have been collected since then.
esides, Mexico produces 20% of the amount of arsenic in the whole
orld. Although storing and treatment methods of mine tailings
ave been actually improved, their study is, however, of an absolute
ecessity.

In this paper, an analysis by sequential injection method to quan-
ify As(V) and P(V) in mine tailings based on its kinetic reaction to
orm the molybdenum blue complex at different temperatures was
arried out. The SIA system also allowed to determine As(III).

. Experimental

.1. Instruments and apparatus

To construct the SIA manifold the following component were
sed: an automatic selection valve with six channels (SCIVEX), a
eristaltic pump Gilson Minipuls 3 (France) which was controlled
sing software made in the laboratory, and Teflon and Tygon tub-

ng of 0.5 mm I.D. One UV-VIS spectrophotometer Cary 3 (Varian,
ydney Australia) equipped with a flow cell of 118 �L inner volume
easured the absorbance.
A Lab-line thermostat water bath with an error range of ±0.2 ◦C

as used to control temperature during the arsenic reaction. The
emperature was also measured with a Fisherbrand mercury ther-

ometer (from−10 ◦C to 260 ◦C). An orbital stirrer (Lab-line) and a
illipore filtration system were used in the samples treatment. pH

nd potential from sample extracts were measured with a Metrohm
20 pH-meter and a Cole Parmer 05669-20 potentiometer.

.2. Reagents and solutions

All the used reagents were analytically graded, the solutions
ere prepared using distilled water and all glass materials were

leaned with phosphate-free detergent.

A 500 mg L−1 P(V) stock solution was prepared from KH2PO4

99.5% of purity, Sigma). The stock solutions for As(V) and As(III)
ere prepared from Na2HAsO4 7H2O (99% of purity, Sigma) and
aAsO2 (100% purity, Sigma) at 500 mg L−1 each. Standard solutions
ere prepared from stock solutions to suitable concentrations.
/ Talanta 78 (2009) 1069–1076

A 6% (w/v) ascorbic acid (Sigma) solution, as well as a 0.4% (w/v)
tetrahydrate ammonium molybdate (Sigma) solution prepared in
0.15 M H2SO4 (Baker), were used to carry out the derivation reac-
tion.

To validate the method (in order to achieve reproducibility,
repeatability and accuracy) certificated standards were used: phos-
phorous 1000±3 �g mL−1 in 0.05% HNO3, As(V) 1000±3 �g mL−1

in 2% NaOH and Tr bromine, and As(III) 1000±3 �g mL−1 in 2% HCl.
All the standards were supplied by High Purity Standards.

A 0.5% KIO3 (Baker) solution was used as As(III) to As(V) oxida-
tion agent.

2.3. Sample preparation

The proposed method was applied to mine tailings collected
from three mining zones in Mexico (northern, central and south-
ern), as well as to arsenopyrite samples. The extraction method
was carried out in accordance with the ASTM D3987-85 method
[30], used for lixiviation of tailings with water in equilibrium with
atmospheric CO2 (pH 5.5).

2.3.1. Collection and preservation
Tailings samples were collected in accordance with the Norma

Oficial Mexicana NOM-141-SEMARNAT-2003 [31]. Each sample
weighed approximately 2 kg, and each of one was made up of five
different sub-samples. They were stored in plastic containers with
no substance added to preserve them. Once the samples arrived
at the laboratory, they were dried at room temperature and were
stored in plastic bags until their analysis.

2.3.2. Determination of pH and potential
5 g of sample were weighed and 100 mL of distilled water were

added to them. The mixture was stirred for 10 min, and then the pH
and the potential were measured.

2.3.3. Extraction of arsenates from tailings
5 g of sample were weighed and placed into an Erlenmeyer flask,

then 100 mL of distilled water were added. The mixture was stirred
in an open flask, for 18 h at 200 rpm using an orbital stirrer [30].
Then, the mixture was filtered through a 45 �m porous size Nylon
membrane by using a Millipore system, and the soluble arsenic was
measured using the SIA system.

2.3.4. Extraction of arsenates from arsenopyrite
0.1 g of sample was weighed and 4 mL of a HCl/HNO3 (1:3) solu-

tion were added. The mixture was left to rest for 8 h. Then the
sample was filtered and the extract was dissolved at 100 mL with
distilled water. Later, a 1:100 dilution was carried out to measure
the soluble arsenic by using the SIA system.

The extraction of soluble compounds was carried out in dupli-
cate for all samples.

2.4. Sequential injection procedure

Fig. 1 shows the used SIA manifold to determine P(V), As(V)
and As(III) in simple, binary and ternary solutions. The analysis
sequence in Table 1 shows the sequence for single solutions. When
these sequences are combined, it is also possible to resolve binary
and ternary samples. The carrier was distilled water and the flow-
rate was 20 �L s−1 for steps A–L; for step M the flow-rate was
changed into 15 �L s−1 in order to improve the oxidation reaction

of the As(III).

2.4.1. Determination of P(V), As(V) and As(III) in single solutions
Three calibration equations for each analyte were obtained by

using the sequences showed in Table 1:
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F
R
p

A

w
s

A

A

2

s

A

o
b

A

r
P

T
S

S

D

D

D

P

ig. 1. SIA manifold for the determination of As(V), As(III) and P(V). HC: holding coil,
C: reactor coil, SV: selection valve, PSV: principal selection valve with six ways, PP:
eristaltic pump, carrier: distilled water.

P(V) at room temperature (steps from A to D; sequence 1)

1 = CP(V)m1 + b1 (1)

here A is the absorbance signal, m is the slope and b is the inter-
ection in zero for all the equations.

As(V) (steps from E to H; sequence 2)

2 = CP(V)m2 + b2 (2)

As(III) (steps from I to M; sequence 3)

3 = CP(V)m3 + b3 (3)

.4.2. Determination of P(V) and As(V) in binary solutions
We need a third calibration curve of P(V) at 55 ◦C by using

equence 2:

4 = CP(V)m4 + b4 (4)

Therefore, in binary solutions, when sequence 2 was used, the
btained absorbance (A55 ◦C) was the given absorbance by As(V) and
y P(V) at 55 ◦C.
55◦C = A2 + A4 (5)

So, in order to resolve binary samples, two analyses were car-
ied out: first using sequence 1, and second, using sequence 2. The
(V) concentration was directly obtained after the first analysis and

able 1
equence of analysis for P(V), As(V) and As(III) in single, binary and ternary samples by us

tep Selection valve position (PSV) Action T

etermination of P(V): sequence 1
A 1 Aspiration
B 2 Aspiration
C 4 Aspiration
D 6 Delivery 1

etermination As(V): sequence 2
E 1 Aspiration
F 2 Aspiration
G 4 Aspiration
H 5 Delivery 1

etermination of As(III): sequence 3
I 1 Aspiration
J 2 Aspiration
K 3 Aspiration
L 4 Aspiration
M 5 Delivery 1

SV: principal selection valve.
a Flow-rate: 20 �L s−1.
b Flow-rate: 15 �L s−1.
/ Talanta 78 (2009) 1069–1076 1071

using Eq. (1). The As(V) concentration was calculated after the sec-
ond analysis, by substituting Eqs. (1) and (4) in Eq. (5) and resolving
CAs(V):

CAs(V) =
A55◦C − CP(V)m4 − b4 − b2

m2
(6)

2.4.3. Determination of As(V) and As(III) in binary solutions
Two analyses were carried out to resolve these mixtures: one

by using sequence 2 to know the As(V) concentration, and another
by using sequence 3. Consequently, with sequence 3 the dispersion
changed and a new calibration curve was constructed for As(V) by
using sequence 3:

A7 = AAs(V)m7 + b7 (7)

In the binary solutions, the obtained signal with this sequence
was the sum of absorbance given by the original As(V) and by the
oxidized As(III):

Aox = A3 + A7 (8)

The As(III) concentration was calculated by substituting Eqs. (3)
and (7) in Eq. (8) and resolving CAs(III):

CAs(III) =
Aox − CAs(V)m7 − b7 − b3

m3
(9)

2.4.4. Determination of P(V), As(V) and As(III) in ternary solutions
In this case, three analyses were carried out: one by using

sequence 1, another by using sequence 2 and a third one by using
sequence 3. It was necessary to build a new calibration curve for
P(V) using sequence 3:

AP(V) = AP(V)m10 + b10 (10)

Therefore, in the ternary solutions, the obtained signal with
sequence 3 belongs to the three analytes:

ATotal = A3 + A7 + A10 (11)

P(V) and As(V) concentrations were obtained with their corre-
sponding equations (Eqs. (1) and (6), respectively). To determine

the As(III) concentration, Eqs. (3), (7) and (6) were substituted in
Eq. (11), and CAs(III) was resolved:

CAs(III) =
ATotal − CP(V)m10 − b10 − CAs(V)m7 − b7 − b3

m3
(12)

ing the manifold shown in Fig. 1.

ime (s)a Description

5 Ascorbic acid toward HC
5 P(V) sample/standard toward HC (to select with SV1)
5 Ammonium molybdate toward HC

20 Delivery to the RC1 and detector (to select with SV2)

5 Ascorbic acid toward HC
5 As(V) sample/standard toward HC (to select with SV1)
5 Ammonium molybdate toward HC

20 Delivery to the RC2 (55 ◦C) and detector (to select with VS2)

5 Ascorbic acid toward HC
5 As(III) sample/standard toward HC (To select with SV1)
2 KIO3 toward HC
5 Ammonium molybdate toward HC

30b Delivery to the RC2 (55 ◦C) and detector (to select with SV2)
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The detection limits were calculated by using the equation:

B + 3SB

here YB is the blank signal and SB is the standard deviation from
lank. SB was calculated from calibration graphs for each analyte at
ifferent conditions (temperature and SIA sequence). SB was calcu-

ated from the equation:

B =

√∑
(yi − ŷi)

2

n− 2

his equation utilizes the y-residuals, yi − ŷi, where the ŷi values
re the points on the calculated regression line corresponding to the
ndividual X-values. The calculated intercept for each calibration
raph was used as an estimate of YB [32].

. Results and discussion

First, the SIA manifold was optimized for phosphates. To opti-
ize the reagent concentrations, the aspiration sequence as well

s the injection volume, a 6 �g mL−1 P(V) solution was used. The
ptimum conditions for P(V) were the same as for As(V). However,
or this analysis it was necessary to optimize the reaction tempera-
ure, because on flow conditions phosphates only form the complex
ith ammonium molybdate at room temperature.

.1. Optimization of SIA manifold

.1.1. Determination of P(V) and As(V)

.1.1.1. Study of the reagents concentration. Ascorbic acid: The con-
entration used was 6% (w/v), in accordance with that mentioned
y Linares et al. [33].

Ammonium molybdate: A range between 0.1% and 1% (w/v) was
valuated. All the tested solutions were dissolved in 0.6 M sulfuric
cid. The optimum selected concentration was 0.4%.

Reaction medium: Different acids were also evaluated as a reac-
ion medium, such as: nitric acid, sulfuric acid and hydrochloric
cid. The analytical signal was similar for the three of them, but the
lank signal when HCl or HNO3 were used was higher than H2SO4
nd, therefore, the last one was selected to perform the analysis.

.1.1.2. Study of the aspiration sequence. The first step of the
olybdenum blue reaction is the formation of a yellow complex

heteropoly acid), and the second one is the reduction of this to
o(V). With the aim of increasing the overlapping zone between

he sample and the reagents, six aspiration sequences were studied:

(a) Ammonium molybdate–sample/standard–ascorbic acid.
(b) Ascorbic acid–sample/standard–ammonium molybdate.
(c) Sample/standard–ammonium molybdate–ascorbic acid.
(d) Sample/standard–ascorbic acid–ammonium molybdate.
(e) Ascorbic acid–ammonium molybdate–sample/reagent.
(f) Ammonium molybdate–ascorbic acid–sample/reagent.

In sequence (a) double peaks were obtained although the RC
ength was increased; with the other sequences, only one peak was
btained. In sequence (b) the peaks were higher, so this sequence
as selected as optimum for the analysis. In sequences (a and b),

he sample was between the two reagents, allowing higher over-
apping of the dispersed zones. But in these tests the order of the

eagents influenced the reaction product: when the ascorbic acid
as first aspirated (optimum sequence (b)), there was more con-

act time between it and the formed heteropoly acid, which was
btained from the reaction between the sample and the ammo-
ium molybdate, causing a higher signal; on the contrary, when
Fig. 2. Study of the sulfuric acid concentration at 0.15 M and 0.6 M for As(V) and
P(V), respectively. P(V): (*) 0.15 M, (�) 0.6 M; As(V): (�) 0.15 M, and (�) 0.6 M.

the ammonium molybdate was first aspirated (sequence (a)) dou-
ble peaks were obtained possibly because of the refraction index
gradient.

3.1.1.3. Study of the aspiration time and the flow-rate. A range
between 8 �L s−1 and 33 �L s−1 to study the aspiration flow-rate
for reagents and sample and the flow-rate for the complex forma-
tion was evaluated. The optimum flow-rate found was 20 �L s−1.
The aspiration time was established at 5 s equivalent to 100 �L.

3.1.1.4. Evaluation of the holding coil (HC) and the reaction coil (RC)
lengths. The HC length was long enough to avoid the contamination
of reagents and samples, and to assure the maximum overlapping
between reagents and sample. The optimum length was 200 cm. In
the case of RC the higher signal was obtained at 300 cm.

3.1.1.5. Optimization of the sulfuric acid concentration. Linares et al.
[33] established that a high H2SO4 concentration inhibited the for-
mation of the arsenomolybdate but, in accordance with our results,
the H2SO4 was also the best acid for the reaction, therefore, we
studied the effect of the sulfuric acid concentration. A concentra-
tion range between 0.1 M and 1 M was evaluated. Fig. 2 shows the
obtained results when two concentrations of sulfuric acid (0.15 M
and 0.6 M) are used to form the heteropolyacids of As(V) or of P(V)
at different concentrations. The results show that, at lower sulfuric
acid concentrations, the analytical signal for As(V) is higher and it is
lower than P(V), which improves the determination of As(V). There-
fore, a 0.15 M sulfuric acid concentration was selected as optimum,
in order to carry out the analysis of As(V) in presence of P(V).

3.1.1.6. Evaluation of the temperature to quantify As(V) and P(V).
When arsenates solutions were aspirated with the same concentra-
tions as phosphates at room temperature, the reaction did not take
place. Therefore, a study to evaluate the optimum reaction temper-
ature, the rate velocity and the activation energy for As(V) and P(V)
was performed. Fig. 3A shows the As(V) plots at several concentra-
tions and at different temperatures. Fig. 3B shows the behaviour of
P(V). To calculate the apparent reaction rate (K’) some concentra-
tions absorbance at different temperatures for each analyte were
measured. The measurement was carried out by using the SIA sys-
tem and the reaction time was established in the maximum of the
SIA peak corresponding to 60 s. The apparent activation energy (E’)
was calculated after evaluating 1/T (◦K) vs log K’. The reaction rate of
each analyte at different temperatures and the activation energy are
shown in Table 2. The results show that the reaction rate increases
when the temperature also increases for both analytes. In the case
of P(V) the kinetic of reaction is similar from room temperature to

45 ◦C increasing to double at 55 ◦C. On the other hand, for As(V) the
K’ is much increased from 40 ◦C. Moreover, at room temperature the
complex is not formed at least in the time that is evaluated. Besides,
the same table shows that for As(V) form the blue complex needs
a higher activation energy than P(V), so P(V) can be quantified at
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Fig. 3. (A) Temperature evaluation at different concentrations of As(V). (�)
0.15 �g mL−1, (�) 1.5 �g mL−1, (�) 3 �g mL−1, (×) 7.5 �g mL−1, and (*) 15 �g mL−1.
(B) Temperature evaluation at different concentrations of P(V). (�) 0.5 �g mL−1,
(�)1.5 �g mL−1, (�) 3 �g mL−1, (×) 5 �g mL−1, (*) 10 �g mL−1, (•) 15 �g mL−1.

Table 2
Apparent reaction rate (K’) and apparent activation energy (E’) for As(V) and P(V).

Tempertature (◦C) K’ (s−1)

P(V) As(V)

25 4.45×10−4 –
35 4.9×10−4 5×10−5

40 n.d. 6.8×10−5

45 5.1×10−4 7.2×10−5

5
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5 9.7×10−4 2.7×10−4

ctivation energy (E’) 19.02 kJ mol−1 70.90 kJ mol−1

.d: not determined.

oom temperature with no interference of As(V) and it is showed the
nfluence of the temperature on the reaction kinetic. These graphics
lso show that the signal for As(V) begins to increase from 35 ◦C but,
lthough higher temperatures than 55 ◦C gave higher peaks, these
ere not reproducible because bubbles into SIA system appeared.
onsequently, 55 ◦C was selected as the temperature analysis for
s(V).

.1.2. Determination of As(III)

To determine As(III) using the molybdenum blue method, it is

ecessary to oxidize it into As(V). With this aim, the concentra-
ion of KIO3, the aspiration SIA sequences, as well as the injection
olume, were optimized.

able 3
haracteristics of the method for the determination of P(V), As(V) and As(III) in single sta

quationsa Analyte Sequenceb Slope Intercep

(1) P(V) 1 m1 = 0.033±0.001d b1 =−0
(2) As(V) 2 m2 = 0.0649±0.002 b2 = 0.0
(3) As(III) 3 m3 = 0.0127±0.001 b3 = 0.0
(4) P(V) 2 m4 = 0.0817±0.004 b4 = 0.0
(7) As(V) 3 m7 = 0.0255±0.002 b7 = 0.0

(10) P(V) 3 m10 = 0.0497±0.003 b10 = 0.0

a In accordance with the Sections 2.4.1–2.4.4.
b See Table 1.
c Detection limit.
d Confidence limits.
/ Talanta 78 (2009) 1069–1076 1073

3.1.2.1. Sequence of aspiration. Although the number of reagents
was increased for this analysis, we studied only three sequences,
as the KIO3 and the sample were aspirated one by one to make the
oxidation easier. Ammonium molybdate was aspirated at the end, in
accordance with the optimization for As(V). The studied sequences
were:

a) Sample–KIO3–ascorbic acid–ammonium molybdate.
b) KIO3–sample–ascorbic acid–ammonium molybdate.

(c) Ascorbic acid–sample–KIO3–ammonium molybdate.

As the highest analytical signal was in sequence (c), this one was
selected to carry out the other analyses (Table 1, sequence 3).

3.1.2.2. KIO3 concentration. The evaluated range of concentrations
was from 0.2% to 1.3%. The optimum concentration was 0.5%. The
aspiration volume was also evaluated, being the optimum value
40 �L.

3.1.2.3. Aspiration and reaction flow-rates. The aspiration flow-rate
was of 20 �L s−1 and the reaction flow-rate (delivery step) was of
15 �L s−1 to increase the reaction time with the KIO3.

3.2. Calibration graphs

Six calibration curves were made by using the sequences of
Table 1 to obtain Eqs. (1–4), (7) and (10). The slope and intersection
in zero, the correlation coefficient, the lineal range, and the detec-
tion limit are shown in Table 3. With these equations data, and
substituting them in Eqs. (5), (6), (8), (9), (11) or (12), the concen-
trations of As(V) and of As(III) in binary and ternary samples were
obtained. P(V) was always obtained by using Eq. (1) and sequence
1.

The results show that the determination of P(V) at 55 ◦C has a
sensibility 2.5 times higher than P(V) at room temperature, and 1.25
times higher than As(V) at 55 ◦C. However, the linear ranges for the
six curves are practically the same. When sequence 3 was used, the
slope was lower, as the system had one reagent more.

3.3. Validation of the method

Certificated standards of P(V), As(V) and As(III) were used to vali-
date the method. Its precision, within-laboratory reproducibility as
well as its repeatability were evaluated in a single experimental
set-up in duplicate.

3.3.1. Simple solutions

The experiments were carried out by using two concentrations

of P(V), As(V) and As(III) (2 mg L−1 and 6 mg L−1), and using the suit-
able SIA sequence. To carry out the study, two daily measurements
for each concentration were performed for seven days. Table 4
shows the results of reproducibility and repeatability, as well as the

ndard using different SIA sequences.

t Linear range (�g mL−1) r D.L. (�g mL−1)c

.002±0.007d 0.5–10 0.9995 0.37
085±0.013 0.5–10 0.9995 0.36
069±0.004 0.6–10 0.9990 0.52
133±0.020 0.6–10 0.9992 0.46
287±0.010 1–10 0.9990 0.55
065±0.021 1–10 0.9990 0.58
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Table 4
Results of the accuracy and precision in the determination of As(V), P(V) and As(III) in single, binary and ternary solutions.

Equationa Analyte Concentration (�g mL−1) Reproducibility (r.s.d.) Repeatability (r.s.d.) Accuracy (%)

1 P(V) 2 2.2 4.4 101.4
6 3.3 3.9 102

2 As(V) 2 2.8 3.5 106.2
6 2.0 1.7 101.3

3 As(III) 2 4.6 5.2 105.2
6 4.2 4.5 98.9

4 P(V) at 55 ◦C 2 1.9 2.3 100.4
6 0.7 1.4 102.1

7 As(V)b 2 2.8 2.6 99.8
6 2.6 3.2 104.6

10 P(V)b 2 1.6 2.9 97.3
6 1.3 2.1 102.4

1, 6 P(V)/As(V) 1.5/4.5 1.8/1.64 5.0/2.4 102.6/101.5
4.5/1.5 1.3/4.03 1.7/5.3 100.4/102.1

2, 9 As(V)/As(III) 1.5/4.5 1.9/1.74 2.3/2.8 101.2/98.8
4.5/1.5 2.2/3.59 2.8/4.9 98.6/96.2

1, 6, 12 P(V)/As(V)/As(III) 1.5/1.5/4.5 1.3/1.8/2.1 1.8/2.8/2.5 101.0/99.6/103.1

a
s

3

P
a
b
r
f

u
A
T
t
m
c
b
l

T
R

M

P

A

P

1.5/4.5/1.5

a Used equation to determine the concentration of each analyte.
b Using sequence 3.

ccuracy, in determining the three analytes when found in simple
amples.

.3.2. Binary and ternary solutions
In Table 4 are also shown the results of the study for two rates of

(V)/As(V), As(V)/As(III) and P(V)/As(V)/As(III). These results show
bigger error when the As(III) concentration is lower than As(V),
ecause the slope for As(III) is lower than for As(V). Even though, the
esults also show that the precision and the accuracy are adequate
or all the analyses.

Another study on recoveries was also performed in order to eval-
ate the interference between the analytes. Some ratios of P(V),
s(V) and As(III) in binary and ternary mixtures were measured.
he ratios were selected in accordance with the lineal range from
he different calibration graphs. So, the total concentration of the
ixtures could not be higher than 9 �g mL−1 and the minimum
oncentration used for any analyte had to be higher than 1 �g mL−1

ecause at concentrations lower than 1 �g mL−1 the confidence
imits from calibrations graphs are higher. In Table 5, these results

able 5
ecoveries study in binary and ternary mixtures.

ixture Rate Recovery (%)

P(V) As(V) As(III)

(V)/As(V) 1:1 102.4±1.0 101.0±0.4
1:3 104.2±0.5 102.0±0.8
1:5 95.7±0.8 100.2±0.5
3:1 101.8±0.6 106.6±0.3
5:1 98.8±0.3 108.6±0.2

s(V)/As(III) 1:1 101.2±1.1 94.3±0.2
1:3 99.5±0.5 104.8±0.6
1:5 96.2±0.2 101.6±0.1
3:1 102.2±0.3 90.5±1.0
5:1 97.2±0.1 85.6±0.6

(V)/As(V)/As(III) 1:1:1 106.1±0.2 102.5±0.2 93.3±0.3
1:1:2 107.1±0.6 104.9±0.6 107.6±0.6
1:1:5 102.1±1.4 98.5±0.2 108.4±0.3
3:3:1 99.2±0.3 104.2±1.1 91.6±0.2
1:5:1 105.1±0.5 102.3±0.5 85.3±0.3
5:1:1 97.6±0.6 98.3±0.3 95.1±0.3
1.5/1.6/2.6 1.8/2.1/3.2 100.2/101.0/96.8

show that when As(V)/As(III) rate is 3:1 or 5:1, the recoveries for
As(III) are lower than As(V) and decrease down to 85%. Therefore,
although the quantification of As(III) in binary or ternary samples
is acceptable, it improves when the concentration is higher than
As(V). On the other hand, the determination of P(V) and of As(V) in
binary and ternary samples has a higher precision.

Therefore, the SIA manifold allows the analysis of the three
analytes in mixtures with a sample throughput of 27 determina-
tions h−1.

A few calibration graphs during the tests of validation were built
to evaluate their stability. Standards of P(V), As(III) and As(V) at
different concentrations were evaluated every week to assure the
precision and accurate from the graphs. The values were always
between 96% and 103% for simple solutions and between 87% and
110% for binary and ternary mixtures for ratios between 1:1 and
5:1. The slope and the intercept values from calibration equations
were always into the precision range of them.

3.4. Analysis of samples

Samples of mine tailings and arsenopyrite were analyzed to
measure bioavailable soluble arsenic. Five tailings from three min-
ing zones in Mexico were analyzed: two samples from the southern
zone (S), one sample from the northern (N) and two samples from
the central one (C).

All the samples were analyzed in duplicate, and 1.5 �g mL−1

As(V) and P(V) and 2 �g mL−1 As(III) were added for the recovery
studies. Table 6 shows the concentrations found for soluble arsenic
in the analyzed tailings samples, as well as for the arsenopyrite.
The pH, the colour and the redox potential of the studied tailings
are also reported and, also in the same table, the obtained results
by atomic absorption are shown.

As silicates are also interferences in the molybdenum blue reac-
tion, some tests adding 0.25% oxalic acid [29] to the extracts were
performed. The signals were the same when oxalic acid was not

added because the silicates were not dissolved when the extraction
took place.

Tailings from northern and central zones were brown and grey,
and the redox potential was close to 350 mV (reported with regards
to standard hydrogen electrode, HNE) with a pH between 5 and
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Table 6
Determination of soluble arsenic in tailings and arsenopyrite by the proposed SIA method.

Sample Colour pH E (mV)a Concentration in the
extractsb (�g mL−1)

Concentration in the
tailings (mg kg−1)

Recoveries (%) AAc (mg kg−1)

P(V) As(V) P(V) As(V) P(V) As(V) As(III)

N1 Brown 8.0 377 0.58±0.02 <D.L. 11.6 – 96.3 88.6 95.2 –
N2 Brown 7.6 396 0.46±0.03 <D.L. 9.2 – 92.1 90.5 92.4 –
C1 Grey 5.3 402 1.02±0.13 <D.L. 20.4 – 98.6 100.6 100.3 –
C2 Grey 5.6 415 0.96±0.05 <D.L. 19.2 – 101.3 101.2 102.6 –
C3 Brown 6.2 312 0.71±0.07 <D.L. 14.2 – 100.3 100.0 104.5 –
C4 Brown 6.5 320 0.59±0.05 <D.L. 11.8 – 104.6 99.8 98.4 –
S1 Yellow 2.4 730 0.97±0.04 2.29±0.20 19.4 45.08 99.4 105.9 96.8 44.20
S2 Yellow 2.7 753 0.96±0.06 2.09±0.05 19.2 41.80 97.6 101.3 97.5 43.00
S3 Yellow 3 702 1.91±0.10 7.46±0.16 38.2 149.20 103.2 99.1 92.1 146.00
S4 Yellow 2.9 702 1.99±0.15 6.98±0.12 39.8 139.60 98.2 102.2 93.4 140.00
1d – – – <D.L. 2.85±0.15 – 28.50e 100.6 100.3 96.1 30.00
2d – – – <D.L. 2.80±0.13 – 28.40e 101.8 98.2 103.5 29.00

a Potential reported with regards to standard hydrogen electrode (ENH).
b determ
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Proposed method. The results are the average and standard deviation for three
c Concentration in the extracts by absorption atomic: Varian SpectrAA 110, empty
d Arsenopyrite.
e Concentration (w/w).

. These results indicated that tailings were fresh and, therefore,
he soluble arsenic concentration should have been low. This was
onfirmed with the obtained results, where the soluble arsenic
oncentration was very low indeed. It was possible because the
xidation process was incipient, (because of the freshness of the
ailings) and, besides, because they were stabilized by a high per-
entage of calcite.

The tailings from the southern zone were old and their colour
as yellow. The pH was lower than 3, and the redox potential close

o 700 mV (HNE). Therefore, they were oxidized and the soluble
rsenic concentration had turned higher. In oxidized tailings the
xidation of the arsenal pyrite is made easier from As(0) to As(V)
34]:

FeAsS+ 13O2 + 6H2O↔ 4Fe2+ + 4SO2−
4 + 4H3AsO4

Authors as Foster et al. [35] analyzed mine tailings using an X-ray
bsorption near edge structure (XANES) spectroscopy, and found
hat the dominating oxidation state is the As(V) in oxidized mine
ailings.

The results show that soluble arsenic from extracts was found
s As(V) and not as As(III), because the AAS results for total arsenic
rom extracts were similar to As(V), which also shows that the
roposed method is suitable enough to determine bioavailable sol-
ble arsenic in tailings. On the other hand, the extraction method
lso makes the oxidation from arsenic to As(V) easier, because the
xtraction process was carried out at room temperature in open
onditions for 24 h. Moreover, when the extraction was finished,
NO3 was added to the extracts to avoid the arsenic precipita-

ion, and therefore the oxidation of the As(III) was improved. With
egard to the arsenopyrite mineral, the results showed an approx-
mate arsenic value of 30%, which is very close to the percentage
f arsenic in these minerals. In this case, the mineral was digested
nd, therefore, all the arsenic was oxidized into As(V).

Besides, the S3 and S4 tailings were considered “hazardous
esidues” in accordance with the Official Mexican Norms NOM-052-
EMARNAT-1993 [36] and the NOM-141-SEMARNAT-2003 [31],
hich establish that if the extract contains≥5 mg L−1 of arsenic, the
aterial may be considered a “hazardous residue due to its toxicity

or the environment”.
. Conclusions

The obtained results of soluble arsenic in tailings using the
roposed method were very similar to those obtained by AAS. [
inations by extract.
ode lamp of arsenic, lengthwave: 193.7 nm, flame: air/acetylene.

Therefore, it is possible to state that the molybdenum blue SIA
method is an excellent choice to quantify soluble arsenic without
P(V) interference. On the other hand, the obtained results about the
validation of the SIA method proved to be precise and accurate and,
besides, it was made possible to automatize all the analysis with a
simple manifold. The values found for the apparent activation ener-
gies show the relation between the temperature and the complex
formation for As(V) and P(V), which allows the quantification of
these in mixtures when different temperatures are used. Although
it is necessary to build some calibration curves to determine both
three analytes with the proposed SIA method, it is stable and repro-
ducible and the graphs are allowed to be used for a long time,
besides the analysis is fast with a sample throughput of 27 h−1. The
method is not only suitable for other kinds of samples, where only
one of the three analytes is measured, but also for more complex
samples where one, two or the three analytes are present.

Moreover, the proposed method is a good option for determining
bioavailable arsenic in mine tailings, and at the same time minimiz-
ing pollution, due to its low levels of generated waste in comparison
to other methods.
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a b s t r a c t

A novel and effective electrochemical immunosensor for the rapid determination of �-fetoprotein
(AFP) based on carbon paste electrode (CPE) consisting of room temperature ionic liquid (RTIL) N-
butylpyridinium hexafluorophosphate (BPPF6) and graphite. The surface of the CPE was modified with
gold nanoparticles for the immobilization of the �-fetoprotein antibody (anti-AFP). By sandwiching the
antigen between anti-AFP on the CPE modified with gold nanoparticles and the secondary antibody,
eywords:
lectrochemical immunoassay
-Fetoprotein (AFP)
arbon paste electrode (CPE)
old nanoparticle

polyclonal anti-human-AFP labeled with horseradish peroxidase (HRP-labeled anti-AFP), the immunoas-
say was established. The concentration of AFP was determined based on differential pulse voltammetry
(DPV) signal, which was generated in the reaction between O-aminophenol (OAP) and H2O2 catalyzed by
HRP labeled on the sandwich immunosensor. AFP concentration could be measured in a linear range of
0.50–80.00 ng mL−1 with a detection limit of 0.25 ng mL−1. The immunosensor exhibited high sensitivity

ould
oom temperature ionic liquid (RTIL)
-Aminophenol (OAP)

and good stability, and w

. Introduction

Due to the highly sensitive and selective nature of the recogni-
ion between antigens and antibodies (Ab), immunoassays are very
seful in many fields such as medical detection, processing quality
ontrol and environmental monitoring [1]. Conventional methods
sed in immunoassays, including enzyme-linked immunosorbent
ssay (ELISA), immunoradiometric assay (IRMA) and single radial
mmunodiffusion, usually have various limitations such as rely-
ng on the label of either antigen or antibody, radiation hazards,
ong analysis time, expensive instruments and skillful operators
2]. New techniques, such as electrochemistry [3], chemilumines-
ence [4], piezoelectricity [5] and surface plasmon resonance [6],
ave attracted extensive interests in immunoassays due to their
imple and specific characteristics. Among these techniques, elec-
rochemical immunoassay has received much attention for its high
ensitivity and low cost. In electrochemical immunoassays, the
arget specific ligands must be effectively immobilized on the
lectrode surface and the analytes must be able to access their

mmobilized recognition couple under satisfactory frequency with-
ut severe steric hindrance and nonspecific binding [7]. Thus, the
esign and implementation of a unique sensing surface for facile

igand functionalization and biospecific interaction are crucial.

∗ Corresponding author. Tel.: +86 10 62792343; fax: +86 10 62792343.
E-mail address: jmlin@mail.tsinghua.edu.cn (J.-M. Lin).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.036
be valuable for clinical assay of AFP.
© 2009 Elsevier B.V. All rights reserved.

Carbon paste electrode (CPE), which was made up of carbon
particles and organic liquid, has been widely applied in the elec-
troanalytical community due to its low cost, ease of fabrication,
high sensitivity for detection and renewable surface [8–13]. Gen-
erally, the organic liquid, as a binder component in the pastes,
is a non-conductive mineral oil, which to some extent weakens
the electrochemical response of CPE, thus is especially disadvan-
tageous for the detection. Room temperature ionic liquids (RTILs),
possessing unique properties such as negligible vapor pressure,
wide potential windows, high thermal stability and high viscos-
ity and good conductivity and solubility, have been developed
and received much attention in many areas in chemistry study
and electrochemical industry [14–16]. Several groups have utilized
RTILs as alternative medias for biocatalysis [17,18]. Our group has
constructed an excellent electrochemical biosensor based on RTIL
(BPPF6), sodium alginate (SA) and graphite for the determination
of H2O2 [19]. Electrodepositing gold nanoparticles onto the sur-
face of the CPE was another strategy to enhance the sensitivity of
the immunosensor. Many works had been conducted to construct
the immunosensor using CPE modified with gold nanoparticles
[20–26]. However, to the best of our knowledge, none immunosen-
sor based on CPE modified with RTIL and gold nanoparticles has

been reported.

As a well-known tumor marker, �-fetoprotein (AFP) is widely
used for the diagnosis of patients with germ cell tumors and hepa-
tocellular carcinoma [27–29]. Thus, it is necessary to detect AFP for
the clinical diagnosis, especially for early detection of liver carci-
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oma. In recent years, numerous immunological methods for AFP
etection have been described [30–33]. Liu and co-workers has
roposed a novel reusable electrochemical immunosensor for AFP
ased on phenylboronic acid monolayer on gold [34]. Yuan and
o-workers has constructed some electrochemical immunosen-
ors based on gold nanoparticles, silver nanoparticles and CdS
anoparticles with the detection limits ranging from 0.12 to
.4 ng mL−1 [35–38]. Ye et al. developed novel fluorescent Tb3+

helate-doped silica nanoparticles with surfacing amino groups
or time-resolved fluoroimmunoassay of human AFP. The assay
esponse is linear from 0.10 to about 100 ng mL−1 with the detec-
ion limit of 0.10 ng mL−1 [39]. Zhang et al. has developed a new
oltammetric enzyme-linked immunoassay system of 3-hydroxyl-
-aminopyridine (HAP)–H2O2–horseradish peroxidase (HRP) for
he assay of AFP in human serum ranging from 0.1 to 200 ng mL−1

ith a detection limit of 0.1 ng mL−1 [40].
In this study, a novel electrochemical immunosensor based on

TIL (BPPF6), gold nanoparticles and graphite was constructed for
he determination of AFP. It was expected that replacing silicone
il with BPPF6 would enhance the current intensity, and the gold
anoparticles on the surface of the electrode could amplify the
ignal significantly. Moreover, the electrochemical immunosensor
ould also be renewed easily by mechanical polishing whenever
eeded.

. Experimental

.1. Materials

An AFP ELISA kit, containing a series of AFP standard solu-
ions and polyclonal anti-human-AFP antibody labeled with
orseradish peroxidase (HRP-labeled anti-AFP), was purchased

rom Zhengzhou Bosai Biotechnology (China). Anti-mouse-AFP
onoclonal Ab (AFP-McAb) was purchased from Meiao Biotech-

ology (China). Bovine serum albumin (BSA)-fraction was from
iBi Chemistry Preparation (China). O-Aminophenol (OAP) was
btained from Beijing Hengyezhongyuan Limited (China). H2O2
Shanghai Chemical Plant, China) was of analytical grade and
sed as received. 1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide
olution (EDC) and N-hydroxysuccinimide solution (NHS) were
urchased from Sigma. The ionic liquid N-butylpyridinium hex-
fluorophosphate (BPPF6, 97%, melting point 65 ◦C) was purchased
rom Hangzhou Chemer Chemical Limited (China). Graphite pow-
er (average particle size 30 �m) was obtained from Shanghai
olloid Chemical (China) and used without further treatment. The
upporting electrolyte solution was 0.1 M phosphate buffered saline
PBS, pH 7.5) containing 0.1 M KCl. All other reagents used were
f analytical grade and doubly distilled water was used through-
ut.

.2. Apparatus

Cyclic voltammetry (CV) was performed on a CHI 832B elec-
rochemical analyzer (Shanghai ChenHua Instrument, China) with
three-electrode system composed of a platinum wire as auxil-

ary electrode, an Ag/AgCl/KCl (sat) electrode as reference electrode
nd the HRP-anti-AFP/CILE as working electrode. Electrochemi-
al impedance spectroscopy (EIS) was carried out on CHI 660C
lectrochemical analyzer (Shanghai Chenhua Instrument Com-
any, China) with the same three-electrode system described
bove. All the electrochemical experiments were performed at an

mbient temperature of 25±2 ◦C. Scanning electron microscopy
SEM) measurements were carried out on a JSM-6700F scanning
lectron microscope (Japan Electro Company). Gold nanoparti-
les deposition was made on Potentiostat/Galvanostat Model 263A
America).
(2009) 1148–1154 1149

2.3. Procedure

2.3.1. Construction of CPE and CILE
The ionic liquid carbon paste electrode (CILE) was fabricated

with the following procedure: 9 g graphite powder, 3 g ionic liq-
uid BPPF6 (mp 65 ◦C) and 3 g paraffin were hand-mixed thoroughly
in a mortar and heated at a temperature of 80 ◦C to form a homoge-
neous carbon paste. A portion of the carbon paste was filled firmly
into one end of a glass tube (inner diameter 0.35 cm), and a copper
wire was inserted through the opposite end to establish an electri-
cal contact. It was then left to cool to room temperature. Prior to
use, a mirror-like surface was obtained by smoothing the electrode
on a weighing paper.

2.3.2. Electrodeposition of gold nanoparticles onto CILE
The CILE was immersed into 6 mM HAuCl4 solution contain-

ing 0.1 M KNO3 (prepared in doubly distilled water, and deaerated
by bubbling with nitrogen). A constant potential of −0.4 V ver-
sus Ag/AgCl was applied for 400 s. Then, the modified electrode
(nano-Au–CILE) was washed with doubly distilled water and dried
carefully. The electrode was characterized by cyclic voltammetry in
0.1 M HCl and SEM.

2.3.3. Fabrication of the immunosensor
The nano-Au/CILE was electrochemically cleaned by cyclic scan-

ning with a potential range of 0.1–1.5 V in 0.1 M H2SO4 at a scan
rate of 0.1 V s−1. The nano-Au/CILE was first dipped in 5 mM thio-
glycolic acid (TGA) aqueous solution for 24 h to form self-assembled
monolayer, and then rinsed thoroughly with doubly distilled water
to remove extra TGA. The electrode was inverted and activated by
being rinsed in 20 �L of solution containing EDC and NHS in 50 mM
PBS (pH 7.0), and then evaporated to dryness. After rinsing, the
�-fetoprotein immunosensor has developed by covalently conju-
gating AFP-McAb with TGA on the Nano-Au covered electrode. The
unreacted TGA-activated surface groups were subsequently pas-
sivated by reaction with 1% (w/w) BSA at room temperature for
2 h.

The AFP immunosensor was based on a sandwich immunoas-
say method. Before measurement, it was incubated with different
concentrations of AFP and excessive HRP labeled AFP antibody
in turn at 37 ◦C for 0.5 h, and the formed immunoconjuga-
tion in the immunosensor was detected in an OAP–H2O2–HRP
electrochemical system. The fabricated AFP immunosensor was
stored at 4 ◦C when not in use. The fabrication process is shown
in Scheme 1.

2.3.4. Electrochemical measurements
The electrochemical characterizations and measurements on

the modified electrode were carried out using cyclic voltammetry
and differential pulse voltammetry (DPV) from−0.6 to 0.1 V (versus
Ag/AgCl) in 2 mL of 0.1 M PBS containing 5 mM OAP and 1 mM H2O2
at room temperature. The EIS were performed in a solution of 0.01 M
PBS (7.4) containing 0.1 M KCl and 5 mM Fe(CN)6

3−/Fe(CN)6
4− with

the frequencies ranging from 1 to 104 Hz.

3. Results and discussion

3.1. Morphologies of the different electrodes

The response of a biosensor is related to its physical morphology.
The SEM of CPE, CILE, nano-Au/CILE and HRP-Ab/AFP/Ab/TGA/nano-

Au/CILE were shown in Fig. 1. Significant differences in the surface
structure of CPE and CILE are observed. The surface of the CPE was
predominated by isolated and irregularly shaped graphite flakes
and separated layers were seen (Fig. 1A). The SEM image of CILE
showed more uniform surface and no separated carbon layers could
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Scheme 1. Schematic illustration of the

e observed in Fig. 1B. It was shown that a mass of RTIL had been
mbedded in carbon layers [41]. As a liquid with good conduc-
ivity and high viscosity, RTIL is capable of better dispersing the
raphite powder in the paste than the conditional paraffin, thus
ould better bridge the graphite flakes. multilayer nanoparticles
ith an irregular distribution and interstices among the nanopar-

icles were observed in SEM image of the nano-Au/CILE (Fig. 1C),

xhibiting large surface area. Quite different aggregative morphol-
gy was shown in Fig. 1D, showing HRP-Ab/AFP/Ab complex had
een formed on gold nanoparticles, and the surface area of the
lectrode increased further.

Fig. 1. SEM images of the different types of modified electrodes: (A) CPE;
ise immunosensor fabrication process.

3.2. Deposition of gold nanoparticles on the CILE

Nano-Au was electrochemically deposited on the surface of CILE
at the potential of−0.4 V. The amount of nano-Au deposited can be
determined and controlled by the electric quality passing through
the cell. The nano-Au film on CILE was electrochemically charac-
terized using CV in 0.1 M HCl at a scan rate of 0.1 V s−1, as shown

in Fig. 2b. For comparison, the voltammogram of bare CILE with
the same geometric surface area is also presented in Fig. 2a. Nano-
Au reduction started at about 1.0 V, showing two reductive current
peaks.

(B) CILE; (C) nano-Au/CILE; (D) HRP-Ab/AFP/Ab/TGA/nano-Au/CILE.
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[44]. Subsequently, after McAb, AFP and HRP-Ab were immobi-
lized on the electrode surface, the Ret increased again. The results
were consistent with the CV curves shown in Fig. 3A. In comparison
with CV, the EIS presented more apparent differences to multilayers
deposited on the CILE, indicating better sensitivity.
ig. 2. Cyclic voltammograms (CV) for (a) bare CILE; (b) nano-Au/CILE; (c) nano-
u/CPE in 0.1 M HCl at a scan rate of 0.1 V s−1.

From experimental results and related documents [42], the fol-
owing electrode mechanism can be proposed:

Oxidation process at 1.21 V

unano+H+ +4Cl− −3e−→ AuCl4− +H+

Reduction processes at 0.64 and 0.88 V

uCl4− + e−→ AuCl3− +Cl−

uCl3− +2e−→ Aunano+3Cl−

For comparison, the CV pattern of nano-Au modified CPE (i.e.
ithout RTIL) was shown in curve c. It can be clearly seen that

he peak positions were similar to those in curve b, but the peak
urrents was about just a quarter of the latter’s, showing the con-
uctivity of nano-Au modified CILE was much higher than that of
ano-Au modified CPE.

.3. Electrochemical characteristics of the CILE surface

All electrochemical measurements were performed in 0.01 M
BS solution containing 0.1 M KCl and 5 mM Fe(CN)6

3−/4−. The
V of ferricyanide was chosen as a marker to investigate the
hanges of the electrode behavior before and after each assem-
ly step. Fig. 3A shows the CV of Fe(CN)6

3−/4− at the bare CILE
curve a), nano-Au/CILE (curve b), TGA/nano-Au/CILE (curve c),
b/TGA/nano-Au/CILE (curve d), AFP/Ab/TGA/nano-Au/CILE (curve
), HRP-Ab/AFP/Ab/TGA/nano-Au/CILE (curve f), respectively. As
hown in Fig. 3A, it was observed that the peak current of
ano-Au/CILE greatly increased after the modification of nano-Au.
bviously, the nano-Au film increase of conductivity and stability.
oreover, three-dimensionally ordered nano-Au film electrode had
much larger effective surface area than the geometrical surface

rea, as a result of the efficient alignment of the McAb molecules.
tepwise modifications on the nano-Au/CILE was accompanied by
ecreases in amperometric response and increases in the peak-to-
eak separation between the cathodic and anodic waves of the
edox probe, showing that the electron-transfer of Fe(CN)6

3−/4−

as obstructed. After the nano-Au film electrode was functional-
zed with TGA, the electron transfer between the electrochemical
robe and electrode surface was inhibited, owing to the elec-
rostatic repulsion between TGA with negative charges and the

egatively charged electrochemical probe. When McAb, AFP and
RP-Ab were immobilized on the electrode surface in turn, the peak
urrents of the redox couple of Fe(CN)6

3−/4− decreased further.
EIS is an effective tool for studying the interface properties

f surface-modified electrodes. The typical impedance spectrum
(2009) 1148–1154 1151

(presented in the form of the Nyquist plot) includes a semicircle
portion at higher frequencies corresponding to the electron-
transfer-limited process and a linear part at lower frequency range
representing the diffusion limited process. The semicircle diameter
in the impedance spectrum equals the electron-transfer resistance,
Ret. This resistance controls the electron-transfer kinetics of the
redox probe at the electrode interface. Therefore, Ret can be used to
describe the interface properties of the electrode. Its value varies
when different substances that are adsorbed onto the electrode
surface [43]. The complex impedance was displayed as the sum
of the real and imaginary components (zre and zim). To obtain
the detailed information of the impedance spectroscopy, a simple
equivalent circuit model was used to fit the results. Fig. 3B showed
the impedance spectra observed upon the stepwise modification
process. The CILE revealed a very small semicircle domain (curve
a), implying a very low electron-transfer resistance of the redox
probe. After the CILE was modified with nano-Au, the Ret was a
smaller semicircle domain near to linear (curve b), showing that
the nano-Au/CILE promoted conductivity. When the electrode was
conjugated with TGA, the Ret slightly increased (curve c). This was
attributed to that the self-assembled layer of COO− terminal groups
on the electrode surface generated a negatively charged surface,
which reduced the ability of the redox probe to access the layer
Fig. 3. Cyclic voltammograms (CV) curves (A) and electrochemical impedance
spectroscopy (B) of different electrode in PBS (10 mM, pH 7.4) solution contain-
ing 0.1 M KCl and 5 mM Fe(CN)6

3−/Fe(CN)6
4−; (a) bare CILE; (b) nano-Au/CILE;

(c) TGA/nano-Au/CILE; (d) Ab/TGA/nano-Au/CILE; (e) AFP/Ab/TGA/nano-Au/CILE; (f)
HRP-Ab/AFP/Ab/TGA/nano-Au/CILE. Scan rate: 0.1 V s−1, quiet time: 2 s.
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Scheme 2. Response mech

.4. CV behavior of the HRP-anti-AFP modified electrodes

It is well known that HRP can catalyze the oxidation reac-
ion of OAP by H2O2. The mechanism of enzymatic catalysis
nd oxidation has been described previously [45]. A possible
echanism of reaction of H2O2 catalyzed by HRP is proposed

n Scheme 2. Fig. 4 showed the CV of various electrodes in
ifferent solutions. No response of the CILE was observed in
he absence of OAP and H2O2 in 0.1 M pH 7.5 PBS (curve a).

hereas, the CV of CILE showed a pair of obvious redox peaks
t −0.25 and −0.34 V (curve b). As three-dimensionally ordered
ano-Au/CILE had not only good conductivity and stability, but
lso a much larger effective surface area, the peak currents of
he redox couple became bigger than the bare CILE. But the
eak-to-peak separation between the cathodic and anodic waves

ncreased slightly. As to the HRP-Ab/AFP/Ab/TGA/nano-Au/CILE, the
edox current attributed to the catalytic process of HRP at the
mmunosensor increased (curve c). The increased current response
ndicated the direct electron-transfer of HRP with the aid of nano-
u.

.5. Influence of the scan rate

Typical CV curves of the HRP-Ab/AFP/Ab/TGA/nano-Au/CILE in
.1 M PBS (pH 7.5) containing 5.0 mM OAP and 1 mM H O at dif-
2 2
erent scan rates were shown in Fig. 5. It can be seen that a pair
f roughly symmetric anodic and cathodic peaks appeared with
lmost equal peak currents in the scan rate range from 0.03 to
.45 V s−1. The peak-to-peak separation also increased with the

ig. 4. Cyclic voltammograms (CV) of different electrodes: (a) bare CILE in PBS (0.1 M,
H 7.5); (b) bare CILE in PBS (0.1 M, pH 7.5) containing 5 mM OAP and 1 mM H2O2;
c) nano-Au/CILE in PBS (0.1 M, pH 7.5) containing 5 mM OAP and 1 mM H2O2; (d)
RP-Ab/AFP/Ab/TGA/nano-Au/CILE in PBS (0.1 M, pH 7.5) containing 5 mM OAP and
mM H2O2. Scan rate: 0.10 V s−1, quiet time: 2 s.
of HRP to H2O2 and OAP.

scan rate. A good linear relationship was found for the peak current
and scan rate, with the results shown in Fig. 5 (upper left inset). The
reduction and oxidation peak currents rise linearly with the linear
regression equations as ipc (10−4 A) = 7.4276�1/2 (V s−1)1/2−0.2494
(n = 10, � = 0.9987), ipa (10−4 A) =−10.077�1/2 (V s−1)1/2−0.6483
(n = 10, � = 0.9994), respectively, suggesting that the reaction is
a quasi-reversible diffusion-controlled behavior with an electron
transfer process.

3.6. Optimization of experimental conditions

The experimental conditions, which can affect the amperomet-
ric determination of AFP, including the time of electrodeposition,
the pH of supporting electrolyte, the incubation temperature and
time of immunoreaction were optimized.

The peak current increased with the deposition time. When the
deposition time reached 400 s, at the potential of −0.4 V (versus
Ag/AgCl) in 6 mM HAuCl4, the nano-Au/CILE surface was found to
be best and the current response in 0.1 M HCl increased slightly. So
the electrodeposition time optimum was 400 s (Fig. 6A).

The acidity of the solution greatly affects the enzyme activity. So
the pH value of substrate solution was the important factor to the
current response. The influence of the pH of the assay solution in
0.1 M PBS containing 5 mM OAP and 1 mM H2O2 was investigated.
The pH optimum was 7.5. Thus, pH 7.5 (Fig. 6B) was fixed for the

rest of the experiments.

The influences of the antigen–antibody incubation temperature
and time on the amperometric responses were also studied. The
optimum conditions were 37 ◦C and 0.5 h (Fig. 6C and D).

Fig. 5. Cyclic voltammograms (CV) of HRP-Ab/AFP/Ab/TGA/nano-Au/CILE in 0.1 M
PBS (pH 7.5) containing 5.0 mM OAP and 1 mM H2O2 at: (a) 0.03; (b) 0.05; (c) 0.10;
(d) 0.15; (e) 0.20; (f) 0.25; (g) 0.30; (h) 0.35; (i) 0.40; (j) 0.45 V s−1. The inset show a
calibration plot of peak current versus scan rate.
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Fig. 6. Optimization of experimental conditions. (A) The time of electrodeposi

.7. Analytical performance

Under the optimized experimental conditions mentioned above,
he relationship between the peak current and the concentration
f AFP was investigated. As presented in Fig. 7, the amperometric
esponse increased with the increase of AFP concentration from 0.5
o 80 ng mL−1 with a correlation coefficient of 0.9948. The regres-

ion equation was �i (10−4 A) = 0.1655C (ng mL−1) + 2.1453, where
is the current intensity, and C is the AFP concentration. The detec-
ion limit (3�, n = 11) is estimated to be 0.25 ng mL−1. A series of 11
epetitive measurements of 1.0 ng mL−1 AFP are used for estimat-

ig. 7. The differential pulse voltammograms (DPV) of different AFP concentration
btained at HRP-Ab/AFP/Ab/TGA/nano-Au/CILE in PBS (0.1 M, pH 7.5) containing
mM OAP and 1 mM H2O2; (a) 0.5; (b) 1; (c) 10; (d) 20; (e) 30; (f) 40; (g) 50; (h) 60;

i) 70; (j) 80 ng mL−1. The inset show a calibration plot of peak current versus OAP
oncentration.
B) the pH of supporting electrolyte; (C) the incubation temperature; (D) time.

ing the precision and the relative standard deviation (R.S.D.) is 2.3%,
indicating an acceptable level of the precision for the immunoassay.

3.8. Selectivity and stability of immunosensor

Selectivity is also important in practical use of the biosen-
sors. The specific analyte has to be measured in the presence of
a relatively high amount of nonspecific species in diagnostic appli-
cations. In this study, four kinds of potentially interferent, including
l-glutamic acid, BSA, hemoglobin and d-glucose were used to eval-
uate the selectivity of the immunosensor. 50 ng mL−1 AFP was
detected with the established sensor in the presence of these inter-
ferents of various concentrations ranging from 1 to 10 �g mL−1

under the optimized situation. The responses, shown as the rela-
tive value to that generated by mere 50 ng mL−1 AFP, was shown in
Table 1. It can be seen that the interferents of relatively high concen-
trations only posed negligible affection on AFP detection, showing

the established sensor had high selectivity.

The storage stability of the sensor was studied by storing it at
4 ◦C when not in use and measured intermittently. Five days later
the response of the sensor still retained 96% and after two weeks the
response still retained 90% of the initial. The good stability could be

Table 1
The relative responses of 50 ng mL−1 AFP in the presence of interferent on the estab-
lished sensor (compared to the response mere 50 ng mL−1 AFP)*.

Interferents Concentrations (�g mL−1) Relative responses

l-Glutamic acid 1 0.9974
BSA 10 0.9743
Hemoglobin 140 1.003
d-Glucose 1 0.9865

* Each value is the average of three measurements.
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Fig. 8. Correlation of proposed electrochemical immunoassay for human serum
samples against ELISA.

Table 2
AFP concentration in clinical sera.

Sample Proposed method (ng mL−1) ELISA (ng mL−1) Relative deviation (%)

1 283.4 264.3 7.2
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13.76 14.91 −7.7
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igher serum AFP levels could be detected with an appropriate dilution.

ue to the good biocompatibility of the nano-Au film aqueous solu-
ion. Moreover, the nanostructure of Au greatly enhances the active
urface available for protein molecules binding over the geometrical
rea.

.9. The corelationship of electrochemical immunosensor and
LISA for detection of AFP in clinical serum samples

Some clinical sera were analyzed using the electrochemical
mmunosensor as well as the reference ELISA. The calibration curve
etween proposed method and ELISA was shown in Fig. 8. The
egression equation could be expressed as Y = 0.9722X + 0.3685 (X
as the concentration of AFP detected by the proposed method,
g mL−1, Y was the concentration of AFP detected by ELISA method,
g mL−1, n = 7, � = 0.9933). In order to assess the accuracy and
pplicability of the present method, three serum samples were
etermined and the results were compared with the standard ELISA
ethod (Table 2). It can be seen obviously that this developed elec-

rochemical immunoassay may provide an alternative method for
iver cancer biomarkers diagnosis in clinical analysis.

. Conclusion

In the present work, novel immunosensor based on CPE

onstructed of RTIL and gold nanoparticles was used for electro-
hemical determination of human AFP. The combination of the good
onductivity of RTIL and the advantages of the gold nanoparticles,
ncluding biocompatibility and amplification, enhanced the sensi-
ivity of the immunosensor significantly. The results showed that

[
[

[
[

(2009) 1148–1154

the method was simple and sensitive enough for determination of
AFP in human serum samples with good precision and accuracy.
It can be expected that the new immunoassay would be widely
useful for highly sensitive clinical analysis and other biotechnology
applications.
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Ionic liquids (ILs) solutions as solvents were successfully applied in the microwave-assisted extraction
(MAE) of polyphenolic compounds from medicinal plants. ILs, its concentration and MAE conditions were
investigated in order to extract polyphenolic compounds effectively from Psidium guajava Linn. (P. guajava)
leaves and Smilax china (S. china) tubers. The results obtained indicated that the anions and cations of
ILs had influences on the extraction of polyphenolic compounds as well as the ILs with electron-rich
aromatic �-system enhanced extraction ability. Under the optimized conditions, the extraction yields of
onic liquids
icrowave-assisted extraction

olyphenolic compounds
edicinal plants

the polyphenolic compounds were in the range of 79.5–93.8% with one-step extraction, and meanwhile
the recoveries were in the range of 85.2–103% with relative standard deviations (R.S.D.s) lower than
5.6%. Compared to conventional extraction procedures, the results suggested that the proposed method
was effective and alternative for the extraction of polyphenolic compounds from medicinal plants. In
addition, the extraction mechanisms and the structures of samples before and after extraction were also
investigated. ILs solutions as green solvents in the MAE of polyphenolic compounds from medicinal plant

romi
samples showed a great p

. Introduction

Ionic liquids (ILs) are composed of organic cations and inor-
anic or organic anions and are liquid near room temperature (or
y convention below 100 ◦C). They have been proposed as greener
lternatives to volatile organic solvents thanks to their unique
haracteristics: negligible vapor pressure, good thermal stability,
ery wide liquidus range, good dissolving and extracting ability,
xcellent microwave-absorbing ability, designable structures and
mong others [1–4]. In recent years, ILs have been received much
ttention as neoteric solvents in various applications including
atalysis, synthesis, industrial cleaning, extraction and separation
4–8].

Applications of ILs in sample preparation have shown great
romising prospect [7–10], which includes liquid–liquid extrac-
ion, liquid-phase microextraction, solid-phase microextraction
nd aqueous two-phase systems extraction, for that ILs could alle-
iate environmental pollution and improve the selectivity and the

xtraction yields of interesting compounds in sample pretreatment
rocesses in comparison to conventional organic solvents. Con-
idered that ILs as solvents and co-solvents can efficiently absorb
icrowave energy [2] and at the same time microwave-assisted

∗ Corresponding author. Tel.: +86 20 84035156; fax: +86 20 84112245.
E-mail address: cesgkl@zsu.edu.cn (G.-K. Li).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.040
sing prospect.
© 2009 Elsevier B.V. All rights reserved.

extraction (MAE) is an attractive and rapid sample preparation
technique [11], it is a rather interesting project that ILs solution
as solvent is applied in the MAE of various useful substances
from solid samples. Recently, 1-n-butyl-3-methylimidazolium-
based ionic liquids aqueous solutions as solvents were investigated
in the extraction of trans-resveratrol from Rhizma Polygoni Cuspi-
dati [9] and alkaloids from medicinal plants [10,12], indicating that
ILs had potential applications in the MAE of useful substances from
medicinal plants.

Many medicinal plants contains various bioactive compounds,
such as polyphenolic compounds, nitrogen compounds, vitamins,
terpenoids and some other endogenous metabolites, and have been
used for pharmaceutical and dietary therapy for several millen-
nia [13]. Psidium Guajava Linn. (P. guajava) leaves and Smilax china
(S. china) tubers are two popular and important herbal medicines,
the extracts have multiple therapeutic effects and pharmacological
activities, such as anti-oxidant, anti-inflammatory, anti-microbial,
and anti-tumor effects, which were related with polyphenolic
compounds including gallic acid, ellagic acid, quercetin and trans-
resveratrol (see Fig. 1) [13–17]. They could be extracted with volatile
organic solvents [17,18], and these polyphenolic compounds in sam-
ples proved to be stable under direct heating extraction (HE) and

microwave-assisted heating extraction at temperatures even up to
100 ◦C for 20 min without degradation [9,19]. However, to our best
knowledge, there are no reports on the extraction and determina-
tion of polyphenolic compounds in the two medicinal plants using
ILs solution as solvent.



1 nta 78

s
a
P
a
F
M
b
h
T
o
p
T
c
i

2

2

i
f
p
p
c
w
M
C
c
f
t
C
r
(
b

C
r
i

178 F.-Y. Du et al. / Tala

In order to study the potentiality of ILs solutions as alternative
olvents in the MAE of polyphenolic compounds, including gallic
cid, ellagic acid, quercetin and trans-resveratrol (see Fig. 1), from
. guajava leaves and S. china tubers, 11 ILs with different cations
nd anions were investigated (for chemical structures of ILs see
ig. S1, Supplementary Data). The influential parameters of the
AE procedure were optimized systematically. The ionic liquids-

ased microwave-assisted extraction (ILs-MAE) approach proposed
ere was compared with conventional extraction approaches.
he extraction results were evaluated by the determination
f the polyphenolic compounds in the extracts using high-
erformance liquid chromatography (HPLC) with UV detection.
he extraction mechanisms and the microstructures and chemi-
al structures of samples before and after extractions were also
nvestigated.

. Experimental

.1. Reagents and samples

Gallic acid (with purity >99%) was obtained from Kemiou Chem-
cal Reagent Company (Tianjin, China). Quercetin was purchased
rom Acros (Geel, Belgium). trans-Resveratrol and ellagic acid were
urchased from Sigma (St. Louis, MO, USA) and of minimum 95%
urity. HPLC grade acetonitrile used for mobile phase was pur-
hased from Merck (Darmstadt, Germany). Sodium dicyanamide
as purchased from Sigma–Aldrich Co. (St. Louis, USA). 1-
ethylimidazole was received from Kaile Chemical Plant (Zhejiang,

hina) and of approximately 99% purity, 1-bromoethane, 1-
hlorobutane, 1-bromobutane and 1-bromohexane were obtained
rom Sinopharm Chemical Reagent Company and of >98% purity,
etramethylammonium chloride was purchased from Shanghai
hemical Reagent Company (Shanghai, China), sodium tetrafluo-
oborate (≥98%) was purchased from Xiangyang Chemical Factory
Zhejiang, China), pyridine and other reagents used were supplied

y Guangzhou Chemical Reagent Factory (Guangzhou, China).

P. guajava leaves (Guangxi, China) and S. china tubers (Hunan,
hina) were dried and then triturated to various particle sizes,
espectively. The same batch of sample was used here in the exper-
ments.

Fig. 1. Chemical structures of four polyp
(2009) 1177–1184

2.2. Apparatus

MAE experiments were performed with an MAS-I microwave
oven (Sineo Microwave Chemistry Technology Company, Shang-
hai, China). The scheme and its illustration of the MAS-I microwave
oven were described in previous work [9]. The LC-10AT (Shimadzu,
Japan) HPLC system equipped with a SPD-10A UV–visible dual
wavelength detector was used for analysis. A Luna C18 column
(250 mm×4.6 mm I.D., 5 �m, Phenomenex, USA) was used as LC
analytical column. 1H NMR and 13C NMR spectra were recorded
on Mercury-Plus 300 and Varian-INOVA 500 NMR spectrome-
try (Varian, USA). A XL-30 scanning electron microscope (Philips,
Eindhoven, Netherlands) was used to observe pictures of sam-
ple before and after extraction. FTIR spectra were recorded in
the region of 400–4000 cm−1 on a Nicolet Avatar 300 model FTIR
spectrometer (USA). The pH values were measured with an E-201
pH-meter (Shanghai Precision & Scientific Instrument Company,
China).

2.3. Preparation of ILs and standard solutions

1-Butyl-3-methylimidazolium chloride ([bmim]Cl), 1-butyl-3-
methylimidazolium bromide ([bmim]Br) and 1-butyl-3-
methylimidazolium tetrafluoroborate ([bmim][BF4]) were
prepared as previously described [9], the same pro-
cedure was used as for 1-ethyl-3-methylimidazolium
bromide ([emim]Br), 1-hexyl-3-methylimidazolium bromide
([hmim]Br) and 1-ethyl-3-methylimidazolium tetrafluoroborate.
1-butyl-3-methylimidazolium dicyanamide ([bmim][N(CN)2]),
1-butyl-3-methylimidazolium sulfate ([bmim]2[SO4]), N-
butylpyridinium chloride (bPyCl) and 1-butyl-3-methylimi-
dazolium dihydrogen phosphate ([bmim][H2PO4]) were synthe-
sized according to the experimental procedures described in
the literatures [20–22]. All ILs obtained were dried at 80 ◦C for
12 h under vacuum and then checked by 1H NMR and 13C NMR

spectra on Mercury-Plus 300 or INOVA 500 NMR spectrometry at
room temperature in D2O and d6-acetone. The NMR spectra data
obtained were described in detail in the supplementary data (see
Tables S1 and S2) and the characterization of NMR spectroscopy
showed that there were no organic impurities in ILs.

henolic compounds investigated.
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Stock solution of gallic acid, ellagic acid and quercetin (each
00 mg/L) were prepared in 1.67 mol/L [bmim]Br acid solution (pH
.5, adjusted with 6.0 mol/L hydrochloric acid). Stock solution of
rans-resveratrol and quercetin (each 100 mg/L) were prepared in
.67 mol/L [bmim]Br solution. Working standard solutions were
repared by serial dilution of the two stock solutions in the corre-
ponding [bmim]Br solution, respectively, and then stored at 1–4 ◦C
n darkness. Deionized water was used throughout the work.

.4. Ionic liquids-based microwave-assisted extraction (ILs-MAE)

1.0 g of accurately weighed sample was extracted with 20 mL of
ifferent ILs solution. 0.75 mol/L [bmim]2[SO4] and 1.50 mol/L other

Ls aqueous solutions were used here, respectively. P. guajava leaves
ere extracted for 10 min at 70 ◦C. S. china tubers were extracted

or 10 min at 60 ◦C.
The influences of the MAE conditions in the extraction of

olyphenolic compounds were investigated by an orthogonal
esign L9 (34) and subsequently a factorial design experiments. All
xtraction experiments were repeated for three times. The extracts
btained were filtrated and then diluted to 30.0 mL with deionized
ater. The pH value of the extract of P. guajava leaves was adjusted

o 2.5 with 6.0 mol/L hydrochloric acid solutions.
The extraction yield of polyphenolic compound was defined as

ollows:

ield (%) =
Mass of polyphenolic compound in

one-step extraction solution

Sum of the mass of polyphenolic compound
in sample

× 100

The total mass of gallic acid, ellagic acid, quercetin or trans-
esveratrol in sample was determined by analysis of the total
xtraction solutions after five consecutive extraction with fresh
bmim]Br solution under the optimized MAE conditions. In this
ork, our experimental results showed that the mean of total mass

f gallic acid, ellagic acid and quercetin in P. guajava leaves was
.608, 2.947 and 0.679 mg/g, respectively, and the mean of total
ass of trans-resveratrol and quercetin in S. china tubers was 0.581

nd 0.235 mg/g, respectively.

.5. Conventional reference extraction procedure

Methanol was selected as the reference solvent in the MAE of
olyphenolic compounds in P. guajava leaves and S. china tubers.
he extraction experiments were operated under the optimized
onditions except for solvent type and extraction temperature.
5 ◦C (the best extraction temperature according to our preliminary
xperiments) was selected for P. guajava leaves. After extraction, the
btained extracts were cooled to ambient temperature and then
iluted to 30 mL with methanol.

Heating extraction was selected as the reference method for
xtraction of the four polyphenolic compounds. A water-bath
xtraction was performed with a 1.0 g sample and 40 mL 2.50 mol/L
bmim]Br in a flask (100 mL) and the suspensions were heated for
h at the optimized temperature under mechanical stirring. After

hat, the extracts were filtrated and then diluted to 60 mL with
eionized water.

.6. HPLC analysis
The filtrated extracts were collected in a graduate cuvette and
hen diluted to 30 mL with water. The pH of diluted solution of the
xtracts of P. guajava leaves was adjusted to 2.5. An aliquot was fil-
rated through a 0.45 �m microporous membrane for subsequent
PLC analysis. Injection volume was 10 �L and column temperature
(2009) 1177–1184 1179

was ambient. The mobile phase consisted of acetonitrile (solvent A)
and 0.6% (v/v) acetic acid aqueous solution (solvent B) with a flow
rate of 1 mL/min. For analysis of the extracts of P. guajava leaves,
the gradient elution program was the following: 5–9% of solvent A
from 0 to 8 min, 9–20% from 8 to 10 min, 20–30% from 10 to 25 min,
30–60% from 25 to 40 min and then held for 5 min; the UV detection
wavelengths were 254 and 273 nm. The extract of S. china tubers
was monitored at 254 and 306 nm, the corresponding gradient elu-
tion program was as follows: 28% of solvent A from 0 to 10 min,
28–50% from 10 to 20 min, 50–70% from 20 to 25 min and then held
for 5 min. Registering of the detector signal and operating of the
system were accomplished by the software Shimadzu Class-VP.

Gallic acid, ellagic acid, quercetin and trans-resveratrol in each
extracts were identified by comparing their retention time and UV
spectra with those of the reference standards. The external standard
method was set up for quantitative determination of the analytes.

3. Results and discussion

3.1. Optimization of ILs-MAE

3.1.1. Selection of ILs
ILs have strong solvent dissolving power and can efficiently

absorb microwave energy, thus they were employed as solvents
and co-solvents in the MAE of analytes [9,10,12]. Moreover, the
structures of ILs have significant influences on the extraction yields
of analytes, owing greatly to their distinct multiple interactions
with analytes [23] and their dissolving ability for polyphenolic
compounds [24]. To find out the optimal ILs and evaluate its per-
formance in the MAE of polyphenolic compounds from P. guajava
leaves and S. china tubers, ILs with different cations and anions were
tested in the present work.

From Table 1, it can be seen that the addition of ILs to the
extraction solvent obviously improved the extraction yields of
polyphenolic compounds, especially ellagic acid, quercetin and
trans-resveratrol, from P. guajava leaves and S. china tubers com-
pared with the extraction using water as solvent in MAE. The results
have been indicated by the similar results of Du et al. [9]. On
the other hand, the results of Table 1 suggested that the cations
and anions of ILs influenced the extraction yields of polyphe-
nolic compounds. For the 1-n-butyl-3-methylimidazolium based
ionic liquids with Br−, Cl−, BF4

−, SO4
2−, N(CN)2

− and H2PO4
−, the

obtained extraction yields indicated that Br− and H2PO4
− were

more efficient than other four anions in the MAE of polyphenolic
compounds from P. guajava leaves, and Br− and BF4

− were more
efficient than other four anions in the MAE of trans-resveratrol
and quercetin from S. china tubers. With the same anion of Br−,
[emim]Br, [bmim]Br and [hmim]Br were used to investigate the
effects of the alkyl chain length on the MAE of polyphenolic com-
pounds. The results indicated that the increasing alkyl chain length
has influence on the extraction, and the [bmim]Br was more effi-
cient than the other two ILs in the MAE of polyphenolic compounds
from the two medicinal plants. Although the hydrogen bond acid-
ity for the three cations increased from ethyl to hexyl of 1-position
of the 1-alkyl-3-methylimidalizium ring [24], the hydrophobic-
ity increased with the increasing of alkyl chain length. Both the
right hydrogen bonding and hydrophobic interactions of [bmim]Br
resulted in the stronger solvation interactions for polyphenolic
compounds and then the higher extraction yields in comparison
with these of [emim]Br and [hmim]Br. For the extraction efficiency
of [emim][BF4] and [bmim][BF4], there was no obvious differentia

in the MAE of polyphenolic compounds except for quercetin in S.
china tubers. The above results suggested that the extraction yields
of polyphenolic compounds were largely anion-dependent for the
same class ILs, owing to the anion-dependency of the solubilities of
analytes in ILs [24].
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Table 1
Results of different ILs effects on extraction yields of polyphenolic compoundsa (n = 3).

Ionic liquids P. guajava leaf S. china tuber

Gallic acid
(mean± S.D., %)

Ellagic acid
(mean± S.D., %)

Quercetin
(mean± S.D., %)

trans-Resveratrol
(mean± S.D., %)

Quercetin
(mean± S.D., %)

[bmim]Br 88.7 (±2.2) 65.9 (±3.3) 69.5 (±3.7) 57.0 (±3.3) 59.6 (±3.7)
[bmim]Cl 91.0 (±2.3) 59.4 (±1.7) 41.5 (±1.1) 34.6 (±1.7) 21.3 (±1.1)
[bmim][BF4] 65.6 (±2.8) 74.8 (±3.0) 59.4 (±2.7) 51.7 (±3.0) 51.5 (±2.7)
[emim][BF4] 67.3 (±1.7) 71.5 (±2.9) 55.8 (±2.1) 47.5 (±2.9) 39.6 (±2.1)
[bmim][N(CN)2] 76.8 (±2.1) 59.7 (±2.2) 49.2 (±1.4) 56.5 (±2.2) 30.2 (±1.4)
[bmim]2[SO4] 75.2 (±2.4) 42.8 (±2.5) 29.9 (±2.4) 50.7 (±2.5) 47.7 (±2.4)
[bmim][H2PO4] 90.6 (±3.8) 65.9 (±3.7) 74.5 (±3.0) 58.3 (±3.7) 45.5 (±3.0)
(CH3)4NCl 78.0 (±2.8) 26.5 (±0.9) 21.4 (±0.3) 10.3 (±0.9) 4.3 (±0.3)
bPyCl 80.3 (±3.4) 62.2 (±2.9) 50.7 (±1.5) 52.4 (±3.8) 26.4 (±1.9)
[emim]Br 74.3 (±1.1) 59.1 (±1.9) 47.6 (±1.3) 40.3 (±1.9) 28.5 (±1.3)
[
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hmim]Br 77.0 (±2.6) 61.3 (±2.0)
ater 63.3 (±0.5) 35.1 (±0.3)

a Extraction yield values are expressed as mean and standard deviation (S.D.) calc

For (CH3)4NCl, [bmim]Cl and bPyCl, the obtained results indi-
ated that the extraction yields of polyphenolic compounds
ere greatly influenced by the cations species. ILs which have

ationic moieties with an electron-rich aromatic �-system pro-
uced stronger interactions with solute molecules capable of
ndergoing polarity, �–� and n–� interactions [23,25]. ILs contain-

ng the N-butylpyridinium cation have a more aromatic character
han the imidazolium based ionic liquids, and they had stronger
olvation interactions and better dissolving ability [24,26], lead-
ng to the higher extraction yields of polyphenolic compounds. In
ack of �–� and n–� interactions between ammonium cation and
olyphenolic compounds, the extraction ability of (CH3)4NCl for
olyphenolic compounds was lower than the other two ILs, con-
ributed to the lower extraction yields.

Considering both the extraction yields of polyphenolic com-
ounds and the simple synthesis of ILs, [bmim]Br was selected to
imultaneously extract polyphenolic compounds from P. guajava
eaves and S. china tubers in the present work.

.1.2. Optimization of ILs concentration
Our previous work [9] indicated that [bmim]Br concentration

ad significant influence on the extraction of trans-resveratrol.
herefore, the concentration effect of [bmim]Br on extraction of

olyphenolic compounds from P. guajava leaves and S. china tubers
as studied and the results are shown in Fig. 2.

In the light of Fig. 2, it can be observed that the extraction yields
f polyphenolic compounds from P. guajava leaves and S. china
ubers were increased with the increase of [bmim]Br concentration.

ig. 2. Effect of [bmim]Br concentration on extraction yields of polyphenolic com-
ounds from P. guajava leaves and S. china tubers.
49.7 (±1.4) 52.7 (±2.0) 46.0 (±1.4)
15.2 (±0.2) 3.0 (±0.3) 1.8 (±0.2)

d from three independent experiments.

The increasing tendency of the extraction yields of quercetin from
P. guajava leaves and S. china tubers was the similar, which indi-
cated that the influence by the nature of sample in the extraction of
quercetin was not obvious. Below 2.0 mol/L [bmim]Br solution, the
extraction yields of quercetin and trans-resveratrol increased more
rapidly than that of ellagic acid, while that of gallic acid increased
slowly. The reasons were related to the solubility of the polyphe-
nolic compounds in extraction solvents. Gallic acid is soluble in
water, but ellagic acid is poorly soluble, and quercetin and trans-
resveratrol are insoluble, leading to the obvious difference in their
extraction yields when water was used as extraction solvent (see
Table 1). The addition of [bmim]Br improved the extraction yields
of the polyphenolic compounds, especially quercetin and trans-
resveratrol, due to the solvation power and multiple interactions of
[bmim]Br. The strong interactions between imidazolium cation and
phenolic compounds [23–26], especially hydrogen bonding, �–�,
�–n, ionic/charge–charge and dipolarity, contributed greatly to this
increase. On the other hand, [bmim]Br changed the dissipation fac-
tor of solution and improved the transfer efficiency of microwave
energy, and thus also improved the extraction yields of the targets.

When [bmim]Br concentration was between 2.5 and 3.0 mol/L,
the extraction yields of the four polyphenolic compounds were
nearly stable, due to that the diffusion and transfer capacity of
the solutions changed a little, even though the solvation ability
of the solution was slightly increased. Given the similar extrac-
tion yields, 2.5 mol/L of [bmim]Br was selected for the subsequent
experiments.

3.1.3. Optimization of MAE conditions
In this work, the influential factors of MAE procedure, including

sample particle size (A), liquid/solid ratio (B), extraction tempera-
ture (C) and time (D), were optimized by means of an orthogonal
design L9 (34). The factors and the corresponding levels for the
extraction of polyphenolic compounds from the two medicinal
plants are shown in Table 2. Nine experimental trials were carried
out according to the orthogonal array designs and the results are
also shown in Table 2. The K and R values are calculated and listed
in Table 3.

The differences of the extraction yields of polyphenolic com-
pounds under different MAE conditions were obvious (see Table 2),
illustrating that each of MAE factors had different influences on
extraction. According to the largest donating rule, the largest value
of K under every level of an investigating variable is the optimized

value, however, the optimal MAE conditions of each polyphenolic
compound presented in the same sample were not identical (see
Table 3). The R values shown in Table 3 indicated that the influ-
ences of the investigated factors to the mean extraction yields were
also not identical, and the influence of extraction time was minor
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Table 2
Extraction yieldsa extracted with the orthogonal design L9 (34) (n = 3).

Design ID
number

Factorb P. guajava leaf S. china tuber

A B C D Gallic acid
(%)

Ellagic acid
(%)

Quercetin (%) trans-Resveratrol (%) Quercetin (%)

Particle size
(mm)

Liquid/solid
ratio (mL:g)

Temperature (◦C) Time
(min)

1 A1 (0.90–0.45) B1 (10:1) (15:1) C1 (60) (50) D1 (5) 50.3 ± 1.0 37.1 ± 1.2 32.1 ± 1.0 71.8 ± 3.4 48.8 ± 1.6
2 A1 B2 (15:1) (20:1) C2 (60) (60) D2 (10) 61.8 ± 3.6 64.5 ± 1.5 45.4 ± 2.3 91.4 ± 3.7 80.7 ± 3.1
3 A1 B3 (20:1) (25:1) C3 (80) (70) D3 (15) 82.1 ± 3.5 67.0 ± 2.8 53.0 ± 2.6 85.8 ± 3.0 89.2 ± 4.3
4 A2 (0.45–0.30) B1 C2 D3 68.4 ± 1.5 42.9 ± 0.7 34.2 ± 0.9 70.8 ± 1.6 51.9 ± 3.7
5 A2 B2 C3 D1 77.3 ± 2.4 65.2 ± 1.7 56.3 ± 1.5 77.9 ± 3.9 65.0 ± 2.6
6 A2 B3 C1 D2 56.4 ± 2.6 79.1 ± 3.1 76.7 ± 2.9 73.5 ± 3.4 66.9 ± 3.3
7 A3 (0.30–0.12) B1 C3 D2 77.0 ± 2.8 38.2 ± 0.8 35.3 ± 1.5 55.6 ± 3.7 42.7 ± 2.3
8 A3 B2 C1 D3 58.2 ± 1.7 58.4 ± 1.6 52.7 ± 1.7 63.1 ± 2.3 56.5 ± 4.2
9
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a Each extraction yield value was the mean and standard deviation (S.D.) of three
b The levels of the other two factors (A and D) set were the same for P. guajava lea

n comparison with the other three factors. The optimal extraction
ime was 10 min, while sample particle size, extraction temperature
nd liquid/solid ratio were further optimized by a factorial design
xperiments, respectively.

For sample particle size, Fig. 3A shows that it had remarkable
ffects on the extraction of polyphenolic compounds from S. china
ubers, while it had slight effects on the extraction of polyphenolic
ompounds from P. guajava leaves contributing to their soft material
hich were permeated easily by solvent and ruptured easily under
icrowave irradiate. A particle size of 0.45–0.30 mm for P. guajava

eaves and 0.90–0.45 mm for S. china tubers was adopted in the
resent work.

Fig. 3B shows that the extraction yields of the four polyphe-
olic compounds increased with the increase of temperature
elow 60 ◦C. From 60 to 80 ◦C, the extraction yields of gallic acid
nd ellagic acid kept slightly increasing. The extraction yield of

uercetin extracted from P. guajava leaves or S. china tubers slightly
ecreased when the temperature was higher than 70 ◦C, while that
f trans-resveratrol reached its maximum value at 60 ◦C, though our
reliminary experimental results showed that the four polypheno-

ic compounds were not degraded below 100 ◦C in MAE process,

able 3
nalysis of L9 (34) test results.

ample Polyphenolic compound Factor K1
a

. guajava leaf Gallic acid (%) A 64.7
B 65.2
C 55.0
D 66.2

Ellagic acid (%) A 56.2
B 39.4
C 58.2
D 59.9

Quercetin (%) A 43.5
B 33.9
C 53.8
D 51.5

. china tuber trans-Resveratrol (%) A 83
B 66.1
C 69.5
D 71.2

Quercetin (%) A 72.9
B 47.8
C 57.4
D 60.3

a KF
i
= (1/3)

∑
the extraction yield of target compounds at Fi .

b RF
i
=max{KF

i
} −min{KF

i
}, here F and i means extraction factor and setting level, respec

c For key to factors, see Table 2.
71.1 ± 2.9 77.4 ± 3.0 66.0 ± 2.0 63.9 ± 2.0 67.0 ± 3.5

endent experiments.
d S. china tubers.

and the similar results also have been indicated by Liazid et al. [19].
Thus, 70 ◦C for P. guajava leaves and 60 ◦C for S. china tubers were
used as the optimum extraction temperature.

As for liquid/solid ratio, Fig. 3C shows that the extraction yields
of the four polyphenolic compounds increased rapidly with the
increase of the ratio of liquid/solid below 20:1. When the liq-
uid/solid ratio varied from 20:1 to 30:1, the extraction yields
changed a little. Thus, a liquid/solid ratio of 20:1 was selected in
this study.

Under the optimized conditions, the polyphenolic compounds
present in the two medicinal plants were successfully extracted
out (Table 4). Namely, the extraction yields were in the range of
79.5–93.8% with one-step extraction.

3.2. Comparison of different extraction procedures
Methanol was used to extract polyphenolic compounds from P.
guajava leaves and S. china tubers in order to compare the extrac-
tion efficiency by ILs solution with volatile organic solvents in MAE
process. The results shown in Table 4 indicated that, as extraction
solvent, the [bmim]Br solution and methanol had not remark-

K2 K3 Rb Optimal levelc

67.4 68.8 4.1 A3

65.8 69.9 4.7 B3

67.1 78.8 23.8 C3

65.1 69.6 4.5 D3

62.4 58.0 6.2 A2

62.7 74.5 35.1 B3

61.6 56.8 4.8 C2

60.6 56.1 4.5 D2

55.7 51.3 12.2 A2

51.5 65.2 31.3 B3

48.5 48.2 5.6 C1

52.5 46.6 5.9 D2

74.1 60.9 22.1 A1

77.5 74.4 11.4 B2

75.4 73.1 5.9 C2

73.5 73.2 2.3 D2

61.3 55.4 17.5 A1

67.4 74.4 26.6 B3

66.5 65.6 9.1 C2

63.4 65.9 5.6 D3

tively.
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ig. 3. Effect of sample particle size (A), extraction temperature (B) and liquid/soli
hina tubers.

ble difference in the extraction of polyphenolic compounds from
. guajava leaves and S. china tubers, which suggested that the
bmim]Br solution was an alternative solvent to replace organic sol-
ent in the MAE of polyphenolic compounds from the two Chinese
erbs.

To evaluate the extraction efficiency of MAE with conventional
xtraction techniques, HE was carried out. The results in Table 4
uggested that higher ratio of liquid/solid (40:1) and longer time
4 h) in HE process were preferred in order to obtain high extrac-
ion yields compared to MAE. The diverse results between MAE
nd HE were mainly due to the unique extraction mechanism of
AE. Superheating, mass heating and fast heating were obtained
y microwave heating but not conventional heating, so, MAE could
btain higher extraction yields with less solvent consumption and
horter time compared with conventional extraction techniques
11].

able 4
omparative study of extraction efficiency using different extraction methods.

ample Analytes Proposed methoda Conv

ILs-MAE ([bmim]Br) Regu

Observed values
(mean± S.D., mg/g)

Recovery
(mean± S.D., %)

Obse
(mea

. guajava leaf Gallic acid 0.507 ± 0.024c 103.0 ± 3.9 0.44
Ellagic acid 2.387 ± 0.118 93.7 ± 5.6 1.93
Quercetin 0.540 ± 0.027 98.5 ± 4.8 0.61

. china tuber trans-Resveratrol 0.531 ± 0.030 100.5 ± 3.7 0.54
Quercetin 0.189 ± 0.012 85.2 ± 3.1 0.18

a Operation under optimized conditions.
b See experimental section for operation conditions.
c Each value was the mean and standard deviation (S.D.) of three independent exp

olution (mg)/mass of sample (g).
(C) on extraction yields of polyphenolic compounds from P. guajava leaves and S.

3.3. Method validation

The four polyphenolic compounds were identified by their cor-
responding chromatograms and retention time in comparison to
those of the authentic standard compounds. Examples of chro-
matograms of standards and extracts are shown in Figs. 4 and 5.

A series of standard solutions of gallic acid, ellagic acid and
quercetin at eight levels in the concentration range from 0.5 to
200 mg/L were prepared to determine the linearity of this method
for analyzing polyphenolic compounds in P. guajava leaves. The sim-
ilar process was performed for the analysis of trans-resveratrol and
quercetin in S. china tubers. Each of them was analyzed in tripli-

cate. Table 5 summarized the linear ranges and limits of detection
(LODs, S/N = 3). Good linearity was observed with the regression
coefficients (r) between 0.9990 and 0.9998. The LODs obtained were
between 0.012 and 0.029 mg/L for the polyphenolic compounds.

entional methodb

lar MAE (methanol) Heating extraction ([bmim]Br)

rved values
n± S.D., mg/g)

Recovery
(mean± S.D., %)

Observed values
(mean± S.D., mg/g)

Recovery
(mean± S.D., %)

6 ± 0.017 90.5 ± 2.8 0.529 ± 0.030 107.4 ± 5.0
0 ± 0.068 75.8 ± 2.3 2.599 ± 0.159 102.0 ± 5.4
8 ± 0.032 107.2 ± 6.9 0.572 ± 0.031 104.0 ± 4.6

5 ± 0.027 103.1 ± 4.6 0.445 ± 0.016 84.2 ± 2.7
8 ± 0.010 84.5 ± 3.8 0.169 ± 0.010 75.9 ± 3.1

eriments, Observed vaule (mg/g) =mass of polyphenolic compound in extraction
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Fig. 4. Chromatograms of standard solution of 20 mg/L (A) and extract of P. gua-
java leaves by [bmim]Br solution (B). Peaks: (1) gallic acid, (2) ellagic acid and (3)
quercetin.
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ig. 5. Chromatograms of standard solution of 10 mg/L (A) and extract of S. china
ubers by [bmim]Br solution (B). Peaks: (1) trans-resveratrol and (2) quercetin.

The precision of the chromatographic determination was
valuated by standard solution of 10 mg/L of the polyphenolic
ompounds. The reproducibility of the peak area and retention
ime of each polyphenolic compounds were estimated for 15 days.
he relative standard deviations (R.S.D.s) of intra-day precisions
or polyphenolic compounds ranged from 1.4 to 2.9%, and the

orresponding R.S.D.s of inter-day precisions between 4.3% and
.8%. Recoveries were evaluated by standard-addition method. Each
olyphenolic compound was added at concentrations ca. 0.5, 1 and
.5 times the observed concentration in the two original samples.
esults showed that the recoveries were in the range of 85.2–103%

able 5
he calibration curves, correlation coefficients (r), limits of detection (LODs) of the propo

ample Polyphenolic compounda Calibration curveb

. guajava leaf Gallic acid Y = 26794X + 20150
Ellagic acid Y = 77004X−25168.3
Quercetin Y = 37446X−10646.6

. china tuber trans-Resveratrol Y = 60985X−16314
Quercetin Y = 32625X−3651

a Gallic acid was monitored at 273 nm, ellagic acid and quercetin were monitored at 25
b X was compound concentration as mg/L and Y was peak area.
c R.S.D. was monitored with 10 mg/L polyphenolic compounds mixed standard solution
Fig. 6. Kinetic curves of polyphenolic compounds extracted from P. guajava leaves
(A) and S. china tubers (B) using 2.50 mol/L [bmim]Br.

for the polyphenolic compounds with R.S.D.s lower than 5.6%. The
reproducibility and recovery proved that the present method was
credible.

The stability was investigated by determining the varieties of
the polyphenolic compounds in [bmim]Br solution and extracts on
15 separate days. All the R.S.D.s of intra-day and inter-day were
less than 3.7% and 8.5%, respectively. The results suggested that the
polyphenolic compounds were stable in the IL solution and in the
extracts.

3.4. Mechanism of ILs-MAE

3.4.1. Study of kinetic mechanism
To investigate the changes of the extraction yields in MAE pro-

cess, the ILs-MAE kinetic mechanism was studied in this study.
The results of kinetic curves for the MAE of polyphenolic com-
pounds, according to time, from P. guajava leaves and S. china tubers
were shown in Fig. 6(A and B), respectively. For the polyphenolic
compounds from the same sample, the extraction yields increased
rapidly at first and then reached an equilibrium concentration, and
all the kinetic curves obtained were similar. For S. china tubers, the
kinetic curves of trans-resveratrol and quercetin were similar, the
extraction yields of trans-resveratrol and quercetin reached the cor-
responding maximum values (about 90%) before 6 min, which were
different from the kinetic curves of polyphenolic compounds from
leaf samples. The extraction yields of polyphenolic compounds in

leaves arrived to the maximum after 6 min. The above results indi-
cated that the kinetic mechanisms were correlated with the sample
structures [27]. The extraction yields of gallic acid, ellagic acid and
quercetin from P. guajava leaves reached the maximum at 10, 11 and
6.5 min, respectively, suggesting that the structures and character-

sed analytical procedures.

r Linear range (mg/L) LODs (mg/L) RSDc (n = 6)

0.9993 0.50–200 0.029 6.8
0.9993 0.50–200 0.012 4.7
0.9990 0.50–200 0.027 5.1

0.9998 0.50–100 0.022 4.3
0.9994 0.50–100 0.024 4.5

4 nm, trans-resveratrol was monitored at 306 nm.

in 15 separate days.
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stics of polyphenolic compounds influenced kinetic mechanisms.
oreover, the results of the MAE kinetic mechanism indicated that

bout 10 min of MAE time was enough to obtain high extraction
ields of polyphenolic compounds from medicinal plants when ILs
olutions were used as solvents.

.4.2. Structural changes after extraction
In order to further elucidate the extraction mechanism, the

dentification of microstructure and chemical structure of sam-
le was carried out by SEM and FTIR spectroscopy, respectively.
ompared Fig. S2A with Fig. S2B (see Supplementary Data), the
icrostructures of P. guajava leaves changed obviously after MAE.

he surface of the P. guajava leaves was greatly destroyed and the
tructure of cells walls was ruptured after MAE using [bmim]Br
olution as solvent, which resulted in exposing gallic acid, ellagic
cid and quercetin to [bmim]Br solution which could trap them
nd dissolve them. The results suggested that the mechanism of
AE was based on an explosion at the cell level, which was in

ccord with the hypothesis investigated by Paré et al. [28,29].
he structure of S. china tuber sample also was severely rup-
ured after MAE (see Fig.S3B), which suggested that the MAE

echanism of trans-resveratrol and quercetin from S. china tubers
as similar to that of polyphenolic compounds from P. guajava

eaves. However, the microstructures of P. guajava leaves and S.
hina tubers were not considerably changed and ruptured after
E (Figs. S2C and S3C in Supplementary Data), indicating that the
olyphenolic compounds were extracted by exuding from the two
amples.

The changes in chemical structures of P. guajava leaves and S.
hina tubers were investigated by FTIR spectra, since FTIR spec-
ra can provide useful information for identifying the presence of
ertain function groups or chemical bonds in a molecule or an
nteraction system, attributable to the unique energy absorption
ands for specific bonding environments or interactions, it has been
pplied in the rapid and nondestructive identification and quan-
ification of medicinal plants [30] and the analysis of interactions
etween ILs and proteins or DNA [31,32]. Generally, reflectance
eaks between 1800 and 700 cm−1 were selected as representative
eaks for known carbohydrate compounds [33]. The results of FTIR
pectra showed that the signal situations and intensity of absorp-
ion bands at 1622, 1447, 1318, 1035 and 780 cm−1 for P. guajava leaf
ample and at 1733, 1624, 1426, 1374, 1247, 1160 and 1038 cm−1

ere not obviously changed after MAE or HE with the [bmim]Br
olution, which suggested that the chemical structures of carbo-
ydrate compounds, including lignin, cellulose, hemicellulose and

nsoluble starch, were not destroyed in extraction process, the rea-
ons probably were that water segregated the strong interactions
etween ILs and carbohydrate compounds of matrix [34–36]. The
esults indicated that the chemical bonding interactions between
L and sample matrix were not obvious.

S. china tubers samples are stiff lignocellulosic materials, P. gua-
ava leaves are soft, however, the changes of microstructures and
hemical structures of P. guajava leaves and S. china tubers after MAE
ere similar, which indicated the MAE mechanism of polypheno-

ic compounds from P. guajava leaves and S. china tubers was not
elated with the characteristics of sample.

. Conclusion

In this work, ILs aqueous solution was proved to be a pos-
ible alternative solvent in the MAE of polyphenolic compounds

rom medicinal plants. The cations and especially anions of ILs had
nfluences on the extraction, and the ILs with electron-rich aro-

atic �-system enhanced extraction ability. Under the optimized
xtraction conditions, the extraction yields of polyphenolic com-
ounds from P. guajava leaves and S. china tubers were higher than

[

[

[

(2009) 1177–1184

79.5% with 2.5 mol/L [bmim]Br solution. Compared to conventional
extraction procedures, the proposed method could provide higher
extraction yields and take a much shorter extraction time. The MAE
kinetic mechanisms were related with the structures and charac-
teristics of polyphenolic compounds, and the enhanced extraction
was mainly based on the destruction of sample microstructures
in MAE process. No obvious chemical interactions between ILs and
sample matrix were identified. To alleviate environmental pressure
and to develop green sample preparation techniques, ILs solutions
as solvents in the MAE of polyphenolic compounds from medicinal
plants showed a great promising prospect.
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a b s t r a c t

The analysis of pharmaceuticals and potential endocrine disruptors in the environment has rightly con-
centrated on their presence in wastewaters and possible contamination of receiving bodies, such as
groundwaters. However, wastewater is increasingly being reused for irrigation and in order to fully
understand the environmental fate of these compounds, reliable methods for their analysis in soil are
required, of which there are relatively few available. This article reports a method for a range of acidic
pharmaceuticals, carbamazepine, and endocrine disrupting compounds in soils with final analysis by gas
chromatography–mass spectrometry. Two soil types (Phaeozom and Leptosol) and three fortification lev-
els were used to validate the method. Recoveries of acidic pharmaceuticals varied between 62 and 102%,
carbamazepine from 75 to 118%, and potential endocrine disruptors between 54 and 109%; most recov-
eries were between 75 and 95% and relative standard deviations were generally less than 10%. Detection
limits were between 0.25 and 2.5 ng/g except for phthalates and 4-nonylphenols (25 ng/g). The method

was used to analyze soils where untreated wastewaters have been used to irrigate crops for approximately
90 years. Concentrations of acidic pharmaceuticals in the soil were <1 ng/g and potential endocrine dis-
ruptors varied from below the limit of detection (estrone, 17�-estradiol, and 17�-ethinylestradiol) to
2079 ng/L (bis-diethylhexyl phthalate). This data indicated that despite the continuous application of
the contaminants over many years, concentrations were generally lower than those expected to be con-

tion
), sho
tributed by a single irriga
and 5.14 ng/g (in Leptosol

. Introduction

Over the past two decades research has shown that many classes
f organic compounds that are used in our daily lives are enter-
ng the natural environment. Particular attention has been paid
o their presence in wastewaters and the possibility of contam-
nation of potential receiving bodies such as groundwater [1-3].
hese as yet mostly unregulated classes of compound include a
ide range of properties and environmental fates, but although
ost are not thought to be persistent, their continuous introduc-

ion and the biological activity of some have resulted in concerns
bout possible impacts on organisms and ecosystems [4,5]. There is

trong evidence of biological effects caused by exposure to wastew-
ter [6,7] and by specific compounds in laboratory studies [8,9] but
he complicity of individual contaminants in the environment is
omplicated by the inevitable exposure to mixtures of compounds.

∗ Corresponding author. Tel.: +52 56224336; fax: +52 56224352.
E-mail address: richard@igg.unam.mx (R. Gibson).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.035
event. Only carbamazepine, at concentrations of 6.48 ng/g (in Phaeozem)
wed any evidence of persistence in the soils analyzed.

© 2009 Elsevier B.V. All rights reserved.

The analysis of these emerging contaminants has developed
rapidly over the last 10–15 years, undoubtedly helped by improve-
ments in analytical equipment, in particular the maturing of liquid
chromatography coupled to mass spectrometry (LC–MS). Many
of these compounds are relatively non-volatile and contain polar
functional groups for which LC–MS offers the advantage of direct
injection [10] whereas analysis by gas chromatography (GC) may
require a derivatization step and often is unsuitable for higher
molecular weight and relatively polar compounds. However, LC–MS
suffers much more than GC–MS from suppression effects, partic-
ularly in complicated matrices such as wastewaters and amended
soils and therefore requires a more extensive use of often expensive
internal standards. This, combined with ready availability means
that GC–MS is still an attractive option for the analysis of these con-
taminants, especially where a simple derivatization reaction is all

that is required. There are now many reported analytical methods
for wastewaters, which are the most common point of entry into the
environment, and for surface and groundwaters [11,12]. Methods
for analysis of these compounds in solid matrices are less com-
mon and have tended to focus on specific areas such as estrogens
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Table 1
Details of the acidic compounds and carbamazepine including use, retention time and characteristic ions (quantification ion underlined).

Analyte Use Retention time (min) Characteristic ions

Clofibric acid Metabolite of lipid regulator clofibrate 7.88 143 243 271
Ibuprofen Analgesic and anti-inflammatory 7.05 263 264
Salicylic acid Metabolite of the analgesic aspirin 8.63 195 309 310
2,4-D Pesticide 8.74 219 277 279
Gemfibrozil Lipid regulator 9.68 179 243 307
Naproxen Analgesic and anti-inflammatory 10.30 185 287 344
Ketoprofen Analgesic and anti-inflammatory 11.00 295 311 312
Diclofenac Antophlogistic 11.62 214 352 354
Carbamazepine Anti-epileptic 11.38 193 293 180

Table 2
Details of the potential endocrine disruptors including use, retention time and characteristic ions (quantification ion underlined).

Analyte Use Retention time (min) Characteristic ions

4-Nonylphenols Industrial chemical 7.40–7.75 193 207 221
Triclosan Anti-septic 9.52 200 360 362
Bisphenol-A Industrial chemical 9.82 357 372
Di-n-butylphthalate
(Di-n-BuP) Plasticizer 8.60 149 223
Butylbenzylphthalate (BuBeP) Plasticizer 10.48 91 149 206
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is-2-ethylhexylphthalate (DEHP) Plasticizer
strone Natural estrogen
7�-Estradiol Natural estrogen
7�-Ethinylestradiol (EE2) Artificial estrogen

n sediments [13] and antibiotics in sediments and soils [5,14-15].
here are situations where a complete view of environmental fate
equires soil analysis, for example when wastewater is treated by a
atural process such as infiltration through soil. The heterogeneity
f soils, the different possibilities of adsorption to natural organic
atter and clays in particular, and the different extraction meth-

ds available all contribute to a more complicated methodology
han for waters which probably helps explain the lack of methods
eported.

Soil infiltration is becoming more common for wastewater efflu-
nts in developed countries as a tertiary treatment process and
way of reusing water as resources become scarcer [16]. How-

ver, the use of wastewater, often untreated, to irrigate soils occurs
idely in less developed countries and has done so for many years

17]. One of the largest, oldest, and well documented of such sys-
ems occurs in the state of Hidalgo in Mexico. Most of the water from

exico City is sent untreated via three canals to the Tula Valley in
aturally arid Hidalgo to the north east of the city at an average
nnual flow rate of approximately 50 m3/s. The water has helped a
ourishing agricultural area to develop over the past 100 years, at
resent close to 80,000 hectares in size. The main crops grown are
lfalfa, maize, and grazing pasture for milk production. The sheer
olume of water sent to the area and the practice of flood irriga-

ion have led to a rise in the level of the shallow aquifer under the
egion and in some places the appearance of new springs. These
prings and many wells tapping into this and two deeper aquifers
rovide the water for approximately 500,000 people living in the
alley. Only in the last few years has consideration been given to

able 3
ecovery and internal standards for the analytical method, including retention times and

nalyte Use

,4-D Recovery standard
,3-D Internal standard
0,11-Dihydrocarbamazepine Internal standard
-n-Nonylphenol Recovery standard

2H4]4-n-Nonylphenol Internal standard
2H16]Bisphenol-A Internal standard
2H4]DEHF Recovery standard
2H4]Estrone Recovery standard
2H3]17�-Estradiol Internal standard
11.40 149 167 279
12.25 218 257 342
12.59 285 416
13.58 285 425 440

the fact that as the wastewater is applied directly to fields, there
is also the possibility of organic chemical contaminants reaching
the aquifer. Recent work [18] has shown that there are consider-
able concentrations of commonly occurring organic contaminants
in the wastewater, roughly equivalent to influent concentrations
seen in developed countries, yet little apparent contamination of
the aquifer. It appears that the soil acts as an effective barrier,
and through adsorption and degradation processes, protects the
aquifer from serious contamination. In order to provide a more
complete picture of the fate of organic micro-pollutants in this
system, it is necessary to understand better this important natu-
ral barrier. This work describes the development and validation of
methodology for the analysis in soil of some acidic pharmaceuticals,
carbamazepine, and a disparate group of potential endocrine dis-
rupting compounds, all commonly found in wastewaters. GC–MS
was used for the final analysis.

2. Experimental

2.1. Chemicals and reagents

All of the target acidic compounds and potential endocrine
disrupters (listed in Tables 1 and 2) were available from Sigma–

Aldrich (St. Louis, MO, USA). The recovery and internal stan-
dards (Table 3) were also purchased from Sigma–Aldrich except
3,4-dichlorophenoxyacetic acid (3,4-D) and 2,3-dichlorophenoxy-
acetic acid (2,3-D) which were obtained from Riedel-de Haën
(Seelze, Germany). The derivatization agents N-tert-butyldimethyl-

characteristic ions (quantification ion underlined).

Retention time (min) Characteristic ions

8.84 219 277 279
8.94 251 277 279

11.18 195 295 165
8.40 179 292
8.39 183 296
9.80 368 386

11.40 153 171
12.24 346 261
12.58 419 285
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Table 4
Basic soil parameters.

Parameter Phaeozem Leptosol

Sand (%) 13.3 24.5
Loam (%) 38.3 30.8
Clay (%) 48.4 44.7
Density (g/cm3) 2.08 2.11
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acid:water (10% v/v). The samples were passed through the car-
H 5.88 6.77
ation exchange capacity (cmol/Kg) 37.9 43.4
rganic carbon (%) 3.1 2.91

ilyl-N-methyltrifluoroacetamide (MTBSTFA) with 1% t-butyldi-
ethylsilylchlorane (TBDMSCl) and N,O-bis(trimethylsilyl)tri-

uoroacetamide (BSTFA) with 1% trimethylsilylchlorane (TMSCl)
ere also bought from Sigma–Aldrich. All solvents used were of
PLC grade, supplied by Burdick and Jackson (Morristown, NJ,
SA). Oasis HLB extraction cartridges were purchased from Waters

Milford, MA, USA).

.2. Sampling

The wastewater used in the Tula Valley arrives via three drainage
anals from Mexico City; a more detailed description can be found
lsewhere [19]. The water is distributed via a complex series of
anals, and irrigation is carried out by opening small sluice gates
n the ditches that surround the fields. Typical rates are 13–15 cm
er event and the process usually results in complete flooding of the
eld. During the growing season of the most common crops, alfalfa
nd maize, the fields are typically irrigated in this way every 15 to
0 days and a total of 5–6 times during each growing cycle. This
quates to annual rates of between 1 and 2 m as two or three cycles
re possible each year. Two soils commonly found in the Tula Valley,
haeozem and Leptosol, were used for the validation and details of
heir physicochemical properties can be found in Table 4. The soil

as taken to a depth of 30 cm from at least eight points in each

rea sampled and a composite was then prepared by mixing 50 g
ub-samples after partially air-drying and sieving to 2 mm. The soils
ere stored at −20 ◦C before analysis.

Fig. 1. Schematic representation of the analytical procedure and
ta 78 (2009) 1159–1166 1161

2.3. Sample preparation strategy

Parameters affecting the extraction efficiency using the Dionex
accelerated solvent extraction (ASE) system were first tested. Fol-
lowing this, having established that the presence of hexane aided
that efficiency, the initial strategy was to remove this non-polar
solvent during concentration before adding water and isolating the
compounds on a reverse phase Oasis HLB cartridge. A comparison
was then made between simple elution of all analytes in a sin-
gle fraction with separate elution of fractions labelled as acidic
compounds and endocrine disruptors. This latter approach was
designed to improve the cleanliness of the samples and allow the
flexibility to apply a different derivatization step to each fraction
in order to improve sensitivity and permit adequate analysis of all
of the compounds. A representation of the method and areas of
investigations are shown in Fig. 1. The final method developed is
described in the next section.

2.4. Extraction and isolation

The soil (10 g) was weighed accurately and mixed thor-
oughly with diatomaceous earth (2 g) before being added to the
extraction cell; blanks consisted of 2 g of diatomaceous earth. 4-
n-nonylphenol (500 ng) and [2H4]estrone (250 ng) were added as
recovery standards and then samples were fortified with the ana-
lytes where appropriate (see Tables 5 and 6 for details). After
investigation, the most efficient solvent mixture for extraction was
acetone:hexane:acetic acid (50:50:2; v/v/v) and ASE conditions
used in the validation were as follows: pre-heat (0 min), heating
time (5 min), static time (5 min), 50% flush, 2 cycles. After extrac-
tion, 3,4-D (100 ng) was added as a recovery standard for the acids,
and the samples were evaporated to a volume of approximately
3–4 mL then water (20 mL) added. Oasis HLB cartridges (200 mg)
were conditioned with acetone (2×5 mL) followed by 5 mL of acetic
tridges at a flow rate of 1–2 mL/min. After washing the cartridges
with water (2 mL), acidic compounds were eluted with 5.5 mL
of a 40:60 (v/v) mixture of acetone:0.10 M sodium hydrogencar-
bonate buffer (adjusted to pH 10 using 1.0 M sodium hydroxide

the areas where method development was concentrated.
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Table 5
Instrument LOD (ng), linear correlation coefficients (R2), and recovery data (%± relative standard deviation) for target acidic pharmaceuticals and carbamazepine (n=3).

Analyte Instrument LOD R2 Fortification (ng/g; Phaeozem) Fortification (ng/g; Leptosol)
(2.5) (10) (50) (2.5) (10) (50)

Clofibric acid 0.01 0.9999 96 ± 9 99 ± 3 88 ± 2 84 ± 13 81 ± 1 79 ± 1
Ibuprofen 0.005 0.9996 101 ± 2 102 ± 2 92 ± 3 87 ± 13 104 ± 3 93 ± 1
2,4-D 0.01 0.9997 89 ± 13 78 ± 13 62 ± 8 85 ± 20 82 ± 1 72 ± 3
Gemfibrozil 0.005 0.9997 100 ± 16 97 ± 1 84 ± 3 98 ± 14 97 ± 3 83 ± 2
N 101 ±
K 100 ±
D 80 ±
C 118 ±
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aproxen 0.005 0.9997 93 ± 11
etoprofen 0.01 0.9998 94 ± 5
iclofenac 0.005 0.9992 79 ± 5
arbamazepine 0.01 0.9998 112 ± 8

olution). The cartridge was then washed with a further 2 mL of
ater and dried for 60 min under vacuum. The potential endocrine
isrupters were then eluted from the cartridge with 6 mL of ace-
one:dichloromethane (1:1).

.5. Concentration and derivatization

The acid fraction was evaporated for 15 min under a stream
f nitrogen to remove a proportion of the acetone present, acidi-
ed to below pH 2 with sulphuric acid (25 �L), and then the acids
nd carbamazepine extracted into ethyl acetate (2×2 mL). Rem-
ants of water were removed with anhydrous sodium sulphate,
nd 2,3-D (100 ng) and 10,11 dihydrocarbamazepine (100 ng) were
dded as internal standards before final evaporation to dryness
nder a stream of nitrogen at room temperature. The residue was
econstituted in ethyl acetate (25 �L) then MTBSTFA (50 �L) added.
-tert-butyldimethylsilyl derivatives were produced by reaction at
0 ◦C for 30 min then samples were diluted with ethyl acetate before

njection. The blanks, unfortified samples, and samples at the low-
st level of fortification were diluted to a final volume of 100 �L
hile samples at the higher two fortification levels were diluted to

000 �L.
The acetone:dichloromethane fraction was evaporated to

pproximately 200 �L then 1 mL of ethyl acetate added. Water
as removed by addition of anhydrous sodium sulphate and then

2H4]4-n-nonylphenol (500 ng), [2H16]bisphenol-A (500 ng), and
3H4]estradiol (250 ng) were added as internal standards. The sam-
le was evaporated to dryness under a stream of nitrogen at room
emperature and the residue was reconstituted in pyridine (25 �L).
STFA (50 �L) was added and N-trimethylsilyl derivatives were pro-
uced by reaction at 60 ◦C for 30 min then samples were diluted to
ither 100 or 1000 �L with ethyl acetate (as described above) before
njection.
.6. GC–MS analysis

The samples were analyzed using a HP 6890 gas chromato-
raph fitted with a 30 m HP5-MS fused silica capillary column

able 6
nstrument LOD (ng), linear correlation coefficients (R2), and recovery data (%± relative s

nalyte Instrument LOD R2 Fortificationa (Phae
Low M

-Nonylphenols 0.01 0.9989 90 ± 3 9
riclosan 0.005 0.9985 93 ± 18 9
isphenol-A 0.005 0.9975 91 ± 8 8
i-n-BuP 0.005 0.9995 – 9
uBeP 0.01 0.9994 – 7

2H4]DEHP 0.01 0.9950 76 ± 9 7
strone 0.005 0.9995 63 ± 19 8
7�-Estradiol 0.005 0.9994 78 ± 21 7
E2 0.02 0.9960 85 ± 17 8

a Fortification concentrations: 4-Nonylphenols, Di-n-BuP, BuBeP, and [2H4]DEHP: 250 ng
low), 50 ng/g (medium), and 100 ng/g (high); Estrone, 17�-estradiol, and EE2: 2.5 ng/g (lo
2 74 ± 1 80 ± 12 83 ± 6 75 ± 2
1 74 ± 2 79 ± 7 93 ± 6 75 ± 1
2 71 ± 3 65 ± 11 69 ± 4 62 ± 4
7 91 ± 5 75 ± 23 88 ± 8 75 ± 3

(30 m×0.25 mm, 0.25 �m film thickness), and connected to an
HP 5973 mass selective detector. Injection port temperature was
250 ◦C and 1 �L samples were injected in splitless mode. Carrier
gas was helium at a constant flow rate of 1 mL/min and the oven
programme was: 100 ◦C for 1 min, 20 ◦C/min to 280 ◦C, 280 ◦C for
10 min. The electron impact source temperature of the detector was
230 ◦C with electron energy of 70 eV. The quadrupole temperature
was 150 ◦C, and GC interface temperature was 280 ◦C. Single ion
monitoring (SIM) was used for quantitative analysis while a scan
range of 50–500 m/z was used for full scan analysis of selected sam-
ples. Ions monitored (quantification ions underlined) and retention
times are detailed in Tables 1–3, and typical chromatography of
standards is shown in Fig. 2.

3. Results and discussion

3.1. Extraction procedure

Pressurized liquid extraction (PLE) methods have the advantages
over Soxhlet systems of shorter extraction times and reduced sol-
vent use [20]. However, some analytes are unstable at the elevated
temperatures and pressures required therefore a brief investiga-
tion of these parameters was carried out using acetone:hexane
(1:1) as the extraction solvent. Poor recoveries (generally under
50%) from fortified soils were obtained for some of the acidic phar-
maceuticals under the initial extraction conditions of 100 ◦C and
1500 psi. Similar losses were seen at extraction temperatures of
60 ◦C, 75 ◦C, and 90 ◦C when the pressure was maintained constant
at 1500 psi. At a constant temperature of 100 ◦C, better recoveries of
acids were obtained at 1000 psi than 1250 or 1500 psi. Recoveries of
the endocrine disruptors were more or less consistent up to 1250 psi
but dropped slightly at 1500 psi (data not shown). In a PLE system,
increased temperature accelerates the kinetics of extraction while

elevated pressures keep the solvent below its boiling point. There-
fore, a pressure of 1000 psi was chosen for the method, a pressure
sufficient to maintain the solvent as a liquid at 100 ◦C without caus-
ing degradation of the analytes. A Phaeozem soil that was known
to have been irrigated with wastewater and therefore suspected to

tandard deviation) for target potential endocrine disrupting compounds (n = 3).

ozem) Fortificationa (Leptosol)
edium High Low Medium High

8 ± 4 86 ± 8 82 ± 4 82 ± 3 79 ± 2
5 ± 3 92 ± 7 128 ± 4 88 ± 5 88 ± 4
3 ± 2 88 ± 2 81 ± 3 80 ± 2 85 ± 7
7 ± 6 106 ± 4 – 95 ± 17 97 ± 4
5 ± 4 94 ± 3 – 72 ± 15 109 ± 2
4 ± 4 71 ± 9 58 ± 7 73 ± 4 72 ± 1
3 ± 2 83 ± 2 54 ± 2 86 ± 3 78 ± 4
8 ± 7 70 ± 6 77 ± 4 76 ± 5 68 ± 1
5 ± 5 76 ± 2 103 ± 2 73 ± 7 54 ± 9

/g (low), 1000 ng/g (medium), and 2000 ng/g (high); Bisphenol-A, triclosan: 10 ng/L
w), 10 ng/g (medium), and 50 ng/g (high)
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Fig. 2. Total ion chromatograms of standards of (a) the acidic pharm

ontain concentrations of the analytes of interest was used in exper-
ments to compare different extraction solvents. This was deemed

ore appropriate than spiking a soil which does not take true
ccount of aging effects. The presence of hexane in the extraction
olvent mixture notably improved the recovery of ibuprofen and
-nonylphenols compared to either a simple methanol or acetone

xtraction. Recoveries of triclosan, carbamazepine and bisphenol-A
ere either similar or slightly improved compared to the single sol-

ents (Fig. 3). Although it has been reported that acetone alone was
he most effective solvent for extraction of estrogens [21], because
his is a multi-residue method, a mixture of acetone:hexane (1:1,

Fig. 3. Comparison of solvents used for ext
cals and carbamazepine, and (b) the potential endocrine disrupters.

modified with 2% acetic acid) was chosen because of the compli-
mentary nature of the mixture, where acetone aids contact with
soils in the presence of water while hexane helps the extraction of
compounds adsorbed to refractory non-polar material.

3.2. Practical considerations
It was necessary to remove the hexane from the extraction solu-
tion and add water before passing the sample through the Oasis
HLB cartridge. The addition of water resulted in the precipitation of
some solids, but an extraction of this material showed a complete

raction; normalized extraction data.
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Fig. 4. Full scan chromatograms of elution with b

bsence of the analytes. Nevertheless, to be sure of no losses at
his stage, these solids were added to the cartridge which although
ausing a slowing in the passage of the solution, never resulted in
omplete blockage.

The elution of an acidic fraction with an acetone:buffer solution
ad advantages over the more common single elution with a polar
olvent. First, it allowed a specific derivatization of the acids with
TBSTFA and the resulting N-tert-butyldimethylsilyl derivatives

roduced improved peak shape in comparison to their trimethylsi-
yl equivalents from BSTFA derivatization. Second it produced a
elatively much cleaner fraction, as can be seen from a compari-
on of full scan chromatograms in Fig. 4. This helped sensitivity
n SIM mode by removing background noise and interfering peaks,
nd was particularly useful for the identification and quantification
f later eluting acids such as naproxen and diclofenac (Fig. 5). It also
llowed analysis of carbamazepine which was otherwise not possi-
le (see Section 3.3). The chromatogram of the endocrine disruptor
raction showed little difference compared to a single elution step,
ut did produce a slightly cleaner sample for injection. This is in
ontrast to results obtained when this separation procedure was
pplied to waters where the acid fraction was little changed com-
ared to the single elution and the endocrine disruptor fraction was
uch cleaner [18]. This difference can be explained by the nature
f the natural organic material which in water is generally rela-
ively polar and hence more likely to elute in the acidic fraction
hereas in soil it is more refractory in nature and contains less

cidic functional groups, is less polar and therefore less likely to
e encouraged from the column by the buffer solution. A mixture

Fig. 5. SIM chromatograms of elution with buffer solution (A) and simple e
solution (A) and simple elution with acetone (B).

of acetone:dichloromethane (1:1) was used to elute the endocrine
disruptors although it proved to be only marginally better than pure
acetone, helping improve the recovery of 4-nonylphenols by a few
percent.

3.3. The case of carbamazepine

The analysis of carbamazepine is complicated by partial degra-
dation of the derivatized compound, resulting in two peaks in
the chromatogram, the parent compound and derivatized imi-
nostilbene (Fig. 6). This degradation in the GC inlet has been
reported before [22] but it was noted in this work that the extent
to which this degradation occurs and the sensitivity of response
in general appears to depend on the state of the inlet, deter-
mined by previous injections as well as the matrix of the sample
actually being injected. For example, injection of a standard solu-
tion produced both the parent compound and the degradation
product whereas for the majority of soil samples the degrada-
tion product was not formed at all. Carbamazepine could still be
quantified with the use of 10,11-dihydrocarbamazepine as an inter-
nal standard as it produced the equivalent degradation product
(see Fig. 6) and in the same proportion, as indicated by the cal-
ibration curve and validation data obtained (see following two

sections). The separate elution with buffer proved advantageous
for the analysis because when a single elution was carried out,
carbamazepine and the internal standard were entirely absent
from the chromatogram, even in soils fortified at a high concen-
tration. It is possible that this was due to the matrix material

lution with acetone (B): naproxen (ion 287) and diclofenac (ion 352).
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reflects losses of analytes during extraction while 3,4-D was added
after the extraction because it was found to degrade completely
under the extraction conditions employed. Mean recoveries of
4-n-nonylphenol were slightly greater in Phaeozem (84%) than

Table 7
Data for the recovery standards (where n = 12); RSD = relative standard deviation.

Sample 3,4-D 4-n-Nonylphenol [2H4]Estrone

Phaeozem
Fig. 6. Chromatogram of carbamazepine and 10,11-dihydro

ausing a different or more complete degradation process in the
nlet.

.4. Linear correlation coefficients, limits of detection, and blank
oncentrations

The linearity of the instrument was acceptable for all analytes
ith correlation coefficients always greater than 0.99 in the con-

entration range of the study (Tables 5 and 6). This was also true
or carbamazepine despite the variable production of the degrada-
ion product, indicating an effective internal standard. The limit of
etection (LOD) of the method was defined as three times back-
round (signal to noise ratio of 3) and any peak above the LOD was
uantified.

LODs for the acids (Table 8) varied between 0.10 and 2.0 ng/g
nd were in general dictated by the presence of matrix material.
or the potential endocrine disruptors, LODs varied from 1.0 to
5 ng/g (Table 8). The limits for 4-nonylphenols and the phtha-

ates were influenced by unavoidable contamination picked up
uring the procedure from solvents and cartridges. There was
ery little background present for the analysis of the estrogens
nd limits could be lowered beyond those reported here sim-
ly by further concentration of the final sample. Overall, these

imits were considered practical and comparable to reported
alues.

Blank samples were included in each batch of the validation. The
cids were generally absent from the blanks as were carbamazepine
nd the three estrogens. 4-nonylphenols and the phthalates were
resent as expected, the main sources probably being the solvents
nd the Oasis HLB cartridges, while very low concentrations of tri-
losan and bisphenol-A were noted. Blank subtraction was carried
ut for all samples.

.5. Recovery data

The two soil types were fortified at three different levels, the
owest of which was close to the limit of detection of the method.

ean recoveries for the acidic compounds (Table 5) at the lowest
ortification level ranged from 79% to 112% (Phaeozem) and from
5% to 98% (Leptosol). At the intermediate level recoveries ranged
rom 78% to 118% (Phaeozem) and 69% to 104% (Leptosol), while at

he highest level they were from 62% to 92% and 62% to 93% respec-
ively. Relative standard deviations were mostly less than 10% at the
wo higher fortification levels but were greater at the lowest, a level
eliberately close to the detection limit of most of the compounds.
he data for carbamazepine was acceptable, despite the complica-
azepine showing the generation of degradation products.

tion of partial degradation, so showing that the internal standard
adequately corrected the data. Validation was also attempted for
salicylic acid but it degraded almost completely during the extrac-
tion procedure.

Recoveries for the potential endocrine disruptors from soil type
Phaeozem varied from 63 to 93% (lowest fortification level), 74% to
98% (intermediate) and from 70% to 106% (highest). Relative stan-
dard deviations were generally less than 10%, the notable exception
being the three estrogens at the lowest fortification level. For soil
type Leptosol, recoveries ranged from 54% to 128%, 72% to 95%, and
54% to 109% respectively (Table 6). Recoveries were a little lower for
the estrogens than the other phenols, notably estrone at the low-
est fortification and EE2 at the highest. This may be due to the use
of [2H3]17�-estradiol as the internal standard for all the estrogens
or possibly because of irreversible adsorption sites in particular
soil samples. Again relative standard deviations were generally less
than 10%. It was not possible to obtain validation data at the lowest
fortification level for the phthalates in either soil type as the fortifi-
cation level was too close to or less than the amounts present in the
soil. This problem was anticipated for DEHP and [2H4] DEHP was
used for the validation instead. Overall, recoveries were considered
acceptable considering the complexity of the samples, being soils
subjected to irrigation with untreated wastewater for many years.
The recovery data compare favourably with a microwave extraction
method that also involved a more laborious clean-up procedure
[23] and were similar to those reported recently for these types of
compounds in a sandy loam soil [24].

Three recovery standards were also evaluated as part of the
validation process (Table 7). For the acids, the recovery of 3,4-
D was generally greater than for the analytes, averaging 107%
in the Phaeozem soil and 110% in the Leptosol. This probably
Recovery (%) 107 84 87
RSD (%) 14 16 13

Leptosol
Recovery(%) 110 77 75
RSD(%) 7 5 9
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Table 8
Concentration of the analytes in Phaeozem and Leptosol soils under irrigation with
wastewater for approximately 90 years.

Analyte LOD (ng/g) Phaeozem Leptosol

Clofibric acid 2.0 <LOD <LOD
Ibuprofen 0.1 0.25±0.04 <LOD
2,4-D 2.0 <LOD <LOD
Gemfibrozil 2.0 <LOD <LOD
Naproxen 0.2 0.55±0.01 0.73±0.20
Ketoprofen 1.0 <LOD <LOD
Diclofenac 1.0 <LOD <LOD
Carbamazepine 0.5 6.48±0.59 5.14±0.48
4-Nonylphenols 25 41±6 123±9
Triclosan 1.0 4.4±0.1 18.6±1.2
Bisphenol-A 2.0 <LOD 14.8±3.2
Di-n-BuP 25 244±43 552±57
BuBeP 25 131±23 346±50
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EHP 25 820±87 2079±201
strone 1.0 <LOD <LOD
7�-Estradiol 1.0 <LOD <LOD
E2 2.5 <LOD <LOD

eptosol (77%) and the same was true of [2H4] estrone, 87% and
5% respectively. The recoveries were considered acceptable and
roadly representative of the recoveries of the analytes and there-
ore that these compounds were suitable recovery standards for
uality control during routine analysis.

.6. Concentrations of the analytes in soils

The concentration of the analytes was measured in both
haeozem and Leptosol soil types where irrigation had been carried
ut for 90 years (Table 8). Ibuprofen and naproxen were present, but
he concentrations (<1 ng/g) were very low, indicating no build up
f these acids in the soil. The most probable explanation is degra-
ation, probably aided by the microbial activity in the wastewater
nd soil, the high temperatures typical of the region, and possibly
hotolytic processes. The concentration of carbamazepine in the
oil was 6.48 ng/g (Phaeozem) and 5.14 ng/g (Leptosol) compared
o an estimated addition equivalent to approximately 0.2 ng/g for
ach irrigation event (data not presented), suggesting some persis-
ence of this compound. The potential endocrine disruptors were
lso present in the soil, except for the estrogens which were all
elow the limit of detection. Concentrations were greater in the
eptosol than in the Phaeozem soil but overall, there was no com-
elling evidence of any build up in the soil, suggesting degradation
rocesses in the soil prevail.
. Conclusions

A simple method using GC–MS detection was developed for
he analysis of a selection of acidic pharmaceuticals and poten-
ial endocrine disruptors in soils. The separate elution of an acidic

[
[

[
[

ta 78 (2009) 1159–1166

fraction permitted more sensitive detection of the acids, as well
as allowing detection of carbamazepine. The endocrine disruptor
fraction was physically cleaner but little difference was noted in the
chromatograms. A comprehensive validation proved the robustness
of the method which was used to measure the concentration of the
compounds in soils that had been irrigated with untreated wastew-
ater. The concentrations of most compounds were low, generally
well below the amount that would be applied in a single applica-
tion, indicating most likely that rapid degradation processes occur
between irrigation events, preventing accumulation of these micro-
pollutants. The only contaminant that showed signs of persistence
was carbamazepine which was present in the soils at much greater
concentrations than would be applied in a single irrigation event.
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a b s t r a c t

Cobalt(II) phthalocyanine [Co(II)Pc] is used as both an ionophore and chromogen for batch and flow injec-
tion potentiometric and spectrophotometric determination of anionic surfactants (SDS), respectively. The
potentiometric technique involves preparation of a polymeric membrane sensor by dispersing [Co(II)Pc]
in a plasticized PVC membrane. Under batch mode of operation, the sensor displays a near-Nernstian slope
of−56.5 mV decade−1, wide response linear range of 7.8×10−4 to 8.0×10−7 mol L−1, lower detection limit
of 2.5×10−7 mol L−1 and exhibits high selectivity for anionic surfactants in the presence of many common
ions. Under hydrodynamic mode of operation (FIA), the slope of the calibration plot, limit of detection, and
working linear range are −51.1 mV decade−1, 5.6×10−7 and 1.0×10−3 to 1.0×10−6 mol L−1, respectively.
The spectrophotometric method is based on the use of [Co(II)Pc] solution in dimethylsulfoxide (DMSO)
as a chromogenic reagent. The maximum absorption of the reagent at 658 nm linearly decreases with the
increase of anionic surfactant over the concentration range 2–30 �g mL−1. The lower limit of detection is

−1
olecular recognition
low injection analysis
obalt(II)phthalocyanine

1 �g mL and high concentrations of many interfering ions are tolerated. Flow injection spectrophoto-
metric measurements are carried out by injection of the surfactant test solution in a stream of the reagent
in DMSO. The sample throughput, working range and lower detection limit are 25–30 samples h−1, 4–60
and 2 �g mL−1, respectively. The potentiometric and spectrophotometric techniques are applied to the
batch and flow injection measurements of anionic surfactants in some commercial detergent products.
The results agree fairly well with data obtained using the standard methylene blue spectrophotometric
method.
. Introduction

It is a frequent task of many analytical laboratories to deter-
ine surfactants in product formulations for quality control, in

ndustrial samples for process control, in wastewaters for envi-
onmental control and in food products for contamination control.
lthough various instrumental methods have been suggested for
uantification of anionic surfactants, spectrophotometry [1-10] and
otentiometry [11-22] remain the easier and relatively low cost
pplicable techniques.

The standard method for determining anionic surfactants is

ased on the formation of an ion pair complex between the
urfactants and methylene blue, followed by extraction into chlo-
oform, and spectrophotometric measurements [1]. Ethyl violet
2,3], malachite green [4], methyl orange [5] and pyridinium deriva-

∗ Corresponding author. Tel.: +2026822991; fax: +2026822991.
E-mail address: saadsmhassan@yahoo.com (S.S.M. Hassan).

039-9140/$ – see front matter © 2009 Published by Elsevier B.V.
oi:10.1016/j.talanta.2008.12.029
© 2009 Published by Elsevier B.V.

tives [6-9] have been similarly used. Most of these methods are
time-consuming, involve multiple solvent extraction procedures
[1-6,8,10], and suffer from serious interferences by organic sul-
fates, sulfonates, carboxylates, phenolates, thiocyanate, cyanate,
nitrate, and chloride ions [1,7,8]. On the other hand, application
of these methods with the flow injection systems necessitates
the use of multiple stream setup [4,5,8], phase converter, seg-
mentor, separator with porous PTFE membrane, and a special
line connector to deal with the two-phase extraction process
[2,4,6].

The potentiometric approach for determining anionic surfac-
tants involves either titration with cationic species [11-13] or direct
potentiometry using surfactant-sensitive sensors. Ion-selective
sensors for anionic surfactants were first prepared using liquid ion

exchangers dissolved in water-immiscible organic solvents [14,15].
Sensors with better selectivity and longer life time have been sug-
gested based on the use of poly(vinyl chloride) or modified polymer
matrix membranes [16-18] in the form of tubular or coated wire
designs [15,19,20]. Applications of some of these sensors for flow
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njection determination of surfactants have been also described
20-22].

Metal phthalocyanines are well known commercially available
yes, with good chemical and thermal stabilities. Relatively little
ttention has been paid to the potential utility of these com-
ounds as active sensing materials, molecular recognition species
r a promising class of ionophores in potentiometric sensors [23-
7]. Recently, methods for a batch and flow injection analysis
f azide ion using cobalt(II)phthalocyanine PVC based mem-
rane sensor have been described [28]. Potentiometric response of
etal phthalocyanine-doped membrane sensors for some anions

s believed to be due to coordination of the analyte anion as an
xial ligand, to the metal center of the carrier molecule [29]. The
iterature is also scanty about the use of these compounds for
pectrophotometric measurements due to their poor solubility in
queous solutions.

In this study, new simple, selective and sensitive potentio-
etric and spectrophotometric methods for determining sodium

odecylsulfate (SDS) are described based on the use of cobalt(II)
hthalocyanine [Co(II)Pc] as a molecular recognition reagent. A
oly(vinyl chloride) matrix membrane sensor for batch and flow

njection analysis (FIA) of anionic surfactants is described. The
ensor has the advantages of fast response, reasonable selectivity,
ow detection limit, long life span and a wide pH working range.
he use of [Co(II)Pc] as a chromogenic reagent offers a simple
on-extraction procedure for batch and continuous monitoring of
nionic surfactants with high accuracy, selectivity and sensitivity.
oth the potentiometric and spectrophotometric methods are val-

dated and satisfactorily used for the quality control assessment of
nionic surfactants in some commercial detergent products.

. Experimental

.1. Reagents

All reagents were of analytical grade quality and used as received
ithout further purification. Deionized doubly distilled water was
sed throughout. Cobalt(II) phthalocyanine [Co(II)Pc], tetrahydro-
uran (THF), and high molecular weight poly(vinyl chloride) powder
PVC) were obtained from Aldrich Chemical Co. (Milwaukee, WI,
SA). Dioctylsebacate (DOS), o-nitrophenyloctyl ether (o-NPOE)
nd a certified reference sample of sodium dodecylsulfate, SDS
BioUltra) were obtained from Fluka (Ronkonkoma, NY). Commer-
ial detergent samples were obtained from the local market.

.2. Equipment

All potentiometric measurements were conducted at 25±1 ◦C
ith an Orion digital pH/mV meter (Model SA 720) using

obalt(II)phthalocyanine based PVC membrane sensor in conjunc-
ion with an Orion Ag/AgCl double-junction reference electrode
Model 90-02) containing 10% (w/v) potassium nitrate in the outer
ompartment. Combination Ross glass electrode (Model 81-02) was
sed for all pH measurements. All spectrophotometric measure-
ents were carried out at 658 nm with a double beam Shimadzu

pectrophotometer (Mv model 1601) using 1.00 cm quartz cuvettes.
A single-stream flow injection (FI) system [21] consisting of a

onostat cassette pump (Junior, NY) and an Omnifit injection valve
Omnifit Cambridge, UK) with a 100 �L sample loop was used. Slight
ulsation, originating from the peristaltic pump, was avoided by

rounding connection. The potentiometric and spectrophotometric
ignals were monitored using a home made high-impedance data
cquisition 8-channel box connected to a PC through the interface
DC 16 (Pico Tech., UK) and PicoLog for windows (version 5.07)
oftware.
ta 78 (2009) 723–729

2.3. Membrane preparation and sensor construction

A mixture of PVC (66 mg), DOS or o-NPOE plasticizer (131 mg)
and Co(II) phthalocyanine (3 mg) was thoroughly mixed and dis-
solved in ∼5 mL of THF. The membrane cocktail was poured into
a glass cup (30 mm i.d.), covered with a filter paper, left to stand
over night at room temperature until complete evaporation of
THF and formation of a thin PVC membrane. A membrane disk of
∼9 mm diameter was sectioned with a cork borer and glued to a
piece of Tygon tube (5 mm i.d., 9 mm o.d.) using THF. The tube
was attached to the electrode glass body as previously described
[30,31]. A mixture of an equal volume of 1.0×10−3 mol L−1 KCl
and 1.0×10−3 mol L−1 SDS solutions was used as an internal fill-
ing solution. An Ag/AgCl electrode (∼0.5 mm diameter) was used
as internal reference electrode. The sensor was conditioned before
use by soaking in 1.0×10−4 mol L−1 SDS for 24 h and stored in the
same solution when not in use. The sensor potential was measured
against an external Ag/AgCl double-junction reference electrode
(Orion 90-02).

A laboratory-made flow-through tubular potentiometric cell
detector, equipped with a [Co(II)Pc] PVC membrane was fabricated
as described previously [21]. A coating THF solution containing
PVC/o-NPOE/[Co(II)Pc] in the ratio of 33:65.5:1.5 wt%, respectively,
was deposited 3–4 times directly in a hole wall of a Tygon tube win-
dow (1 cm length, 2 mm width) using a dropper. After each addition,
the THF was allowed to evaporate slowly at room temperature to
give a thin film of ∼0.1 mm thickness. The sensor was conditioned
by soaking for 24 h in a 1.0×10−3 mol L−1 solution of SDS and closed
fitted in the FIA setup tubing at a distance of 5 cm from the injec-
tion valve. The end of the tube was placed in a Petri dish with an
Orion (model 90-02) double-junction Ag/AgCl reference electrode.
The cell was incorporated in the flow injection setup.

2.4. Sensor and detector calibration

Calibration of SDS based membrane sensor under a batch mode
of operation was made by immersing the sensor in conjunc-
tion with an Orion Ag/AgCl double-junction reference electrode
into a 20 mL beaker containing 10 mL of 1.0×10−3 mol L−1 phos-
phate buffer of pH 7 background. Aliquots (100 �L) of 1.0×10−7 to
1.0×10−2 mol L−1 standard SDS solutions were successively added
and the potential change after each addition was recorded. A
calibration curve was constructed by plotting potential reading
changes against logarithm [SDS] concentrations. The calibration
plot was used for all subsequent batch potentiometric measure-
ments of unknown concentrations of anionic surfactants under the
same conditions.

Calibration of SDS tubular flow-through cell detector was made
at 25±1 ◦C by pumping a stream of a 1.0×10−3 mol L−1 phos-
phate buffer of pH 7 in the flow injection setup at a flow rate of
3.5 mL min−1 by means of a peristaltic pump and Tygon tubing
(0.8 mm i.d.). The length of the tube between the injection valve and
detector was 10 cm in the form of a mixing coil. After a steady-state
baseline stabilization within±0.2 mV, successive 100 �L aliquots of
standard 1.0×10−6 to 1.0×10−2 mol L−1 SDS were injected in the
carrier stream. The potential signals were recorded at least 3 times
for each concentration using a home made high-impedance data
acquisition computer system. The average peak height was plot-
ted against SDS concentration and the calibration plot was used
for all subsequent flow injection measurements of unknown test
solutions.
2.5. Sensor selectivity

The potentiometric selectivity coefficients (KPot
SDS,B) of [Co(II)Pc]

based membrane sensor were measured using the separate solu-
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ions (SSM) method [32,33]. Potential responses of two separate
olutions, one containing 1.0×10−3 mol L−1 SDS ion (A) and the
ther containing 1.0×10−3 mol L−1 of the interfering ion (B) in
.0×10−3 mol L−1 phosphate buffer background of pH 7 were mea-
ured. Selectivity data were obtained using the equation:

og KPot
A,B =

EB − EA

S
+ 1− ZA

ZB
log aA (1)

here KPot
A,B is the potentiometric selectivity coefficient, S is the slope

f the calibration plot, aA is the activity or concentration of SDS
nd ZA and ZB are the charges of SDS and the interfering anions,
espectively.

.6. Spectrophotometric determination of anionic surfactants

For batch analysis, 2.5 mL aliquots of 0.1 mg mL−1 [Co(II)Pc] in
MSO solution were added to a series of 5-mL calibrated flasks
ontaining 10–500 �L of 1.0×10−3 mol L−1 SDS (the final concen-
rations were 0.6–28.8 �g mL−1). The mixtures were thoroughly

ixed and the absorbances were measured at 658 nm using 1.00 cm
uartz cuvettes. A blank experiment was carried out under identi-
al conditions and the absorbance difference vs [SDS] concentration
lot was made and used for all subsequent batch assay of SDS.
igher [SDS] concentrations (up to 200 �g mL−1) can be measured
y increasing the reagent concentration (ca. 1.0 mg mL−1).

For flow injection analysis, a stream of 0.1 mg mL−1 [Co(II)Pc]
n DMSO reagent was pumped through the flow injection sys-
em. Calibrants (1.0–20.0 �g mL−1) and unknown test solutions of
DS were injected (in triplicates) using a 100 �L injector loop and
llowed to mix at room temperature in a 10 cm long mixing coil. The
bsorbance of the developed color was continuously recorded at a
avelength of 658 nm. A calibration plot connecting the decrease in

he absorption peak height as a function of [SDS] concentration was
onstructed and used for measurement of unknown test samples.

.7. Determination of some commercial detergent products

A 1.00 g portion of the detergent powder or a 1.00 mL aliquot
f the liquid detergent was accurately weighed, transferred to a
00-mL calibrated flask, completed to the mark with deionized
ater and shaken well. A test solution was prepared by transfer-

ing a 1.0-mL aliquot of the clear supernatant to a 100-mL calibrated
ask, diluted to the mark with 1.0×10−3 mol L−1 phosphate buffer
f pH 7 and shaken well. The batch and FIA potentiometric and
pectrophotometric procedures described above were followed for
etermination of anionic surfactants in some commercial products.

. Results and discussion
Metallophthalocyanines are strong ligands for many anions with
good discriminating ability due to the specific anion axial lig-

tion reactions with the central metal ion of the reagents. In
he present study, the interaction of cobalt(II) phthalocyanine

able 1
erformance characteristics of batch wise and flow injection potentiometric measuremen

arameter Batch

lope (mV decade−1) −56.5
orrelation coefficient (r2) 0.9972
inear range (mol L−1) 8.0×10−

etection limit (mol L−1) 2.5×10−

orking range (pH) 2–7
esponse time for 10−4 mol L−1 (s) ≤30
ithin-day-reproducibility (mV) 0.4

etween-day-variability (mV) 0.7
ccuracy (%) 98.7
elative standard deviation (%) 0.4
ta 78 (2009) 723–729 725

[Co(III)Pc] reagent with anionic surfactants was spectrophotomet-
rically examined. Since [Co(II)Pc] is poorly soluble in aqueous
media, the measurements were conducted in dimethylsulfoxide
(DMSO) solution. The absorption spectrum of [Co(II)Pc] displays
two peak maxima at 658 (ε = 3.9×103 L mol−1 cm−1) and 598 nm
(ε = 1.2×103 L mol−1 cm−1) due to monomer and dimer species,
respectively. Upon addition of sodium dodecylsulfate surfactant
(SDS), a significant hypochromic shift of both absorption peaks
takes place probably due to the formation of an aggregate complex
between (SDS) and [Co(II)Pc]. Similar behavior has been previously
reported by reaction of some surfactants with metal porphyrins
[34]. It has been also reported that anionic detergents at con-
centration levels below the critical micellization, linearly decrease
the absorption intensity of cationic dyes due to the formation of
dye–detergent aggregates [35,36]. The strong and fast binding of
[Co(II)Pc] with (SDS) suggests the use of this system for batch and
flow injection potentiometric and spectrophotometric determina-
tion of anionic surfactants.

3.1. Potentiometric measurements

3.1.1. Sensor characteristics
Four SDS sensors with polymeric membranes consisting of

1–5 wt% [Co(II)Pc], 60–65 wt% DOS or o-NOPE plasticizer and
30–35 wt% PVC, were prepared and electrochemically evalu-
ated according to IUPAC recommendations [32]. The optimum
response characteristics are obtained with a membrane incor-
porating 1.5 wt% [Co(II)Pc], 65.5 wt% o-NOPE and 33 wt% PVC
(Table 1). Calibration plots, made in 1.0×10−3 mol L−1 phosphate
buffer of pH 7 background, for sensors with membranes plasti-
cized with DOP (ε = 3.9) and o-NPOE (ε = 24) are shown in Fig. 1.
Results from three replicate studies on each sensor indicate sub-,
and near-Nernstian slopes of −37.5 and −56.5 mV decade−1, lin-
ear response range of 6.3×10−4 to 3.2×10−6 and 7.8×10−4 to
8.0×10−7 mol L−1 and lower detection limits of 1.9×10−6 and
2.5×10−7 mol L−1 SDS with membrane sensors incorporating DOS
and o-NPOE plasticizers, respectively. The lower limit of detection
is defined as the concentration of [SDS] corresponding to the inter-
section of the extrapolated linear segments of calibration graphs.
Measurements of SDS at concentration levels >10−3 mol L−1 are
not possible due to the formation of critical micelle (CMC). The
critical micelle concentration of SDS in water is 1.6×10−3 mol L−1

[37]. A membrane sensor plasticized with o-NPOE gives more favor-
able performance characteristics. It reaches∼95% of its equilibrium
potential response within 20 s, and its lifetime is at least 2 months.
During this period, the variation in the calibration slope does not
exceed±3 mV decade−1. After 2 months, the calibration slope starts

to deteriorate rapidly. This sensor was used for all subsequent inves-
tigation.

The operative response mechanism of the sensor can be
explained on the basis of an axial ligation of the central cobalt
atom of [Co(II)Pc] by sodium dodecylsulfate (SDS) with the

ts of SDS using [Co(II)Pc] as a membrane sensing material.

FIA

−51.1
0.9977

7 to 7.9×10−4 1.0×10−6 to 1.0×10−3

7 5.6×10−7

2–7
<90
0.7
0.9
97.9
0.7
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Table 2
Potentiometric selectivity coefficients and spectrophtometric tolerance of some
interfering ions using [Co(II)Pc] as a membrane sensing material and chromogenic
reagent.

Interferent (B) Potentiometry selectivity

coefficient
[

KPot
SDS,B

] Spectrophotometry, w/w
tolerance ratio [B]/[SDS]

Cl− 6.8×10−4 425
I− 2.6×10−3 30
F− 8.2×10−4 520
SO4

2− 7.9×10−3 410
SO3

2− 7.4×10−3 8
PO4

3− 4.2×10−4 420
SCN− 2.2×10−3 55
NO2

− 1.2×10−3 320
NO3

− 1.0×10−3 300
CO3

2− 5.0×10−3 350
ClO4

− 7.9×10−3 350
ig. 1. Calibration of [SDS] PVC membrane sensors using cobalt phthalocyanine as
onophore and NPOE and DOS plasticizers.

ormation of an aggregate at the organic membrane/aqueous
ample interface. Although [Co(II)Pc] exists in monomer/dimer
quilibrium [38], both forms have axial coordination sites
vailable for interaction with SDS anion and induce potential
esponse.

.1.2. Effect of pH
The influence of pH on the potentiometric response of

Co(II)Pc] based membrane sensor was tested with 1.0×10−4 and
.0×10−3 mol L−1 SDS solutions over a pH range 2–10. The sen-
or shows practically no significant potential dependence over the
H range 2–7 (Fig. 2). This observation was further confirmed by
alibration of the sensor with 1.0×10−2 to 1.0×10−6 mol L−1 SDS

olutions using 1.0×10−3 mol L−1 phthalate buffer of pH 5, and
.0×10−3 mol L−1 phosphate buffer of pH 7 as backgrounds. The
alibration plots obtained are almost identical in terms of slope,
etection limit and linear response range. All subsequent measure-

ig. 2. Effect of pH on the response of [SDS] PVC membrane sensor based on cobalt
hthalocyanine ionophore and NPOE plasticizer.
Citrate3− 1.3×10−3 380
Acetate− 8.6×10−3 435
Oxalate2− 7.7×10−4 365

ments were made in 1.0×10−3 mol L−1 phosphate buffer of pH 7 as
a background.

3.1.3. Sensor selectivity
Potentiometric selectivity coefficients (KPot

SDS,B) of [Co(II)Pc]
based membrane sensor were determined using the separate
solutions method [SSM] at a fixed concentration of [SDS] species
as a primary analyte ion in one run and the interfering species
(B) in a separate run [32,33]. As can be seen in Table 2, the
sensor exhibits a high selectivity towards [SDS] over many com-
mon anions. The selectivity order is: SDS− > acetate− > SO4

2− =
ClO4

− > SO3
2− > CO3

2− > I− > SCN− > citrate3− > NO2
− > NO3

− > F− >
oxalate2− > Cl− > PO4

3−. This sequence significantly differs from
the hydrophobicity-based Hofmeiser series (ClO4

− > SCN− >
I− > NO3

− > Br− > Cl− > HCO3
− > CH3COO− > SO4

2− > HPO4
2−) com-

monly observed with ion exchanger based membrane sensors and
supporting a neutral or charged carrier sensing mechanism with
the present ionophore.

It has been reported that the classical ion exchanger based mem-
brane sensors display Hofmeister selectivity order, influenced by
the hydration energy or hydrophilicity of the analyte anions [39].
In this case, the electrostatic interaction plays the dominant role
for the transfer of the anion across the organic/water interface
and inducing the potential response. However, the potentiomet-
ric response of metallophthalocyanine-doped membrane sensors is
believed to be based on the coordination of the analyte anion as an
axial ligand to the central metal of the carrier molecule with little
influence from anion hydration energy. Variation of coordination
affinity of the various anions to the central metal of the complex
strongly influences the potentiometric selectivity and alters the
Hofmeister selectivity sequence of the classical liquid membrane
sensors [39].

3.1.4. Batch and flow injection potentiometric determination of
anionic surfactants

The potentiometric assay method of SDS was validated by deter-
mining the performance characteristics of the procedure using the
quality control-quality assurance standards [40]. Five batches (six
determinations each) of internal quality control SDS samples pre-
pared from a certified reference material (CRM) and covering the
concentration range 1.0×10−7 to 1.0×10−3 mol L−1 SDS were used.

The accuracy (trueness) and precision (relative standard deviation)
were calculated according to Eqs. (2) and (3):

Accuracy, % = X ′

�
× 100 (2)
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recision, % = SD
X ′
× 100 (3)

here X′, � and SD are the mean of concentration found, reference
alue, and standard deviation, respectively. Linear measurement
ange (R), lower detection limit (LOD), within-day-repeatability
CVw) and between-day-variability (CVb) were also evaluated. The
esults obtained are presented in Table 1. A statistical evaluation
f the results indicates that the student’s test (t) at 95% confidence
evel shows no statistical difference between the theoretically tab-
lated (t = 2.015) and the practically obtained values (t = 0.955).

A tubular-type detector incorporating [Co(II)Pc] based mem-
rane sensor was used under a hydrodynamic mode of operation
or continuous SDS quantification. Factors affecting signal shape
nd intensity such as flow rate, injection volume and tubing diam-
ter were optimized using a 1.0×10−3 mol L−1 phosphate buffer
olution of pH 7 as a carrier stream. The effects of sample injection
olume (20–700 �L), carrier flow rate (0.2–4.5 mL min−1) and tub-
ng diameter (0.5–3.5 mm) were examined. High sample volume
hows high peak height, long residence time, and long recovery
ime and low sample throughput. With a constant injection vol-
me, the residence time of the sample is inversely proportional
o the flow rate. As the carrier flow rate increases, the response
eak becomes higher and narrower, thus resulting in an increase of
he sampling frequency. Optimum performance is achieved under
he conditions: flow rate: 3.5 mL min−1, tubing internal diame-
er: 2 mm, injector/detector distance: 10 cm and injection volume:
00 �L. These conditions provide about 96–98% of the maximum
eak height and compromise between sensitivity, sample rate and

inear operational range.
Under the above optimum conditions, the residence time (T)

i.e., the time span from injection until the appearance of max-
mum signal) ranges from 11 s for 1.0×10−6 mol L−1 to 28 s for
.0×10−3 mol L−1 SDS solution. The period elapsed from injection
ime to the start of the signal (travel time ta) is 4–15 s. As SDS
oncentration increases, the response time increases. The period
etween the appearance of the maximum signal and the return to
he baseline (return time, t) is 14–35 s. Baseline-to-baseline time
�t) defined as the interval between the start of the signal and

ts return to the baseline is 25–60 s. These data reveal that the pro-
osed SDS detector provides a low dead volume, fast response time,
easonable washout characteristic, and possible measurement of
5–30 samples h−1.

ig. 3. Potentiometric flow injection signals of [SDS] standard solutions using cobalt
hthalocyanine based membrane sensor.
ta 78 (2009) 723–729 727

It can be seen that the profile of the signals is not symmet-
rical, probably due to a convection diffusion mode of the flow
system [41], besides a relatively slow washout of the detergent
from the detector membrane. A linear relationship between SDS
concentration and FIA signal intensity is obtained over the range
1.0×10−6 to 1.0×10−3 mol L−1 (Fig. 3) with a calibration slope
of −51.1 mV decade−1. The relative standard deviations of the FIA
potential signals are 1–2% for SDS samples containing 3.5×10−5

to 3.5×10−4 mol L−1 and 2.4% for the entire concentration range
(3.5×10−3 to 3.5×10−6 mol L−1).

3.1.5. Method advantages
Some significant advantages are offered by the proposed SDS

potentiometric sensor over many of the previously described
potentiometric methods. The lower detection limit and/or linear
response range of the present method are at least one or two orders
of magnitude better [16-18,20] and negligible effects (low selectiv-
ity coefficient values) are caused by ClO4

−, SCN−, Cl− and PO4
3−

interferents [13,19,20].

3.2. Spectrophotometric measurements

3.2.1. Method performance
Reaction of SDS with [Co(II)Pc] reagent in DMSO is asso-

ciated with a significant decrease of the reagent absorbance
peak at 658 nm (Fig. 4). The effect of pH on the stability of
[SDS]/[Co(II)Pc] system was examined by following the absorbance
intensity at 658 nm for a series of SDS solutions containing 10 �mol
(∼3 �g mL−1). The pH of each SDS aqueous test solution was
adjusted at various pH values, using hydrochloric acid and/or
NaOH solutions, before treatment with the chromogen solution.
The absorbance-pH profile shows a reasonable color stability of
the test solutions over the pH range 2–9 (Fig. 5). Internal quality
control SDS samples, prepared from certified reference material
(30–60 �g mL−1), were spiked into 10.0 mL of tap and seawater
samples to evaluate the method precision and recovery using Eqs.
(3) and (4), respectively.

Recovery, % =
[

(X ′s − X ′)
Xadded

]
× 100 (4)

′ ′
where X s, X and Xadded are the mean result of spiked samples,
mean results of unspiked samples and amount of added (spiked)
reference SDS samples, respectively. The results reveal average
recoveries of 99.6 and 98.4% and mean precisions of 2.3 and 1.8%
(n = 6) for batch and FIA mode of operations, respectively (Table 3).

Fig. 4. Absorbance plots of different concentrations of [SDS] using cobalt phthalo-
cyanine in DMSO as a chromogenic reagent.
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ig. 5. Effect of pH on the absorbance of SDS/cobalt phthalocyanine reaction in
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.2.2. Method selectivity
The selectivity of SDS/[Co(II)Pc] color reaction was examined,

y following the absorbance response at 658 nm for a number of
nterfering ions with the reagent. The tolerance limits of 14 dif-
erent anions, in the form of sodium or potassium salts, which
ommonly associated with various commercial detergent products
nd present in other natural matrices were evaluated. The tolerance
imit was considered as the concentration of the interferent that
auses a maximum of ±5% deviation in the absorbance value. The
esults obtained (Table 2) reveal reasonable selective recognition
haracteristics of [Co(II)Pc] reagent for SDS. Sulfite, iodide and thio-
yanate ions interfere, when present at concentration levels >8-, 30-
nd 55-fold excess, respectively, over SDS. However, these species
re seldom present with SDS in real detergent samples.

.2.3. Batch and flow injection spectrophotometric determination
f anionic surfactants

Under batch and flow injection modes of operation, linear rela-
ionships are observed between the decrease in the absorbance of
Co(II)Pc] reagent and SDS concentration. Beer’s law is obeyed over
he working ranges 2–30 and 4–60 �g mL−1 with average response
imes of 40 and 60 s under batch and FIA, respectively. The lower
imit of detection was calculated according to IUPAC standards
42] using the relation: (LOD) = KSD/S, where SD is the standard
eviation of the blank measurements (n = 6), S is the slope of the cal-

bration curve and K is a numerical factor depending on the degree
f confidence level needed. With K = 3 (i.e., 3 SD), the detection
imits are 1 and 2 �g mL−1 for batch and FIA spectrophotomet-
ic measurements of SDS, respectively. Fig. 6 shows representative

ow injection traces of 10–17 �g mL−1 SDS. The response time (ta)
nd baseline-to-baseline time (�t) over this range are 12–70 and
0–230 s, respectively. The signal shape displayed by the spec-
rophotometric and potentiometric detectors is almost similar.

able 3
erformance characteristics of batch wise and flow injection spectrophotometric
easurements of SDS using [Co(II)Pc] as a chromogenic reagent.

arameter Batch* FIA*

inear response range (�g mL−1) 2–30 4–60
ower limit of detection (�g mL−1) 1 2
esponse time for 10 �g mL−1 (s) 40 60
recision (%) 2.3 1.8
elative standard deviation (%) 0.7 1.1
ccuracy (%) 98.8 97.6
etween-day-variability (mV) 0.9 1.4
ithin-day-reproducibility (mV) 0.8 1.2

* Average of 6 measurements.
Fig. 6. Spectrophotometric flow injection signals of [SDS] standard solution using
cobalt phthalocyanine in DMSO as a chromogenic reagent.

3.2.4. Method advantages
Many of the previously described spectrophotometric meth-

ods exhibit some significant drawbacks upon comparison with the
proposed method. These are, the limited applications to acidic
surfactant test solutions [3,8,10], the use of multiple stream flow
injection setup [6,9], the need for special FIA instrumentation [2,4-
6,8], and the time-consuming extraction procedure [2,3,6,8,10]. The
present method, however, is used over a wider pH range of the test
solutions (pH 3–8), requires a simple single-stream flow injection
setup and involves a simple homogenous (non-extraction) proce-
dure. On the other hand, a comparison of the performances of the
proposed potentiometric and spectrophotometric methods reveals
that the former method covers a wider range of SDS concentration,
offers a lower detection limit, and is less affected by most common
interfering ions.

3.3. Potentiometric and spectrophotometric determination of
anionic surfactants in commercial products

Anionic surfactants in some commercial detergent samples
(clothes washing powders and dish washing liquids) were poten-
tiometrically and spectrophotometrically determined under batch
and flow injection modes. Sample test solutions containing 1.0 g L−1

or 1.0 ml L−1 of the powder and liquid formulations were prepared
in 1.0×10−3 mol L−1 phosphate buffer of pH 7 and directly mea-
sured by batch and flow injection potentiometry. Measurements
were also conducted by batch and flow injection spectrophotome-
try after further dilution of the test solutions. The results obtained
are recorded in Table 4 and compared with data obtained using
the standard spectrophotometric methylene blue method [1]. The
potentiometric data compare fairly well with the results of both the
proposed and standard methylene blue spectrophotometric meth-
ods. The standard spectrophotometric method, however, involves
time-consuming extraction step with a hazardous solvent and suf-
fers from interferences by carboxylate, sulfonate and phenolate
compounds [1]. An F-test shows no significant difference at 95%

confidence level between means and variances of the potentiomet-
ric and spectrophotometric sets of results. The calculated F-values
(n = 6) are in the range 1.1–3.9 compared with the theoretically tab-
ulated value (6.39).
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Table 4
Batch and flow injection potentiometric and spectrophotometric determination of anionic surfactants in some commercial detergents (mg g−1) using [Co(II)Pc] as a membrane
sensing material and chromogenic reagent, respectively.

Sample trade name and source Potentiometry* Spectrophotometry* Standard spectrophotometry* [1]

FIA Batch FIA Batch

General (Henkel) 293 ± 2.0 297 ± 2.1 294 ± 4.1 295 ± 6.1 291 ± 4.8
Lang (Henkel) 274 ± 4.4 281 ± 3.4 275 ± 5.3 277 ± 4.2 276 ± 4.3
Ariel (Procter & Gamble) 260 ± 3.1 262 ± 4.2 260 ± 4.2 264 ± 4.4 .257 ± 6.5
Omo (Lever) 255 ± 5.2 252 ± 4.3 250 ± 4.1 254 ± 6.4 248 ± 5.5
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ersil (Henkel) 246 ± 2.9 241 ± 2.8
ide (Procter & Gamble) 226 ± 4.2 231 ± 3.3

* Average of 6 measurements.

. Conclusions

A PVC membrane sensor with [Co(II)Pc] as an ionophore and
-NPOE as a plasticizer is described for direct potentiometric
etermination of anionic surfactants (e.g., sodium dodecylsul-

ate, SDS). Under batch mode of operation, the working response
ange is 8.0×10−7 to 7.8×10−4 mol L−1 SDS over the pH range
–7 with anionic slope of −56.5 mV decade−1 and lower detection

imit of 2.5×10−7 mol L−1. Under flow injection mode of analysis,
he linear response range, lower limit of detection and calibra-
ion slope are 1.0×10−3 to 1.0×10−6 mol L−1, 5.6×10−7 mol L−1

nd −51.1 mV decade−1, respectively. [Co(II)Pc] in DMSO dis-
lays an absorption maximum at 658 nm linearly decreases with
he increase of SDS concentration over the ranges 2–30 and
–20 �g mL−1 for batch and flow injection analysis, respectively.
oth the potentiometric and spectrophotometric techniques are
atisfactorily used for determination of SDS in commercial deter-
ent products with negligible interferences from most common
ssociated substances.
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a b s t r a c t

In this work, a simple and sensitive electroanalytical method was developed for the determination of
enrofloxacin (ENRO) by adsorptive cathodic stripping voltammetry (ADSV) using Cu(II) as a suitable probe.
The complex of copper(II) with ENRO was accumulated at the surface of a hanging mercury drop elec-
trode at −0.10 V for 40 s. Then, the preconcentrated complex was reduced and the peak current was
eywords:
nrofloxacin
upport vector machine
opper(II)
dsorptive cathodic voltammetry

measured using square wave voltammetry (SWV). The optimization of experimental variables was con-
ducted by experimental design and support vector machine (SVM) modeling. The model was used to find
optimized values for the factors such as pH, Cu(II) concentration and accumulation potential. Under the
optimized conditions, the peak current at −0.30 V is proportional to the concentration of ENRO over the
range of 10.0–80.0 nmol L−1 with a detection limit of 0.33 nmol L−1. The influence of potential interfer-
ing substances on the determination of ENRO was examined. The method was successfully applied to

plas
determination of ENRO in

. Introduction

Fluoroquinolones are an important group of synthetic antibac-
erial agents developed in recent years, widely used in human and
eterinary medicine. These compounds are derived from nalidixic
cid and anaphthyridine derivative that was introduced for clini-
al application in livestock and farming industries usually to treat
rinary pulmonary and digestive infection [1]. In recent years, the
tilization of antibiotics in food producing animals has caused pub-

ic concern due to the transfer of antibiotic-resistant bacteria to
uman beings [2,3]. This is an increasingly prominent problem,
ecause antibiotics are used in animals to treat infections and to
ct as growth promoters. This fact would make the antibiotics
reatment useless in common human infections. European Commu-
ity has fixed a maximum residue limit in edible animal products

or some quinolones, such as enrofloxacin (ENRO). The maximum
esidue limit values are in the range 100–300 �g kg−1 for the sum of
NRO in foodstuffs of animal origin [4]. Therefore, the development
f rapid, simple, sensitive, and accurate methods for monitoring
NRO level is of increasing interest.
Current methods of the analysis of quinolones, especially ENRO,
re based on liquid chromatography (mainly with fluorimet-
ic detection) [5–9] with pre- or post-column reaction and/or
sing liquid chromatography/mass spectrometry [10], solid phase

∗ Corresponding author. Tel.: +98 311 3912351; fax: +98 311 3912350.
E-mail address: Ensafi@cc.iut.ac.ir (A.A. Ensaifi).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.016
ma and pharmaceutical samples.
© 2009 Elsevier B.V. All rights reserved.

separation/spectrophotometric determination [11], capillary elec-
trophoresis [2], indirect atomic absorption spectrometry [12], and
spectrophotometric detections [13,14].

Voltammetric methods may be an interesting alternative to
separation techniques for the analysis of pharmaceutical sam-
ples. Electrochemical techniques have been used for determination
of ENRO, particularly adsorptive cathodic stripping voltammetry
(ADSV) that it is an effective technique for determination of fluoro-
quinolones, pharmaceuticals and biomolecules down to the nano
molar levels [15–17]. The comparing of the proposed method with
the other published papers is given in Table 1. Recently, an electro-
chemical method for the determination of ENRO in pharmaceutical
formulation and dog urine was found based on adsorptive strip-
ping voltammetry [18]. The studies have been carried out in a static
mercury drop electrode with two different linear ranges of 4–25
and 18–55 ng mL−1, using 180 s as an accumulation time. However,
the reported method has not been applied for analysis of ENRO
in plasma samples due to its negative peak potential (−1.62 V vs.
Ag/AgCl electrode), whereas the peak potential of the proposed
method is shifted to more positive value (−0.30 V). This enhances
the selectivity of the method relative to the cases where more neg-
ative potential is used. There is not any report for the determination
of ENRO in tissue and plasma by electroanalytical techniques. Cop-

per(II) makes complexes with divers drugs have been subject of
numbers of researches [19–21], presumably due to the biological
role of copper(II) and synergetic activity with the drugs.

Support vector machine (SVM) is an algorithm from the machine
learning community, developed by Cortes and Vapnik and Lerner
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Table 1
Comparison of the some recently methods in the determination of ENRO.

Methods LOD* (�g mL−1) LDR** (�g mL−1) Interfering species Time consuming (min) Reference

HPLCa-fluorimetry 0.009 0.03–15.0 – 21 [5]
HPLC 0.06 0.20–200.0 – 23 [9]
HPLC 0.015 2.0–19.6 – 6 [6]
HPLC – 0.005–10 – 13 [7]
LCb-fluorimetry 0.001 0.008–0.250 – 12 [8]
HPLC-UV 2.0 5–120 – 20 [11]
CE-ECLc 0.01 0.03–1 – 20 [2]
AASd 3.3 6.0–72.0 – 3 [12]
Spectrophotometry 1.0 2.0–12.0 – 1 [14]
ADSVe 0.013 0.004–0.055 Ciprofloxacin 3 [18]
HPLC 0.01 0.001–15.0 – 3.3 [33]
FI-CLh 0.003 0.008–3.6 Tryptophan, ciprofloxacin 0.5 [34]
DDPf-DMEg 0.036 14.4–18.0 – 0.2 [35]
SPFi-fluorimetry 0.004 0.02–0.39 Imipenem, Fe(III) 3 [36]
AdCdSWVj 0.0001 0.0036–0.0287 Tyrosine, cysteine, Tryptophan, ciprofloxacin 0.7 This work

* LOD is limit of detection.
** LDR is linear dynamic range.
a High-performance liquid chromatography.
b Liquid chromatography.
c Electrophoresis-electrochemiluminesence.
d Atomic absorption spectrometric.
e Differential pulse adsorptive stripping voltammetry.
f Differential pulse voltammetry.
g
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Dropping mercury electrode.
h Flow injection-chemiluminescence.
i Solid phase spectroflurimetry.
j Adsorptive cathodic stripping square wave voltammetry.

22]. Due to its remarkable generalization performance, SVM
as attracted attention and gained extensive application in pat-
ern recognition and regression problems [23–26]. Suykens and
andewalle [24] proposed a modified version of SVM called least-
quares SVM (LS-SVM), which resulted in a set of linear equations
nstead of a quadratic programming problem, which can extend
he applications of the SVM. In the optimization of ADSV experi-

ental conditions, chemometrics techniques are often applied to
chieve a reasonable time, better peak shape, lower detection limit,
igher precision, and better signal-to-noise ratio. However, the best
xperimental conditions can be obtained through constrained opti-
izations. LS-SVM model is applied to simulate the experimental

esponses under the combination of experimental conditional vari-
bles. The basic idea of SVM is, at first, to provide a non-linear
unction approximation by mapping the input vectors into high
imensional feature spaces where a special type of hyperplane is
onstructed, and then, to build a regression model in the hyper-
lane. SVR is based on a kernel substitution, in Eq. (2), X [n×p] is
eplaced by an [n×n] kernel matrix � which is defined as:

=

⎛
⎝

k1,1 · · · k1,n

...
. . .

...
kn,1 · · · kn,n

⎞
⎠ (1)

here ki,j is defined by the kernel function. In this study, the Gaus-
ian radial basis function (RBF) kernel was used:

i,j = e|xi−xj |/2�2
(2)

here xi and xj indicate measured variables of different samples,
is the kernel width parameter. The kernel width parameter, �, is

elated to the confidence in the data; adjustment of � also influ-
nces the non-linear nature of the regression. As � increases, the

ernel becomes wider, forcing the model toward a less complex
more linear) solution. LS-SVR proposed by Suykens is an alter-
ate formulation of SVR. In LS-SVM, the e-insensitive loss function
defined using the significance threshold ε) is replaced by a classical
quared loss function, which constructs the Lagrangian by solving
the linear Karush–Kuhn–Tucker (KKT) system:[
0 IT

n

In K + 1
�

][
b0
b

]
=
[

0
y

]
(3)

where In is a [n×1] vector of ones, T means transpose of a matrix or
vector, � a weight vector, b regression vector and b0 is the model off-
set. The solution of Eq. (3) can be found by using the most standard
methods of solving sets of linear equations.

In this work, Cu(II) was used as a suitable probe for deter-
mination of ENRO. Cu(II) makes a stable complex with ENRO in
ammonium buffer. Then the complex was accumulated at a surface
of hanging mercury drop electrode (HMDE) for a suitable period
of time. Then the accumulated complex was reduced when the
potential was scanned to the negative direction using square wave
voltammetry (SWV). The peak potential −0.30 V was used as an
analytical signal.

2. Experimental

2.1. Reagents

All of the chemicals were of analytical grades, and were
purchased from Sigma–Aldrich, unless stated otherwise. Doubly
distilled water was used throughout

Stock solution (100.0 �g mL−1) of Cu(II) was prepared by dissolv-
ing 0.0384 g of copper(II) nitrate trihydrate in water in a 100-mL
volumetric flask.

ENRO solution, 1.0×10−3 mol L−1, was prepared by dissolving
0.0364 g of ENRO powder in water in a 100-mL volumetric flask.

Ammonium buffer solution (0.05 mol L−1 in ammonia and
ammonium chloride) in the pH range of 8.0–11.5 was used, through-
out.
2.2. Apparatus

A Corning pH-meter, Model 140, with a glass electrode (conju-
gated with an Ag/AgCl reference electrode, Model 6.0232.100), was
used to determine pH of the solutions.
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In order to obtain the coordination numbers (m) and the for-
mation constant (ˇ) of the complex (Cu(II)–ENRO) adsorbed at the
44 A.A. Ensaifi et al. / Ta

SWV were obtained using an Autolab instrument, Model
GSTAT-10 processor, with three electrodes consisting of a HMDE
ro = 0.20 mm, 0.450 mg) as a working electrode, an Ag/AgCl
3.0 mol L−1 KCl) reference electrode and a carbon counter elec-
rode that linked to a computer (Pentium IV, 2.0 GHz). Solutions
ere deoxygenated with high-purity nitrogen for 3 min prior to

ach experiment.
All programs were run on an AMD 2000 XP and 512 MB RAM

omputer. The LS-SVM optimization was obtained using the LS-
VM lab toolbox (Matlab/C Toolbox for Least-Squares SVM [27].

.3. Recommended procedure

Twenty-five milliliters of a solution containing 80.0 ng mL−1

opper(II) and 0.050 mol L−1 ammonia buffer (pH 8.7) was trans-
erred into an electrochemical cell. The solution was purged with
itrogen gas for 3 min. Then an accumulation potential of −0.10 V
s. Ag/AgCl electrode was applied to a fresh HMDE during stirring
he solution for a period of 40 s. Following this preconcentration
tirring was stopped and after equilibration of 5 s, the square wave
oltammogram was recorded from −0.10 to −0.80 V with a poten-
ial scan rate of 0.25 V s−1. The peak current was measured and
ecorded as a blank signal (Ib). After the background voltammogram
as obtained, aliquots of the sample solution containing ENRO
as introduced into the cell while maintaining a nitrogen atmo-

phere above the solution. Then the square wave voltammogram
as recorded as described above to give the sample peak current.

he peak current was measured and recorded as a sample signal
Is). All data was obtained at room temperature. The difference in
urrent (Ips − Ipb

) was considered as a net signal (�Ip). Calibration
raphs were prepared by plotting the net peak currents vs. the ENRO
oncentrations in solution.

.4. Preparation of real samples

Aliquots 18.0 �L of the ENRO drugs including injectable (Enrofan
%, Erfan Daru Co., Iran) and 9.0 �L of oral (ENRO 10%, Damayaran
o., Iran) solutions were directly transferred into a 25 mL volumet-
ic flask, followed by making up to volume with distilled water.
hen 20 �L of the solution plus 20 �L of 1.0×10−5 mol L−1 stan-
ard solution of ENRO was mixed in a 25 mL volumetric flask with
ater and were used for the analysis as recommended procedure.

Plasma samples were obtained from a healthy volunteer and
ere stored frozen until the assay. Into each of seven centrifuga-

ion tubes, 1.0 mL of the spiked human serum or plasma, containing
arious concentrations of ENRO was transferred and then mixed
ell with 4.0 mL of methanol to precipitate the proteins. The pre-

ipitated proteins were separated by centrifugation for 20 min at
000 rpm. The clear supernatant layer was filtered through 0.45 �m
illi-pore filter. A 0.25 mL of the supernatant liquor was trans-

erred into the voltammetric cell containing 80.0 ng mL−1 Cu(II) and
mmonia buffer (pH 8.7). Then the ENRO content was quantified by
eans of the proposed stripping voltammetric procedure.

. Results and discussion

.1. Square wave voltammetry

ENRO is a substance with acetate and keto groups. Efthimiadou
t al. [28] proved that ENRO makes a complex with Cu(II) leads to

he formation of the neutral complex Cu(ENRO)2(H2O) in basic solu-
ion [28] as shown in Fig. 1. We found that the ENRO-Cu(II) complex
as the ability to be adsorbed at mercury electrode under appro-
riate conditions. In addition, ENRO can be reduced at the surface
f mercury electrode at more negative potential (−1.6 V vs. Ag/AgCl
Fig. 1. Structure of complexed ENRO.

electrode). Fig. 2 displays square wave voltammograms of a Cu(II)-
buffer and Cu(II)–ENRO-buffer with accumulation time of 40 s at
pH of 8.7 vs. Ag/AgCl. According to those voltammograms, with the
addition of ENRO to Cu(II)-buffer system and with increasing the
accumulation time from 0 to 40 s, a large cathodic peak current
located at about −0.30 V was obtained, with a big positive shift in
the peak potential from−1.60 V (from pure ENRO) to about−0.30 V
(for the complex). Comparison of the voltammograms showed that
the height of the reduction peak current of ENRO depends on the
duration of the accumulation time and also presence or absence of
copper(II) in the solution. Also, any change in accumulation time
change the peak current of ENRO. These phenomena prove the
adsorptive characteristic of the complex.
Fig. 2. Square wave voltammogram of ENRO-Cu(II) system; a) 80.0 ng mL−1 cop-
per(II) in ammonium buffer (pH 8.7) after 40 s accumulation time at−0.10 V; and b)
is (a) plus 80.0 ng mL−1 ENRO.
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cross-validation for the training set in terms of RMSE. During this
process, first, a broad range of parameter settings is investigated
with large steps. Second, after identifying a promising region, this
region is searched in more detail. In a promising region, the detailed
process of selecting the parameters and the effects of the two

Table 2
Design matrix for the central composite design.

Exp. no. Cu(II) (ng mL−1) (X1) pH (X2) Eacc (X3)

1 50.0 9.75 −0.35
2 50.0 8.00 −0.35
3 50.0 9.75 −0.35
4 20.0 10.8 −0.08
5 80.0 10.8 −0.08
6 20.0 8.71 −0.08
7 50.0 9.8 −0.35
8 50.0 11.5 −0.35
9 80.0 8.71 −0.62

10 50.0 9.75 −0.35
11 20.0 10.8 −0.62
12 – 9.75 −0.35
13 80.0 8.71 −0.08
14 50.0 9.75 −0.8
15 50.0 9.75 0.1
ig. 3. Influence of accumulation time on the peak currents 70.0 nmol L−1 ENRO.
onditions: Cu(II), 80 ng mL−1; accumulation potential, −0.10 V; pH, 8.7; scan rate,
.25 V s−1.

urface of the electrode, the following equation can be used [29,30]:

1
Ip
= 1

Ip,max
+ 1

Ip,maxˇ Cm
(4)

here Ip is the measured peak current, Ip,max is the peak current
hen all the metal ions form the complex, ˇ is the formation con-

tant of the complex and C is the concentration of the ligand. By
lotting 1/Ip vs. Cm for different m values, a straight line will be
onstructed for the corresponding complex. The results of our cal-
ulation shows that when m = 2, a straight line with r = 0.9870 is
btained for ENRO. Those results indicate that the composition of
he electroactive complex on the surface of the mercury electrode
s 1:2 for Cu(II)/ENRO. According to the results, Cu(II) makes com-
lexes with ENRO in the solution. The complexes were adsorbed on
he surface of the electrode by applying the accumulation poten-
ial during the accumulation time. Then the adsorbed complexes
ere reduced by scanning the potential from −0.10 to −0.80 V. The

lectrode processes can be summarized as follows:

ENRO + Cu(II) + H2O � Cu(ENRO)2H2O(sol) (1′)

u(ENRO)2H2O(sol) � Cu(ENRO)2H2O(ads.) (2′)

u(ENRO)2H2O(ads.)+2e− � 2ENRO(sol)+Cu(Hg) Strippingstep

(3′)

he formation constants for Cu(II)–ENRO complex was found as
.20(±0.2)×105.

.2. Optimization of variables

In order to find the optimum conditions with the highest
ensitivity for determination of ENRO, the influence of various
arameters such as pH, copper(II) concentration, accumulation
otential, accumulation time and scan rate on the peak current were
tudied.

With increasing accumulation time and scan rate, the peak

urrent of Cu(II)–ENRO increased. Those two variables were inde-
endent of the other variables. Thus, according to Figs. 3 and 4 and
or simplicity (to reduce the variables in our model), in all experi-

ents, 40 s and 0.25 V s−1 was chosen as an accumulation time and
can rate, respectively.
Fig. 4. Influence of scan rate on the peak current of 70.0 nmol L−1 ENRO in the pres-
ence of 80 ng mL−1 copper(II). Conditions: pH, 8.7; accumulation potential, −0.10 V;
and accumulation time of 40 s.

For selection of the type of buffer solution, the influence of dif-
ferent buffer composition at the same concentration (such borate,
ammonia, and universal buffer containing a mixture of phos-
phate, borate and acetate) on the peak current were studied with
70.0 nmol L−1 ENRO in the presence of 80 ng mL−1 copper(II), accu-
mulation potential of −0.10 V, accumulation time of 40 s and scan
rate of 250 mV s−1. The results showed that ammonium buffer was
the best, because the peak current was decreased with other buffer
solution drastically. Thus, for the pH study, 0.4 mol L−1 ammo-
nium chloride–ammonia solution was selected for this study to
have enough buffer capacity. The influence of the three parameters
including pH, copper(II) concentration and accumulation potential
on the peak current were optimized using LS-SVM (Table 2). Twenty
experiments were designed based on the experimental design [31].
A central composite design (CCD) was carried out for study of the
chemical variables. An experimental design software design export
7(44), was used for the data manipulation.

3.2.1. Optimization of SVR parameters
The SVR parameters � and � were optimized with five-fold
16 50.0 9.75 −0.35
17 0.10 9.75 −0.35
18 200 8.71 −0.35
19 80.0 10.8 −0.62
20 50.0 9.75 −0.35



946 A.A. Ensaifi et al. / Talanta 78 (2009) 942–948

Fig. 5. RMSE error vs. � of the prediction set based on five-fold cross-validation
(� = 1).
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ig. 6. RMSE error vs. sigma (�) of the training set based on five-fold cross-validation
� = 20,600).

arameters (� , �) on generalization performance of the correspond-
ng model are shown in Figs. 5 and 6, respectively [32]. Standard
eviation (SD) was given for an estimate of the models’ perfor-
ance.
The choosing of parameter � is not critical from theory; this

arameter should not be too small because if � is too low, the SVM
egression function cannot grow enough to reach the output values.
s can be seen in Fig. 5, there is a significant increase in RMSE of
rediction set as the value of � decreases when the value of � is in
n undersize range. If � is too large (infinity), the objective is to min-
mize the empirical risk only without regarding to the complexity

f the model. The Gaussian parameter � is another important one.
s can be seen in Fig. 6, � is the most sensitive parameter to choose
ecause it has the strongest influence on the risk. Parameter � con-
rols the amplitude of the Gaussian function and therefore controls

ig. 7. Relationship between expected current of 70.0 nmol L−1 ENRO calculated cur-
ents of these species for the prediction set (accumulation time, 40 s; scan rate,
.25 V s−1).
Fig. 8. Calibration curve of calculated currents of these species for the prediction
set. Conditions: pH, 8.7; copper(II), 80 ng mL−1; accumulation potential, −0.10 V;
accumulation time, 40 s; and scan rate of 0.25 V s−1.

the generalization ability of SVR. The optimized values of � , � were
20,600 and 0.9, respectively. The expected current values and SVM
computation results for the prediction set are shown in Fig. 7. The
small errors (RMSE = 2.18×10−4, r2 = 0.944) of the prediction set
reveal good performance of the model.

At the optimized parameters of SVM, the peak current of
Cu(II)–ENRO was calculated for different values of the inputs
variables. The peak current was maximized at pH of 8.9, Cu(II)
concentration of 80.0 ng mL−1, and an accumulation potential of
−0.10 V. Therefore, we used pH of 8.7, Cu(II) concentration of
80.0 ng mL−1, an accumulation potential of −0.10 V, an accumula-
tion time of 40 s and a scan rate of 0.250 V s−1 for determination of
ENRO.

3.3. Figures of merit

Under the optimized conditions, the calibration graph for deter-
mination of ENRO was obtained. The calibration plot was linear
over the ranges of 10.0–80.0 nmol L−1 with a regression equations
of Ip = 15.149(±0.680) CENRO−115.49(±0.585) (r2 = 0.9907, n = 9),
where Ip and CENRO are the net current (nA) and concentration of
the ENRO in nmol L−1, respectively (Fig. 8).

The limits of detection (defined as the amount of analytes which
increases response to 3SB (three times of the standard deviation of
the blank solution)), was 0.33 nmol L−1 of ENRO.

The relative standard deviation for determination of
40.0 nmol L−1 of ENRO (n = 10) was 4.5%.
4. Interference study

Interfering species that may exist in pharmaceutical formu-
lations and biological fluids were investigated concerning the

Table 3
Maximum tolerable concentration of interfering species in the present of
40.0 nmol L−1 ENRO.

Species Tolerance limit (mol mol−1)

Urea, benzoic acid, carbonate, glucose, sucrose, Pb+2 1000a

Leucine, glycine, fructose 800
Lactose 700
Ascorbic acid, Fe+3, Cd+2 500
Zn+2, Co+2 150
Valine 100
Phenylalanine 30
Tyrosine, cysteine, tryptophan, ciprofloxacin 5

a Maximum concentration of the species was tested.
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Table 4
Determination of ENRO in some real samples.

Sample Added (nmol L−1) Founda (nmol L−1) Official method (nmol L−1) Recovery (%)

Pharmaceutical
Enrofanb 5% – 38.1± (3.1) 36.9 ± (2.23) –

10.0 49.2± (1.4) – 104.9

Enrofloxacinc 10% 30.0 69.2± (2.22) – 103.4
– 39.2± (5.24) 41.3 ± (5.32) –

10.0 47.8± (3.21) – 93.2
30.0 65.3± (4.21) – 91.6

Plasma – <LOD – –
10.0 9.5±0.52 – 95.0
30.0 28.9±1.06 – 96.3
40.0 37.92±1.83 38.8 ± (6.0) 97.0
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LOD, less than limit of detection.
a Mean values of three replications.
b Each mL contains 50 mg injectable solution.
c Each mL contains 100 mg oral solution.

dsorptive stripping voltammetric determination of ENRO. Pos-
ible interferences by many substances including cations, anions
nd organic substances was investigated by the proposed method
sing addition of the potential interfering substances to a solution
ontaining 40.0 nmol L−1 ENRO under the optimized conditions.
olerance limit was defined as the concentrations which give
n error of ≤5% in the determination of ENRO. The tolerance
atio of all examined compounds at several molar ratios over
NRO concentration on the measured analytical signal is given
n Table 3. The results showed that many of metal ions, anions
nd organic substances have not considerable effect on the ENRO
ignal.

. Determination of ENRO in real samples

In order to evaluate the applicability of the proposed method
or the determination of ENRO, the utility of the developed method
as tested by determining ENRO in several samples containing
harmaceuticals and blood serum and the proposed method was
lso compared with the other published method for ENRO deter-
ination. The results are given in Table 4 that is in accordance
ith those obtained by the standard method for the pharmaceuti-

al using the absorbance measurements at �max = 278 nm [33] and
hemiluminescence method for the serum [34]. The good agree-
ent of the results with the other reported methods and their

ecoveries of the spiked samples indicate the successful applica-
ility of the proposed method for determination of ENRO in real
amples.

. Conclusions

The work carried out demonstrates the suitability of the adsorp-
ion of ENRO on a HMDE as an effective preconcentration step
seful for its determination at low concentration levels in urine
amples. Moreover, applying the appropriate dilution, the drug can
e analyzed as well in commercial formulations. The method is sim-
le, sensitive and rapid for ENRO determination. A detection limit
f 0.33 nmol L−1 was experimentally obtained that is compared
ith the reported value of 3.6 nmol L−1. Moreover some common

ugars, amino acids and many ions have no significant interfer-

nce effect on the determination of ENRO. In addition, this study
lso was demonstrated the ability of the LS-SVM as an optimiza-
ion model for the electroanalytical techniques. This procedure has
he advantages of simplicity and speed relative to earlier meth-
ds, thus allowing for high throughput analysis required for real
amples.
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a b s t r a c t

Because of the extremely heterogeneous distribution of explosives in contaminated soils, on-site colori-
metric methods are efficient tools to assess the nature and extent of contamination. To meet the need
for rapid and low-cost chemical sensing of explosive traces or residues in soil and post-blast debris, a
colorimetric absorption-based sensor for trinitrotoluene (TNT) determination has been developed. The
charge-transfer (CT) reagent (dicyclohexylamine, DCHA) is entrapped in a polyvinylchloride (PVC) poly-
mer matrix plasticised with dioctylphtalate (DOP), and moulded into a transparent sensor membrane
sliced into test strips capable of sensing TNT showing an absorption maximum at 530 nm when placed in

−1

etryl
olynitro-explosives
olorimetric sensor
ield spectrophotometry
icyclohexylamine

a 1-mm spectrophotometer cell. The sensor gave a linear absorption response to 5–50 mg L TNT solu-
tions in 30% aqueous acetone with limit of detection (LOD): 3 mg L−1. The sensor is only affected by tetryl,
but not by RDX, pentaerythritoltetranitrate (PETN), dinitrotoluene (DNT), and picric acid. The proposed
method was statistically validated for TNT assay against high performance liquid chromatography (HPLC)
using a standard sample of Comp B. The developed sensor was relatively resistant to air and water, was

ificity
h dry
of low-cost and high spec
TNT determination in bot

. Introduction

An ‘explosive’ is a chemically unstable molecule having a rapid
ate of auto-decomposition with the accompanying evolution of
arge amounts of heat and gaseous products. There has been a huge
ncrease in the development of trace explosive detection in the last
ecade, probably due to globalization of terrorist acts, and to recla-
ation of contaminated land previously used for military purposes.
A comprehensive review on explosive compounds and mixtures,

hromatographic and mass spectrometric methods, environmental
nalysis of residual explosives, and detection of hidden explosives
as given by Yinon and Zitrin [1]. Recent advances in trace explo-

ives detection instrumentation has been reviewed by Moore [2].
n this regard, trace vapor detection methods on which most recent
dvances were focused continue to be plagued by the low volatility
f many target analytes [2]. Additionally, the effective vapor pres-
ure of explosives may be reduced by terrorists up to 1000-fold in
lastic packages [3].
Although ion mobility spectrometry (IMS) has evolved to be a
ast and mature technology for the analysis by vapor sampling and
wipes [2], the limit of detection (LOD) for trinitrotoluene (TNT)
sing toluene as the sensitizing solvent was only 187 mg L−1 [4].

∗ Corresponding author. Tel.: +90 212 4737028.
E-mail address: rapak@istanbul.edu.tr (R. Apak).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.042
, gave a rapid and reproducible response, and was suitable for field use of
and humid soil and groundwater with a portable colorimeter.

© 2008 Elsevier B.V. All rights reserved.

Rodacy and Leslie presented an initial investigation of the use of
IMS in explosives detection [5], and Avolio et al. described employ-
ing IMS technology for rapid on-site analysis of RDX together with
TNT and dinitrotoluene (DNT), where the best results were obtained
when acetone extracts of explosive residues were deposited on a
polytetrafluoroethylene (PTFE) filter and thermally desorbed into
the IMS instrument [6]. High performance liquid chromatography
(HPLC) methods, though much reliable, still suffer from long analy-
sis times at the order of tens of minutes. Examples for hyphenated
use of HPLC techniques in the literature include HPLC–Ultraviolet
(UV) spectroscopy [7–10], HPLC–thermal energy analysis (TEA) [11]
and HPLC–mass spectrometry (MS) [12]. Although TEA responds
specifically to nitro- and nitroso-compounds, the results are usually
confirmed with gas chromatography (GC)–MS since unidentified
peaks or false positives may appear in the GC–TEA chromatogram.
MS methods show a great promise in explosive detection, but are
still held back from routine portable application by their high cost
and size [2]. Enzyme immunoassay (EIA) methods generally suf-
fer from low reproducibility and interferences from most common
ions [13,14]. Vibrational spectroscopy (exploiting the scissoring and
out-of-plane deformation frequencies of –NO2 groups in energetic

compounds) has been shown to be capable of detecting nitro-
explosives at stand-off distances, although much work remains
to be done to improve the selectivity and differentiation from
matrix effects and background clutter. Likewise, a major issue in
Raman spectroscopic detection of polynitro compounds is that of



nta 7

b
f
e
r
a

s
m
e
B
l
s
a
m
a
c
o
p
c
l
B
fi
i
i
w
r
t

t
t
c
J
p
a
d
e
i
h
T
p
i

c
g
o
b
b
s
f
s
o
b
o
s
p
r
t
a
a
fi
l
[
p
a
t
D
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ackground clutter, not only in the form of fluorescence, but also
rom Raman signals from matrix materials or surfaces [2]. Differ-
ntial reflection spectroscopy in the ultraviolet–visible (UV–vis)
egion may be used to distinguish between the reflectivities of two
djacent parts of a specimen with and without adsorbed TNT [15].

Because of the extremely heterogeneous distribution of explo-
ives in contaminated soils of abandoned and to be remediated
ilitary sites, on-site colorimetric methods are a valuable, cost-

ffective tool to assess the nature and extent of contamination.
ecause costs per sample are lower, more samples can be ana-

yzed per unit of time. Thus, redesign of sampling or remediation
cheme while in the field can be accomplished. On-site screening
lso facilitates more effective use of off-site laboratories [16] using
ore sophisticated but costly instrumental techniques. Another

dvantage of on-site screening is fast decision making of police
riminology laboratories after terrorist attacks. For example, col-
rimetric screening tests for detecting tri- and di-nitrotoluenes in
ost-blast debris with the alcoholic KOH reagent has found appli-
ation to a large number (exceeding 2000) of samples in the mobile
aboratory unit of Australian Federal Police (AFP) following the 2002
ali bombings [17]; the presence of TNT could only be later con-
rmed in the laboratory by IMS and GC–TEA techniques. The most

mportant lesson learned during the investigation of the Bali bomb-
ngs was the combination of portable instruments like IMS, FT-IR

ith classical colorimetric techniques using spot-tests for most
apid and efficient identification of the explosives actually used on
he site.

Our research group has carried out extensive work on spec-
rophotometric determination of TNT by improving the water
olerance and color stability of the TNT-hydroxide or TNT-acetonate
harge-transfer (CT) complexes named as “Meisenheimer or
anowsky anions” [18,19] first used for analytical chemical pur-
oses by Heller et al. in 1982 [20] and later improved by Jenkins
nd coworkers [21–24]. We also developed the electron-donating
icyclohexylamine (DCHA) as a charge-transfer reagent for the
lectron-withdrawing analyte, TNT, that could selectively assay TNT
n the presence of other explosives, common soil ions and soil
umates [25]. As opposed to the intramolecular CT complexes of
NT-hydroxide or TNT-acetonate [22], the intermolecular CT com-
lex of TNT–DCHA had an extremely high tolerance for common

nterferents present in soil and groundwater [25].
During the last decade, a great deal of effort was spent for

hemical sensing of explosive traces or residues in soil and strate-
ical locations (such as airports) with the use of sensors. Based
n the character of signals, sensors for explosive detection may
e broadly classified as electrochemical, mass-based, optical and
io-sensors [26]. Electrochemical sensors may suffer from limited
ensitivity and electrode fouling, while immunosensors are good
or detecting explosive residues in soil but not for airport security
creening applications [26]. Optical sensors have the advantages
f flexibility and miniaturization (shrinkability), and may also
e used for remote sensing. Among these types of sensors, flu-
rescence techniques are highly sensitive but not as selective,
ince electron deficient interferents other than the analytes (e.g.,
olynitro-explosives) may quench the fluorescence of the electron-
ich fluorophore polymer (which is usually of semi-conducting
ype). Among optical sensors, colorimetric sensors based on light
bsorption at a specified visible wavelength are the simplest types,
nd can be used for relatively rapid on-site applications. Zhang’s
ber optic-based sensor in this regard made use of an amine-

oaded polyvinylchloride (PVC) membrane for reacting with TNT

27]. For fixing the vapors of TNT and DNT, the polymeric semi-
ermeable membrane was subjected to these vapors at 50 ◦C for
few days, and the maximal absorption wavelengths for these

wo nitro-compounds were 500 and 430 nm, respectively [27].
etection of trace amounts of nitro-explosives was also real-
8 (2009) 772–780 773

ized by using cyclopentadienylmanganesetricarbonyl(cymantrene)
embedded in a thin polymer gel layer [28].

The authors believe that the full range of advantages such as
selectivity, sensitivity, rapidity, and versatility of light absorption-
based colorimetric sensors has not been sufficiently exploited.
Since on-site colorimetric methods are a low-cost tool to assess
the nature and extent of contamination in remediated sites and
to enable on-site screening for police criminology laboratories,
the aim of this work was to develop a DCHA-based colorimetric
sensor (probe) for the assay of TNT on-site and in the field. This
reagent (DCHA) was previously shown by the authors [25] to be
basically interference-free, and useful in both acetone and water
media, having a double-fold superiority over existing colorimet-
ric methods. Now the idea is to fix this colorimetric sensing agent
(DCHA) in a suitable polymer matrix, and use it as a probe for
TNT detection. It was endeavoured to keep this sensor low-cost,
portable, interference-free, and flexible. Additionally, the stability
of the donor (D)–acceptor (A) complex (DA) (i.e., DCHA–TNT) form-
ing the basis of the sensing reaction was investigated in several
non-aqueous media. Analytical findings with the developed sensor
were statistically validated against standard reference colorimetric
methods, and also against HPLC [8] for the assay of TNT in compos-
ite explosives (such as Comp B). The TNT sensor thus synthesized
was shown to also detect and quantify tetryl(N-methyl-N-2,4,6-
tetranitroaniline), another military-purpose explosive.

2. Materials and methods

2.1. Chemicals, instruments, and solutions

The chemicals used in the investigation of optimal prepa-
ration of the colorimetric sensor were high molecular weight
(HMW) polyvinylchloride (Fluka); dioctylphtalate (DOP, 99%),
2-nitrophenyloctylether (NPOE), bis(2-ethylhexyl) sebacate (DOS),
potassium tetrakis-(4-chlorophenyl)borate (PTCPB), dicyclo-
hexylamine (99%) (Aldrich). The solvents used for finding the
stability constants of donor–acceptor complexes were tetrahy-
drofurane (THF, Riedel-deHaen, HPLC grade), acetonitrile (Sigma,
HPLC grade) and acetone (Sigma, ≥99.5% extra pure), ethanol
(Riedel-deHaen, extra pure), and dimethylformamide (DMF,
Merck, analytical grade). The explosive materials; TNT, RDX
(1,3,5-trinitro-1,3,5-triazacyclohexane), pentaerythritoltetran-
itrate (PETN), tetryl(2,4,6-trinitrophenyl-N-methylnitramine),
2,4-dinitrotoluene, and Comp B composite explosive (contain-
ing 60% RDX, 39% TNT, and 1% wax) were kindly supplied by
Makine Kimya Endustrisi Kurumu (MKEK: Machinery & Chem-
istry Industries Institution) through the supervision of Milli
Savunma Bakanligi, Teknik Hizmetler Daire Baskanligi (Ministry
of National Defence, Office of Technical Services) of Turkey. A
0.01 M hydrochloric acid (HCl, Merck titrisol, factor = 1.00) solution
was used to acidimetrically titrate the remaining amine in the
sensor membrane left to stand in air or water, methyl orange being
used as neutralization indicator. The alkali, alkaline earth, and
transition metal ions were investigated as possible interferents
to the developed assay as their nitrate, chloride, and sulfate salts.
All other chemicals were supplied from E. Merck, and were of
analytical reagent grade unless otherwise stated.

The polymer, plasticiser, and charge-transfer reagent blends
in tetrahydrofurane solution were agitated with a Chiltern mag-
netic stirrer, and the thickness of the polymer membrane thus

synthesized was measured with a Elektro-physik model minitest
1100 instrument. Spectrophotometric measurements and spectra
recording were made using a Cary 1E (Varian) UV–vis spec-
trophotometer having a scan rate of 600 nm min−1 and a spectral
resolution of 1 nm, equipped with a pair of matched Helma quartz
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uvettes of 1 mm optical path length. The properly sliced polymer
embranes on which the charge-transfer complex coloration of

NT or tetryl was developed were inserted in these cuvettes for
bsorbance measurements. The pH adjustments were made with
he aid of a E512 Metrohm Herisau pH-meter using a glass elec-
rode. For validation of the proposed assay against HPLC on a Comp
sample (containing both RDX and TNT), a Perkin Elmer Series 200
PLC chromatographic instrument equipped with a Hypersil C18

5 �m), 250 mm×4.6 mm ID reversed phase (RP)-column was used
n conjunction with a UV (254 nm) detector, and a 40% MeOH + 60%

2O (v/v) mixture mobile phase at a flow rate of 0.8 mL min−1. The
njection volume was 25 �L.

The standard stock solutions of TNT and tetryl at 250 mg L−1

oncentrations were prepared in pure acetone, and the working
olutions to be tested with the developed sensor were prepared
rom these stock solutions by dilution with 30% aqueous acetone
n the concentration range of 5–50 mg L−1. In interference studies,
he potential interferent cation or anion was applied in the same
olvent medium (30% aqueous acetone) at a mass ratio of 10, 20,
nd 100-fold in admixture with 20 mg L−1 TNT.

.2. Procedures

.2.1. Preparation of the sensor
The sensor material should be prepared as transparent, and

ard enough to be sliced and placed into a 1-mm spectropho-
ometer cuvette. The polymer blend entrapping the charge-transfer
eagent DCHA should not completely fix it that would otherwise
revent the color response to TNT. These expectations required
he optimization of the sensor membrane composition in regard
o polymer, plasticiser, sensing reagent, and solvent. The polymer
nd plasticiser blend should be compatible with DCHA. Prelimi-
ary experiments (for mixtures 1–6) regarding the optimization
f the sensor film composition were summarized in Table 1. Only
ixtures containing high molecular weight PVC together with DOP

nd DCHA (in THF solution) were successful, yielding an optimal
omposition for mixture 4 (Table 1).
.3. Optimized preparation of the polymeric sensor

In a beaker kept at 30 ◦C, 1 g PVC (high molecular weight) was
issolved with 11 mL THF under a magnetic stirrer. During dis-
olution, the beaker was covered with a watch glass to prevent

able 1
onditions for synthesis of sensor filma.

ixture no. t (◦C) PVC (1 g) type Plasticiser Sensing reagent

Room HMW 0.1 g PTCPB 0.6 mL DCHA
0.3 mL DOS

Room carboxylated form 0.3 mL DOP 0.6 mL DCHA

Room HMW 0.24 mL DOP 0.6 mL DCHA
0.3 mL DOS PTCPB (twice as

DCHA-by mole)0.23 mL NPOE

b 30 HMW 0.3 mL DOP 0.6 mL DCHA

30 HMW 0.2 mL DOP 0.7 mL DCHA

30 HMW 0.4 mL DOP 0.5 mL DCHA

a All mixtures contained 1 g PVC and 11 mL THF (the solvent (THF) volume was selected
ower amounts gave rise to harder initial dissolution of PVC and a hazy appearance of the

b Optimal composition of sensor film.
8 (2009) 772–780

the essential part of the solvent to evaporate. Magnetic stirring
was adjusted at a controlled speed so as not to include air bub-
bles. The PVC residues remaining on the sides of the beaker were
transferred back to the main solution with the help of a glass
rod. Complete dissolution took approximately three hours, and
more elevated temperatures caused serious evaporation losses of
the solvent (THF). After dissolution, 0.3 mL DOP and 0.6 mL DCHA
were added. Stirring was maintained until a homogeneous mixture
was obtained. After ascertaining that no particles or air bubbles
were included in the mixture, it was poured into a 9 cm diame-
ter petri dish placed on a flat surface previously controlled by a
water balance. The excess of THF was let to evaporate under ambi-
ent conditions, and for this purpose, the mixture was covered with a
petri glass and stabilized by letting to stand for 3–4 h. Every 30 min
during that time, the petri dish cover was removed for 5 min to
enable controlled evaporation. If these measures were not strictly
followed, the relatively rapid solvent losses may give rise to a poly-
mer film having a non-transparent, hazy surface. The rest of the
solvent was evaporated in a temperature-controlled oven kept at
40 ◦C for 12 h. The blank (i.e., without sample) films for mixtures
1–3, together with the blank and color-developed sample films
of optimized composition mixture 4 (as described in Table 1) are
shown in Fig. 1. The average thickness of the film was 146 �m.

The polymeric sensor should be kept away from open air (prefer-
ably kept in a vacuum dessicator) for prolonged preservation,
otherwise, the sensor film may gain a hazy appearance, which
would cause a high blank value in colorimetric measurements.

2.4. TNT and tetryl assay with the developed colorimetric sensor

2.4.1. Calibration curves and recommended procedure for TNT
and tetryl assay

To glass tubes of 10 cm×1.1 cm dimension, 7 mL of the ana-
lyte (TNT) solution were added into which rectangular-shaped test
strips of 0.8 cm×6 cm dimension cut from the polymeric sensor
film were placed. The tubes were stoppered to prevent evaporation
losses of the solvent (i.e., 30% aqueous acetone), and the strips were
kept inside these tubes for 15 min. The absorbances of the strips

placed in 1-mm optical cuvettes were read at 530 nm with a spec-
trophotometer against a reagent blank strip immersed in a tube
containing all reagents but the analyte. Exactly the same proce-
dure was followed for tetryl standard solutions with the exception
that the analytical wavelength was 460 nm. The calibration curves

Results

Very soft film of turbid appearance

Turbid mixture stayed in homogeneous upon THF addition

Blend lost transparency after air contact
much of

Homogeneous mixture under controlled evaporation (of solvent)
at 40 ◦C for 12 h gave a transparent polymer
DCHA excess was transferred to acetone solution instead of being
entrapped in the film. The rather viscous mixture did not spread
evenly in the petri dish, producing a film of inhomogeneous
thickness
Too elastic film could not be placed properly in the optical cuvette.
Amount of DCHA was insufficient to obtain maximal color
development

to be 11 mL, because higher volumes caused a retardation in polymer setting while
sensor film).
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ig. 1. The blank (i.e., without sample) films for mixtures 1–3, together with the
lank and violet color-developed sample films of optimized composition mixture 4
as described in Table 1). (For interpretation of the references to color in this figure
egend, the reader is referred to the web version of the article.)

or each analyte were constructed by recording the corresponding
bsorbance values of the sensor strips against analyte concentra-
ion. The unknown concentrations of TNT and tetryl were found by

eans of these calibration curves.

.4.2. Investigation of tetryl interference to
xtractive-spectrophotometric determination of TNT in acetonated
queous solution with DCHA

Extractive-spectrophotometric determination of TNT in 50%
cetonated aqueous solution with DCHA was carried out as previ-
usly described by the authors [25]. Briefly, to 5 mL of TNT solution
n this solvent, 1 mL of 0.05% methyl paraben solution prepared in
he same solvent was added, and extracted with 4 mL of 10:1 (v/v)
CHA–IBMK mixture solvent at room temperature. After separation
f phases and filtering of the amine extract through a Whatman
lack-band filter paper into a quartz absorption cell containing a
ew crystals of anhydrous Na2SO4, TNT was quantified by measur-
ng the absorbance of the red–violet complex in the DCHA–IBMK
hase at 531 nm. The interference of tetryl was investigated in this
ystem by adding increasing concentrations of tetryl to an analyte
olution containing a fixed concentration (10 mg L−1) of TNT, and
pplying the described method.

.4.3. Finding the association constants of donor–acceptor
omplexes of DCHA–TNT in different non-aqueous solvents

The association constants (Kass) of DCHA–TNT charge-transfer
omplexes were calculated in different non-aqueous solvents,
amely dimethylformamide, ethanol, acetone, and 1:1 (v/v)
cetonitrile–THF mixture by mixing in equal volumes DCHA
olutions of decreasing concentration with TNT concentrations

f increasing concentration in the corresponding solvents, and
easuring the maximum absorbances of the violet colored com-

lexes formed. The reason why acetonitrile–THF mixture was used
instead of a pure solvent) was that acetonitrile alone was not mis-
ible with DCHA.
8 (2009) 772–780 775

2.4.4. Determination of the amount of DCHA remaining in the
sensor polymer upon standing in air and water

Since the active ingredient of the polymeric sensor is DCHA
capable of forming a colored charge-transfer complex with TNT and
tetryl, its remaining amount in the sensor material upon standing in
air and water should be periodically checked for maximum sensitiv-
ity. The weight of the polymeric sensor film peeled off from the petri
dish was 1.458 g. It was sliced into four equal parts each weighing
0.3645 g, a one set was kept under water while the other in an air-
containing dessicator for different periods of time. After standing in
the air, each film slice was transferred to Erlenmeyer flasks contain-
ing 50 mL H2O, waited for 10 min for equilibration, and titrated with
0.01 M HCl in the presence of methyl orange to acidimerically calcu-
late the amount of remaining amine, expressed as the percentage of
initial amount of amine entrapped in the original sensor film. For
membranes kept under water, the amount of amine leached into
water after a certain standing period was directly found by acidi-
metric titration. For the latter, the amount of amine remaining in
the sensor was calculated by difference (i.e., initial–final amount).
DCHA is a secondary amine of molecular weight: 181.3 g mol−1

and formula: (C6H11)2NH, and reacts with HCl at a mole ratio of
1:1. If the volume of HCl consumed in the acidimetric titration is
VHCl mL, then the weight of amine titrimetrically determined is
0.01×VHCl×0.1813 g.

2.4.5. Interference analysis
The non-interference of nitro-explosives and explosive related

materials other than tetryl (e.g., RDX, PETN, picric acid, DNT,
and dinitrophenol) was basically shown in a previous work of
the authors involving liquid–liquid extraction with DCHA [25].
For testing the potential interference of nitro-explosives, 5 mL of
1000 mg L−1 acetonated solution of the interferent (i.e., 10-fold of
the analyte by mass) was added to 2 mL of 250 mg L−1 acetonated
TNT; 0.5 mL acetone and 17.5 mL H2O were added to dilute the sam-
ple to 25 mL. The effect of the interferent was measured in a final
mixture solution of 30% aqueous acetone. The tolerable concen-
trations of some cations (Cu2+, Pb2+, K+) and anions (SO4

2−, Cl−,
NO3

−) in the determination of 20 mg L−1 TNT were found in admix-
tures of the potential interferent ion with TNT when the sensor
response at 530 nm at the end of 15 min equilibration period var-
ied within ±10% of that of TNT alone. The recovery for TNT from
(analyte + interferent) mixtures (on the basis of the percentage of
pure TNT response) was calculated. The recommended procedure
for TNT assay was followed in each determination.

2.4.6. Validation of the proposed method against HPLC using
Comp B composite explosive reference sample

For method validation, 5–100 mg L−1 TNT standard solutions in
acetone were assayed by both the recommended sensing method
and HPLC to construct the calibration graphs. The HPLC calibra-
tion curve for TNT was constructed by recording the peak areas
versus concentration. As the reference material, 25.0 mg samples
(N = 5) of Comp B composite explosive (containing 39% TNT) were
dissolved in 25 mL acetone, 2 mL of this stock solution (containing
1000 mg L−1 Comp B) was diluted with acetone to a final volume of
25 mL to yield 80 mg L−1 Comp B solutions (theoretically containing
31.2 mg L−1 TNT) to be assayed with HPLC. For testing the Comp B
working solutions with the proposed sensor under the same con-
ditions of the TNT standards (i.e., 30% aqueous acetone), 2 mL of
1000 mg L−1 Comp B solution in acetone was withdrawn, 5.5 mL

acetone was added, and the mixture was diluted to a final volume
of 25 mL with water. The recommended procedure was followed in
each determination. The statistical comparisons between the find-
ings of the recommended and reference methods were made with
the aid of t- and F-tests.
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Table 2
The data used for calculation of the stability constant (Kass) of DCHA–TNT
donor–acceptor complex in 1:1 (v/v) acetonitrile-THF solvent (concentrations in
mol L−1).

[TNT]0 [TNT]0/Abs [DCHA]0 1/[DCHA]0 A529 nm

5×10−5 7.17×10−4 2.485 0.402 0.0697
1.0×10−4 7.87×10−4 2.39 0.418 0.1270
1.5×10−4 7.84×10−4 2.28 0.438 0.1913
2.0×10−4 5.14×10−4 2.09 0.478 0.3890
2.5×10−4 6.38×10−4 1.79 0.559 0.3919
3.0×10−4 6.03×10−4 1.25 0.80 0.4972
3.5×10−4 6.44×10−4 1.00 1.00 0.5434
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.0×10 6.35×10 0.84 1.19 0.6297

.5×10−4 6.87×10−4 0.50 2.00 0.6546

.0×10−4 8.64×10−4 0.36 2.78 0.5785
.0×10−3 1.29×10−3 0.25 4.00 0.7767

. Results and discussion

.1. Mathematical treatment of charge-transfer complex
ormation equilibria

For a 1:1 donor–acceptor complex (DA), we have the following
ormation equilibrium reaction with an association constant Kass:

CHA+ TNT↔ DA . . . Kass = [DA]
([DCHA][TNT])

= [DA]
([DCHA]0 − [DA])([TNT]0 − [DA])

here the donor (D) is DCHA and the acceptor (A) TNT, and the sub-
cript (0) shows the initial concentrations of the concerned species.
ince the concentration of the amine donor is in excess, we have:
DCHA]0− [DA]≈ [DCHA]0

ass = [DA]
[DCHA]0([TNT]0 − [DA])

eciprocating this equation yields:

1
Kass

= [DCHA]0

(
[TNT]0

[DA]
− 1
)

ince only the DA charge-transfer complex absorbs light in the vis-
ble range, [DA] = Abs/ε for a fixed cell thickness, where Abs is the
bsorbance at a specified wavelength of the charge-transfer com-
lex, and ε is the absorptivity constant of the complex under the
iven conditions. Reorganizing the terms of the final equation gives:

Kassε)−1[DCHA]0
−1 + ε−1 = [TNT]0Abs−1 (1)

eaning that a plot of [TNT]0 Abs−1 versus [DCHA]0
−1 with respect

o Eq. (1) would yield a straight line of slope (Kassε)−1 and intercept
−1. Then ε = intercept−1 and Kass = intercept (slope)−1.

.2. Stability constants of DCHA–TNT charge-transfer complexes
n non-aqueous media

The stability constants (Kass) of the donor–acceptor complexes of
CHA–TNT in different non-aqueous solvent media were calculated
s: DMF: 5.8±0.6, EtOH: 0.21±0.10, acetonitrile–THF: 2.6±0.2,
nd acetone: 2.5±0.3 M−1. The example calculations are shown in
able 2 for acetonitrile–THF (1:1, v/v). For obtaining a recti-linear
urve described in the Benesi and Hildebrand method [29], the
th, 5th and 7th–11th (total N = 7 data points) experimental data
ere fitted to Eq. (1). The correlation coefficient: r was 0.933, ε

as 2.18×103, and Kass was computed as 2.56 M−1. Among the sol-

ents studied, EtOH was polar protic (dielectric constant: D = 24.3),
hile the other solvents were polar-aprotic (the D values were
MF: 38.3, acetonitrile: 36.6, THF: 7.52, and acetone: 20.7). It is
atural that the stability constants of donor–acceptor complexes in
8 (2009) 772–780

polar-aprotic solvents were greater than in water, in accord with
the general Bjerrum theory. DMF produced a difference that could
not be expected from its dielectric constant probably because its
amide functional group participated in charge-transfer interaction
with the analyte (TNT) along with the donor (DCHA). Preliminary
experiments indeed showed that DMF was capable of forming a
charge-transfer complex with TNT, the color of which was much
more intensified upon addition of DCHA. On the other hand, diox-
ane, though having a low dielectric constant, was not a suitable
solvent, because colored charge-transfer complexes did not form
in dioxane.

3.3. Nature of charge-transfer complex between DCHA and TNT

In general, the intensely colored product formed between
aromatic-NO2 compounds and amine type Lewis bases may be
attributed to the partial transfer of electronic charge (i.e., through
overlap of orbitals of appropriate symmetry) from the Lewis base
to the aromatic nucleus of the nitro-compound depleted off elec-
tron density, owing to the electron-attracting behaviour of the –NO2
substituents. This phenomenon was named as charge-transfer
interaction after Mulliken [30,31]. Interaction between trinitro-
phenols (e.g., picric acid) and cyclic amines may give rise to the
formation of a Lewis salt where a proton is transferred from trini-
trophenol to the amine, as well as to charge-transfer interaction
via partial transfer of charge from n-lone pair of the amine to the
oxygen-�* of the nitro-group [32]. Modern understanding of CT
interaction involves the partial transfer of charge from the high-
est occupied molecular orbital (HOMO) to the lowest unoccupied
molecular orbital (LUMO) of the CT complex upon light absorption.
Specifically, the nature of interaction between TNT and DCHA is
presumed to be of charge-transfer type (i.e., transfer of electronic
charge—upon incident light—from the amine donor to TNT accep-
tor) as shown in Fig. 2.

3.4. Optimal sensor composition

On the basis of 1.0 g of PVC (high molecular weight), the vol-
ume of DOP was optimized as 0.3 mL. Plasticiser volume exceeding
this amount yielded a very soft sensor film that could not be sliced
and placed in a spectrophotometer cuvette. When DOP volume was
<0.3 mL, the plasticising effect was insufficient. The DCHA volume
was optimized as 0.6 mL, because when this limit was exceeded, the
surrounding solution phase instead of the polymeric sensor surface
became colored due to transfer of amine between the two phases,
and additionally, the sensor lost its flexibility. On the other hand,
when the amine volume was <0.6 mL, the absorbance of the charge-
transfer complex on the film severely decreased. The solvent (THF)
volume was selected to be 11 mL, because higher volumes caused
an extension in polymer setting period while lower amounts gave
rise to harder initial dissolution of PVC, a hazy appearance of the
sensor film, and consequently imprecise absorbance recordings.

The best amine for charge-transfer complex formation was
DCHA [25]. In preliminary experiments, other amines as o-
phenylenediamine, dipicrylamine, hexamethylenetetramine,
diethylenetriamine, tributylamine, trioctylamine, and Alamine-
336 were observed not to produce an appreciable color with TNT.
DCHA not only produced an intense color with TNT, but this color
did not form with nitro-explosives and explosive related materials
other than tetryl. DCHA, being a high molecular weight lipophilic
amine, did not appreciably leach out into the 30% acetonated aque-

ous solution during TNT assay, as opposed to hydrophilic amines
easily leachable into solution. The only interferent nitro-explosive,
tetryl, gave an orange color on the sensor which was completely
different from that of TNT, an important factor in qualitative
identifications. DCHA was compatible with PVC and DOP to yield a
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titatively analyze this limiting concentration level in soil. The CT
spectra of solutions used in constructing the calibration curve are
shown in Fig. 4.
Fig. 2. The charge-transfer complex for

ransparent film, as other amines may form separate micro-areas
n the sensor to yield a hazy appearance or form different layers
n the PVC membrane [27].

Zhang et al. in their sensor synthesis used a PVC prepared by
mulsion polymerization [27]. This type of PVC has been stated
o contain traces of surfactants containing ionic functional groups.
hese surfactant residues may produce micro-areas of water
ccumulation within the membrane. Consequently, the resulting
embrane, when exposed to water for several hours, may achieve

azyness. Due to these reasons, Zhang et al. preferred to use 1.8%
arboxylated PVC [27], which proved to yield a non-transparent
lm with DCHA in our preliminary studies. Thus, high molecular
eight PVC was the main choice for our sensor material. DOP was

he complementary plasticiser to impart the right dose of softness
nd flexibility to the resulting membrane. DOP may also increase
he diffusion rate of amine and TNT to rapidly obtain color as a result
f charge-transfer complexation on the membrane. It is known that
ure PVC yields hard membranes and is unsuitable for optical mea-
urements, while overdoses of DOP cause turbidity in the blends
27]. In the synthesis of an azlactone-based H+-sensitive fluores-
ence optical sensor in the literature, the addition of DOP to PVC
as claimed to increase reproducibility of pH measurements [33].

.5. Time of colored complex formation on the sensor

A time period of 15 min was optimally chosen for color devel-
pment on the sensor membrane immersed in TNT solutions.
ess time caused a non-linear drop of absorbance for TNT solu-
ions more concentrated than 10 mg L−1. More time significantly
onger than 15 min caused an increase in turbidity on the sensor
urface (especially for the blank sensor) kept in aqueous solu-
ions. Since the observed absorbance is recorded against that of
he blank, this caused a decrease in effective absorbance val-
es.

.6. Acetone–water ratio

The analyte solution composition was optimized as 30% ace-
one + 70% water (v/v) in this study, because higher acetone ratios
ave rise to the transfer of the DCHA–TNT charge-transfer com-
lex from the sensor surface to the solution phase, while lower
atios may cause incomplete dissolution or resuspension of the ana-
yte (TNT has very limited solubility in water). This composition
f the solvent was optimized (Fig. 3), as TNT in 30% acetone-
ontaining aqueous solution gave the highest (net) sensor response.
t is known from the literature that spectrophotometric methods of
NT assay based on the formation of Meisenheimer or Janowsky
nions by the addition of hydroxide or acetonate anions to the
romatic ring of TNT, respectively, are strongly affected by the

resence of water, and H2O more than 17.5% in the solvent mix-
ure causes rapid obscuring of charge-transfer bands [18,22]. As

result, the widely used CRREL or Jenkins’ method [22] is not
apable of determining TNT in groundwater or humid soils. Obvi-
usly, a requirement for complete drying of humid soils containing
etween DCHA donor and TNT acceptor.

unknown amounts of TNT prior to analysis poses a great risk to
laboratory safety, and may additionally cause some thermal degra-
dation of TNT residues in soil. With its relative independence from
excessive water (i.e., up to 70% by vol.), the proposed method
is a great improvement over Meisenheimer or Janowsky anions-
based spectrophotometric methods, and is capable of quantifying
TNT in humid soil and groundwater without preliminary opera-
tions.

3.7. Sensor response to TNT solutions, and analytical figures of
merit

The absorbances of the charge-transfer complexes developed
on the sensor (against the blank sensor) for TNT solutions con-
taining 5–50 mg L−1 TNT in 30% acetonated aqueous solution were
recorded against concentration to yield a calibration line (figure not
shown) with the equation:

A530nm = 0.0124 CTNT(mg L−1)

+0.116 (correlation coefficient : r = 0.9948)

with a LOD of 3.0 mg L−1 and a limit of quantification (LOQ) of
10.0 mg L−1. Since the calibration line did not pass through the ori-
gin, unknown TNT concentrations should be calculated with the
help of this calibration equation. Each data point on this line was
the average of three determinations (N = 3) with a relative stan-
dard deviation (RSD) varying between 5.3 and 7.7%, depending on
the concentration. Considering that the US-EPA limit of TNT decon-
tamination for remediated sites is 50 ppm (mg g−1 of soil) and that
the Jenkins’ method extracts 20 g of contaminated soil with 100 mL
acetone [24], the proposed method is sensitive enough to quan-
Fig. 3. Variation of the sensor absorbance (i.e., net absorbance, meaning the differ-
ence between sample and blank absorbances) as a function of acetone content of the
analyte solution (30 mg L−1 TNT was measured in each case at 530 nm wavelength).
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ig. 4. The CT spectra of 5–50 mg L−1 TNT solutions (recordings were made on the
ensor immersed in the analyte solution against that in the blank).

.8. Sensor response to tetryl solutions, and analytical figures of
erit

The absorbances of the charge-transfer complexes developed on
he sensor (against the blank sensor) for tetryl solutions contain-
ng 5–40 mg L−1 tetryl in 30% acetonated aqueous solution were
ecorded against concentration to yield a calibration line (figure
ot shown) with the equation:

460 nm = 0.0269 Ctetryl(mg L−1)

−0.0624 (correlation coefficient : r = 0.9929)

ith a LOD of 3.8 mg L−1 and a LOQ of 12.6 mg L−1. Since the
alibration line did not pass through the origin, unknown tetryl
oncentrations should be calculated with the help of this calibra-
ion equation. Each data point on this line was the average of three
eterminations (N = 3) with a RSD varying between 6.5 and 13.1%,
epending on the concentration. The CT spectra of solutions used

n constructing the calibration curve are shown in Fig. 5.

.9. Magnitude of correlation coefficients for the calibration
quations of TNT and tetryl
An optical sensor that has entrapped a colorimetric reagent will
ainly undergo three types of interactions with incident light:

bsorption, scattering, and reflection. In a polymeric sensor film, the
atter two interactions will play a stronger part than in a transpar-

ig. 5. The CT spectra of 5–40 mg L−1 tetryl solutions (recordings were made on the
ensor immersed in the analyte solution against that in the blank).
8 (2009) 772–780

ent solution, and therefore, the absorptimetric response of a sensor
film will have a less linear correlation against analyte concentra-
tion than that of a corresponding solution. Thus, the correlation
coefficients obtained for TNT and tetryl in this work are perfectly
acceptable. The following examples of this argument are extracted
from literature sources (none of them has r = 0.999):

(i) Bis(acetylacetoneethylenediamine)-tributylphosphin Co(III)
tetraphenylborate complex coated on triacetylcellulose;
correlation coefficient of absorbance against ammonia
concentration: r = 0.9981 [34].

(ii) Pyrogallol red immobilized on cellulose acetate film; corre-
lation coefficient of absorbance against Co(II) concentration:
r = 0.9967 [35].

iii) 4-(2-Pyridylazo)-resorcinol immobilized on triacetylcellulose
membrane; correlation coefficient of absorbance against log
Hg(II) concentration: r = 0.9984 [36].

(iv) Bis-8-hydroxyquinoline immobilized on XAD-7 resin opti-
cal fiber reflectance sensor for p-aminophenol detection;
correlation coefficient of reflectance against p-aminophenol
concentration: r = 0.9934 [37].

3.10. Investigation of tetryl interference to
extractive-spectrophotometric determination of TNT with DCHA in
aqueous solution

Using the DCHA extractive-spectrophotometric determination
technique for TNT in aqueous solution [25], increasing concentra-
tions of tetryl (2–10 mg L−1) were added to a fixed concentration
(10 mg L−1) of TNT. The spectra of the charge-transfer complexes in
DCHA phase extracted from 50% acetonated aqueous solution show
that tetryl at comparable concentrations interfered seriously with
TNT determination with the proposed assay (figure not shown).
The same spectra also show that additivity of absorbances with
respect to Beer’s law exists within the linear concentration range,
and that a mixture of TNT and tetryl (e.g., in the tetritol-cyclonite
composite explosive) can be analyzed using this additivity princi-
ple by recording the absorbances of the unknown mixture at the
analytical wavelengths of 530 and 460 nm.

3.11. Percentage of amine remaining in the sensor upon standing
in air and under water
The amounts of DCHA remaining in the sensor (as the per-
centage of originally entrapped amount) as a function of time of
standing in air and under water are given in Figs. 6 and 7, respec-
tively. It can be deduced from Figs. 6 and 7 that approximately

Fig. 6. The amount of DCHA remaining in the sensor (as the percentage of originally
entrapped amount) as a function of time of standing in air.
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F4,4 = 6.388 (P = 0.05)
ig. 7. The amount of DCHA remaining in the sensor (as the percentage of originally
ntrapped amount) as a function of time of standing under water.

alf of the original amine remains in the sensor after 35 days of
tanding either in air or under water. Although this amount of
emaining amine would still yield a sensor response at lower sen-
itivity, it can be recommended that the sensor films be kept in
dessicator saturated with DCHA vapor prior to use. For mobile

se on-site, the colorimetric sensors may be transferred to the site
ealed in polyethylene bags. The sensor films give their optimal
olorimetric response after 15 min of contact with 30% acetonated
queous solution of TNT. For high analytical precision and accuracy,
he absorbance due to charge-transfer complexation of the analyte
hould be read within 30 min of contact of the films with aqueous
edium.

.12. Tolerance levels for potential interferences

The non-interference of nitro-explosives and explosive related
aterials other than tetryl (e.g., RDX, PETN, picric acid, DNT, and

initrophenol) as previously shown by the authors for liquid–liquid
xtraction of TNT + interferent mixture solutions with DCHA [25]
as confirmed in this study at 10-fold levels of these nitro-

xplosives compared to 20 mg L−1 TNT (table not shown). Some
ommon oxidants (dichromate and bromate) and reductants
iodide and sulfite) at 50-fold levels were also shown not to inter-
ere. The recoveries for TNT in the presence of a number of cations
nd common anions in admixture with 20 mg L−1 TNT are tabulated
n Table 3. As is apparent from these data, the proposed method is

pplicable to TNT assay in soil and groundwater containing a large
ariety of electrolytes, and constitutes a substantial advantage over
he CRREL/Jenkins’ method [22]. The method was also insensitive
o small changes in initial pH of solutions, as DCHA at the sen-

able 3
he recoveries for TNT in the presence of a number of cations and common anions
n admixture with 20 mg L−1 TNT.

nterferent ion Interferent/analyte mass ratio Recovery of TNT (%)

u2+a 10 80.9
50 103

100 96.7

b2+ 50 102
100 139

+ 100 97.9
O4

2− 100 112
l− 100 107
O3
− 100 108

a A small excess of Cu2+ possibly consumes the amine at the sensor-solution inter-
ace by complexation, while a higher excess probably adds up to the observed
bsorbance by adsorption of copper-amines onto the sensor. This adsorption is
eversible, as water-washed sensors retained their initial absorbance.
8 (2009) 772–780 779

sor/solution interface constituted a buffering conjugate base/acid
pair (e.g., R2NH/R2NH2

+).

3.13. Validation of the proposed method against HPLC

The proposed sensor determination was validated against HPLC
on five different samples of Comp B (declared by the manufac-
turer MKEK to contain 39% TNT) diluted to a final concentration
of 80 mg L−1. A typical chromatogram of Comp B composite explo-
sive sample showed the peaks of TNT and RDX (Fig. 8). The retention
time of the main peak was 6.9 min for RDX and 13.7 min for TNT.

The calibration line for HPLC determination of pure TNT in the
concentration range of 5–100 mg L−1 was:

Peak area = 6.13× 104 CTNT(mg L−1) − 1.53× 105 (r = 0.9996)

By means of this calibration line, the TNT content of five dif-
ferent samples of Comp B (each of 80 mg L−1 initial concentration)
were analyzed with HPLC as: 39.10, 39.15, 41.19, 42.65, and 40.84%
(mean = 40.59%). On the other hand, using the recommended colori-
metric sensor method, the same samples were analyzed as: 40.22,
38.51, 39.31, 45.86, and 44.55% (mean = 41.69%). Statistical analy-
sis was made using the one-way ANOVA (ANalysis Of VAriance)
approach with the aid of t- and F-tests [38].

The t-test of comparison of the means yielded:

Proposed method, mean and standard deviation: ā1 = 41.69,
s1 = 3.298, N = 5.
Reference method, mean and standard deviation: ā2 = 40.59,
s2 = 1.497, N = 5.
Pooled estimate of standard deviation: s = 2.561.

t = (41.69− 40.59)/2.561 (1/5+ 1/5)1/2 = 0.679

|t|8=2.31 (from t-table for P = 0.05); texp . < tcrit., or 0.68 < 2.31

There was no significant difference at 95% confidence level
between the means of the recommended (colorimetric sensor) and
reference (HPLC) methods.

The F-test of comparison of the variances yielded:

Fexp. = (3.298/1.497)2 = 4.853; the critical value from F-table;
Fexp. < F4,4, or 4.853 < 6.388.

Fig. 8. The chromatogram of Comp B composite explosive (80 mg L−1) sample show-
ing the peaks of TNT and RDX.
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There was no significant difference at 95% confidence level
etween the precisions of the recommended (colorimetric sensor)
nd reference (HPLC) methods.

. Conclusions

Rapid and low-cost chemical sensing of explosive traces or
esidues in soil and post-blast debris for environmental and crim-
nological purposes with the use of sensors has recently gained
mportance. Thus, an inexpensive colorimetric sensor was syn-
hesized from PVC, DOP, and DCHA, and was effectively used in
uantitative TNT and tetryl assay in 30% acetonated aqueous solu-
ions. The sensor can also be used for qualitative identification, as
t gives a violet color with TNT and an orange color with tetryl.
he sensor is not affected by other nitro-explosives, such as RDX,
ETN, DNT, and picric acid. As a superiority to the widely used
RREL/Jenkins’ colorimetric method or other sensing methods in

iterature that are not tolerant towards water, the proposed TNT
ssay is applicable to humid soils and groundwater. The sensor is
nsensitive to small changes in initial pH of solution and to a wide
ange of common electrolytes. The sensor is suitable for field col-
rimeters (maximum absorption wavelength for TNT is 530 nm),
nd gives a fairly rapid and sensitive response (the LOD for TNT
eing 3 mg L−1). The sensitivity of the method (for soil leached with
cetone at a liquid/solid ratio of 5, LOQ = 50 mg kg−1, equivalent
o US-EPA limit of decontamination) is sufficient to monitor the
lean-up operations of remediated sites contaminated with TNT.
he proposed method was statistically validated against the HPLC
eference method using a composite explosive sample of Comp B.
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biol. A: Chem. 137 (2000) 155–161.
34] G. Absalan, M. Soleimani, M. Asadi, M.B. Ahmadi, Anal. Sci. 20 (2004) 1433.

35] A.A. Ensafi, A. Aboutalebi, Sen. Actuators B 105 (2005) 479.
36] A.A. Ensafi, M. Fouladgar, Sen. Actuators B 113 (2006) 88.
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a b s t r a c t

This paper describes the preparation and testing of a sol gel specific for the non-steroidal anti-
inflammatory drug ibuprofen. Ibuprofen was selected as a model compound due to the fact that it contains
a number of structural and functional analogues, in this case ketoprofen and naproxen. In order to study
the specific criteria affecting selectivity in sol gels, three sol gels were prepared for ibuprofen utilising
two and three functional silane systems. The relative rebinding of each of the three compounds to the sol
gels was assessed by % recovery in solid phase extraction. The results of the experiments indicate that
eywords:
olecularly imprinted sol gels

buprofen
olid phase extraction
welling/shrinkage
hape selectivity

along with the functionality imparted to the sol gel by the development of template-monomer complexes
a major determinant of selectivity is shape selective memory. The utilisation of a three monomer system
affords the cavity recognition based on the formation of �–� stacking interactions, hydrogen bonding,
van der Waals forces, electrostatic interactions and shape complementarity and minimises cross reac-
tivity. In addition real sample analysis has been performed on urine samples containing ibuprofen and

cific p

–� stacking

metabolites showing spe

. Introduction

Molecular imprinting technology is now an established
echnique for the production of synthetic receptors. The mech-
nism of imprinting is based on the prearrangement of a
emplate—functional monomer complex in a facilitating solvent
porogen). Applications of MIPs in analytical chemistry are diverse
nd include solid phase extraction [1–3], binding assays [4,5] and
ncorporation into biosensors [6,7].

Pauling [8], first proposed the concept of prearrangement of
onomer units around a chemical species (in this case an antigen)

n terms of explaining the production of antibodies in mammalian
ystems. The arrangement of these monomer units around the
ntigen was achieved by weak intermolecular interactions such
s electrostatic interactions, van der Waals forces and by hydro-
en bonding. Although abandoned as an immunological concept,
he work of Pauling resurfaced in the studies of Dickey [9]. Dickey
oted that a silica gel synthesised in the presence of methyl orange
xhibited selective memory for this compound when rebinding

xperiments were performed in the presence of related compound
tructures (n-butyl, n-propyl and ethyl orange). This (early) process
hereby nanostructured silica based solids exhibit selective molec-
lar recognition is now referred to as the sol gel process. Imprinted

∗ Corresponding author. Tel.: +353 17005765; fax: +353 18360830.
E-mail address: fiona.regan@dcu.ie (F. Regan).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.013
reconcentration.
© 2009 Elsevier B.V. All rights reserved.

sol gels are a rapidly developing area of synthetic receptor science.
They have had application in sensor development [10], solid phase
extraction or selective clean up [11] for analysis of the specific
compounds propanolol [12], 2,4-dichlorophenoxyacetic acid [13],
nafcillin [14], for selective discrimination of methylxanthines [15]
and in protein/peptide recognition [16,17].

Sol gels are based on a silica backbone and inorganic-organic
hybrid materials based on organically modified silicas (ormosils)
offer an attractive alternative to molecularly imprinted polymers.
Indeed imprinted sol gels possess, numerous significant advantages
over MIPs, namely, ease of preparation, gelation at ambient temper-
atures (particularly important when preserving weak interactions).
In addition to this sol gels exhibit significantly higher porosity and
surface area than MIPs along with negligible swelling in organic
solvents and good optical (transparent) properties [18].

Sol gel chemistry utilises mild acid- or base-catalysed condi-
tions to achieve hydrolysis and condensation of numerous silane
monomers. Gelation of the silane(s) such as tetraethyl orthosilicate
(TEOS), 3-Aminopropyl triethoxysilane (APTES) and phenyltri-
ethoxy silane (PTMOS) under aqueous conditions with alcohol
(usually ethanol or ethoxyethanol) in the presence of a template
molecule leads to the imprinted sol gel. The pH of the mixture will

determine whether the dominant process is hydrolysis or conden-
sation. At low pH, i.e. acid catalysed sol gels, condensation occurs
at an enhanced pace in comparison to hydrolysis. The result of this
being that polymer growth is favoured over cross-linking. The resul-
tant acid catalysed gel is optically transparent with very small pores
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Pore size and surface areas of the washed sol gels were obtained
by Brunauer-Emmett-Teller analysis. The analysis was performed
on an ASAP 2010 from RMIT Applied Chemistry (Micromeritics).
A 250 mg quantity of sol gel was used for the analysis. The sample

Table 1
The components of each of the sol gels.

Sol gel 1 Sol gel 2 Sol gel 3

2-EtOH (12 ml) 2-EtOH (12 ml) 2-EtOH (12 ml)
54 K. Farrington, F. Regan

2–50 nm) and high surface area (>200 m2/g). Sol gels have signif-
cant potential in the development of thin films and layers. A sol
el film has been developed for the analysis of propanolol [12]. A
irect comparison between the sol gel and the acrylic based molec-
larly imprinted polymer was performed. The findings were that
he sol gels exhibited a lower total uptake of propanolol but signif-
cantly lower non-specific binding. Furthermore, the binding was
ound to be abrogated when aqueous solutions were replaced with
rganic solvents. Since it is known that sol gels do not exhibit the
ame degree of swelling as MIPs do, the loss of affinity may be
ue to shrinkage of sol gels. Sol gels in bulk form however have
trong potential for use in solid phase extraction and recently these
pplications have been highlighted [11,19]. Given that swelling and
hanges in pH should not be as significant an issue as with MIPs,
his means that the internal structure of the nanocavities within
he sol gel should be maintained when loading in organic solvents
r at lower pHs. Furthermore given that the nature of the func-
ional interactions is non-directional in nature (hydrogen bonding,
lectrostatic, van der Waals) spatial complementarity is a consid-
rable determinant of the potential of sol gel selectivity. Sol gels
ave been employed for the preparation of catalytic materials [20].
ere it was shown that the amorphous microporous oxide retained

tructural memory for the kinetic diameter of the alcohol used.
his is indicative of the shape of the molecule being a determi-
ant or at least a major component of selectivity. This phenomenon
as been further characterised [21]. In this study the imprinting of
morphous bulk silicas with single aromatic rings containing up
o three 3-aminopropyltriethoxysilane side groups was performed.
he triethoxysilane portion of the molecules side groups was incor-
orated into the silica framework during synthesis. The aromatic
ortion is cleaved thus creating a cavity in which the aminopropyl
roups are spatially orientated and covalently attached to the pore
urface. Leung et al. [13] have employed a tailor made organosi-
ane – 3-[N,N-bis(9-anthrylmethyl)aminopropyltriethoxysilane as
functional monomer forming an acid base ion pair with the tem-
late 2,4-dichlorophenoxyacetic acid. The resultant sol gel material
isplayed good selectivity for 2,4-dichlorophenoxyacetic acid over
cetic acid and benzoic acid. The authors here have concentrated on
electivity achieved by the functionalities within the pores of the sol
el rather than the shape of the cavity or hydrophobic interaction.
three monomer approach to the sol gel imprinting of lisinopril

ehydrate [22] and a similar approach for 2-Aminopyridine was
sed [23]. It is likely that both chemical functionality and spatial
omplementarity of the binding cavities play significant roles in
he potential selectivity of an imprinted sol gel.

This paper describes the study of the individual and com-
ined factors which are responsible for selectivity in sol gels. The
emplate chosen was ibuprofen, a member of the class of non-
teroidal anti-inflammatory drugs (NSAIDS). Ibuprofen is indicated
or rheumatoid arthritis and conditions involving inflammation. It is
n inhibitor of cyclooxygenase 1, which is endogenously expressed
n all human cells. In order to gain an enhanced understanding of
actors affecting selectivity, three sol gels each of differing com-
lexity and functionality have been prepared and their ability to
electively discriminate between ibuprofen and its structural and
unctional analogues, naproxen and ketoprofen have been studied.
n the choice of functionalised siloxanes (analogous to functional

onomers in MIPs) important functionalities such as hydrogen
ond forming ability, electrostatic interactions and potential �–�
tacking interactions have been considered. Furthermore, the two
nd three monomer systems offer an increased complexity in terms

f the molecular size and shape of the resultant nanocavities in
he sol gel. It is proposed that the major determinant of selectiv-
ty is the spatial complementarity of the cavity, however, there is

significant contribution from functional interactions within the
avity.
ta 78 (2009) 653–659

2. Experimental

2.1. Materials

Tetraethoxysilane (TEOS), 3-Aminopropyltriethoxysilane
(APTES) and phenyltrimethoxysilane (PTMOS) were purchased
from Sigma–Aldrich, Dublin and used as received. Ibupro-
fen (C13H18O2, MW 206.28 g/mol), naproxen (C14H13O3, MW
230.26 g/mol) and ketoprofen (C16H14O3, MW 254.28 g/mol) were
also purchased from Sigma–Aldrich, Dublin. All organic solvents
were of HPLC grade and were purchased from Labscan, Dublin,
Ireland.

2.2. Preparation of sol gels

All of the sol gels generated contained TEOS and one or both of
APTES/PTMOS. The preparation consisted of two stages: firstly the
hydrolysis without ibuprofen (template) and secondly condensa-
tion in the presence of ibuprofen. A 12 ml aliquot of 2-ethoxyethanol
was mixed with 12 ml of TEOS. A 400 �l quantity of PTMOS and
600 �l of APTES were then added. Following this 400 �l of con-
centracetd HCl followed by 4 ml of water were then added and the
mixture left stirring for 2 h at RT. After 2 h, 206.28 mg of ibupro-
fen in 20 ml water (min vol. ethanol) was added to 16 ml of the
imprinting mixture and stirred for 10 min. A non-imprinted sol gel
was prepared under the same conditions but with the omission of
ibuprofen. The components of each of the sol gels are shown in
Table 1. Condensation was allowed to progress at 80 ◦C for 16 h and
then for 1 week at room temperature. Following this the sol gel
was crushed with a mortar and pestle and sieved. Particles of 75
and 25 �m diameter were collected by sieving. The crushed sol gels
were then washed to remove the template by continuous stirring
in a solution of hot methanol containing 10% acetic acid. Washing
was repeated until no trace of ibuprofen could be detected by HPLC.

2.3. Computational studies

The DS Viewer pro suite from Accerlys was used to calculate the
molecular volumes of ibuprofen, ketoprofen and naproxen.

2.4. Physical characterisation of sol gels

The infrared absorption spectra of the three of the sol gels were
obtained on a Perkin Elmer GX FTIR system. Particle size mea-
surements were performed on a Malvern mastersizer particle size
instrument by light scattering technique. A 25 mg quantity of the
sol gel was exposed to 5 ml of a range of solvents for 24 h in order
to examine changes in the average particle sizes of the particles.

2.5. Nitrogen sorption measurements
TEOS (12 ml) TEOS (12 ml) TEOS (12 ml)
APTES (600 �l) APTES (600 �l)

PTMOS (400 �l) PTMOS (400 �l)
HCl (400 �l) HCl (400 �l) HCl (400 �l)
H2O (24 ml) H2O (24 ml) H2O (24 ml)
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as degassed for 12 h at 70 ◦C before analysis. Relevant information
btained from this method included surface area, total pore volume
nd pore diameters.

.6. Rebinding analysis

For assessing the effect of different solvents on the % uptake of
buprofen by the sol gels a 1 ml solution of ibuprofen at 1 �g/ml
as added to 50 mg of the sol gels (and controls) in a 1 ml micro-

entrifuge tube in the solvents as shown in Fig. 3. The solutions
ere shaken for 4 h at room temperature and then centrifuged. The
resence of ibuprofen in the supernatant was assayed by HPLC and
he amount bound was calculated as:

otal ibuprofen− free (supernatant) = bound ibuprofen

.7. Solid phase extraction studies

Empty solid phase extraction cartridges were washed with
ethanol before use. The cartridges were then dried and 200 mg

f the dry sol gel (or corresponding control) was placed in between
wo frits. The cartridge was washed with 10% acetic acid in

ethanol and then with methanol 4 times until no trace of ibupro-
en could be detected by HPLC. All SPE experiments were performed
n a VacMaster SPE processing station manifold. Before analyte
oading, the polymer was conditioned with 1 ml methanol, 1 ml ace-
onitrile and 1 ml water and then conditioned to the appropriate pH
pH 4–8) with water adjusted with dilute HCl. In the loading step,
�g/ml Ibuprofen, naproxen and ketoprofen was loaded in water at
H 4–8. For the washing step, 1 ml of 1% triethylamine (TEA) or 1%
yridine in acetonitrile or a 50:50 ratio of toluene: acetonitrile was
sed. Specifically bound material was eluted with 2 ml of methanol.
he experiments were repeated in triplicate. After each experiment
he cartridge was regenerated by washing with 3 ml of water and
ml of methanol.

.8. High performance liquid chromatography (HPLC)
nstruments
HPLC was performed on a Hewlett Packard 1050 (HP 1050)
C system (pump, injector, detector) employing Chemstation soft-
are. The variable wavelength detector was operated at 220 nm for

buprofen determinations. For fluorescence applications the exci-
ation wavelength was set at 290 nm and the emission at 350 nm.

Fig. 1. FTIR absorption spectra for the three sol gels. Notable bands inc
ta 78 (2009) 653–659 655

A 10 �l injection volume was used. Separations were performed on
a 25 cm×4.6 mm, 5 �m Alltech Bravda BDS C18 column.

2.9. HPLC measurements

For the Ibuprofen/Naproxen/Ketoprofen selectivity studies the
mobile phase used was a 52:28:20 ratio of water: acetonitrile:
methanol. The mobile phase was adjusted to pH 3.2 with phos-
phoric acid. For urine analysis, the mobile phase used was a 50:50
ratio of 50 mM phosphoric acid: acetonitrile.

2.10. Real sample analysis

A volunteer was given a single dose of ibuprofen (200 mg) con-
tained in a NurofenTM tablet. Urine samples were collected at a 6 h
interval. A 1 ml aliquot of each urine sample was passed through
the sol gel SPE cartridge and washed and eluted as described in Sec-
tion 2.7. Free ibuprofen was quantified with reference to a standard
curve. To examine conjugated ibuprofen and ibuprofen metabolites,
the urine samples were hydrolysed according to the methods of [24]
and [25].

3. Results and discussion

3.1. Physical and morphological characterisation of the sol gels

The three sol gels prepared were analysed by IR spectroscopy
post washing. Fig. 1 shows the most distinctive infrared absorption
bands related to the generation of sol gels. In the 3400–3200 cm−1

region, the stretching due to residual water and Si–OH stretching is
observed. The band observed in all three samples at ∼1050 cm−1

is indicative of Si–O [26] stretching while that at 930 cm−1 and
780 cm−1 can be attributed to methyl C–H stretching. Sol gels 1 and
3 both contain a small band at∼1500 cm−1 and this is absent in sol
gel 2. This can be attributed to the incorporation of the amine group
from the APTES silane (functional monomer) into the former sol gels
and not the latter. The chemical nature of the polymers is unaltered
by the presence of the template as there were no observable differ-
ences between each sol gel and its individual control non-imprinted

sol gel (data not shown). Furthermore as has been described [15]
the spectral features are consistent with organic modified silicas.

In contrast to MIPs, sol gels do not exhibit significant swelling
[18]. In order to examine the potential degree of swelling further, a
50 mg amount of sol gel 3 was placed in equal volumes of a range

lude the –OH at ∼3250 cm−1 and Si–O stretching at 1050 cm−1.
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Fig. 2. The percentage shrinkage associated with particle size distribution measure-
ments for sol gel 3. The sol gel was exposed to the solvents shown and the shrinking
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Fig. 3. Shows the specific rebinding of ibuprofen (uptake in imprinted sol gels minus

sible for rebinding ibuprofen and for selectivity for ibuprofen over
relative to dry mode) is illustrated. Errors are based on the standard deviation of
hree experiments. The value d(50) is the value at which 50% of the particles in
he solution lie while the value d[AVG] is the average particle size. Both can be
nterpreted as the mean of the particle sizes in a sample.

f organic and aqueous solvents and the average particle size of
ol gel 3 was measured by particle size light scattering technology.
he lack of swelling is an important characteristic in sol gels and
ill act to preserve the integrity of the binding cavity. However, sol

els have been reported to shrink [27] with an associated loss of
orption capacity. Fig. 2 shows the % shrinkage observed when sol
el 3 was dispersed in the relevant solvent for 4 h (stirring) followed
y measurement of particle size. It was found that water caused
he least reduction in average particle size and nonpolar solvents
ead to only minimal shrinkage. Both polar protic (methanol) and
olar aprotic (ACN and DMSO) cause greater observed shrinkage of
he sol gel. It is somewhat surprising that the more polar solvents
re observed to lead to greater shrinkage of the sol gel than the
onpolar solvents. Collinson [28] has reported that during drying,
lcohol evaporates from the pores causing the sol gel to shrink. In
his instance it is likely that the polar solvents diffuse into the pores
nd cavities of the sol gel replacing residual water and evaporate
uring the measurements leading to continued shrinking of the
aterial. The nonpolar solvents may not diffuse into the pores as

fficiently and hence their loss through evaporation has less of a
hrinking effect on the pores. It is important to note that while
ol gel materials do not swell to the same degree as conventional
mprinted materials, their extended use at pH > 8 is likely to lead to
heir destruction.

.2. Initial rebinding studies

Fig. 3 shows the relative specific uptake of ibuprofen i.e. %
ebinding in the sol gels minus that in the control sol gels for the
hree sol gels prepared. It was found that all three of the sol gels
emonstrate enhanced rebinding in aqueous conditions. Further-
ore, there is a cline of decreased rebinding given that the sol gels

erform best in aqueous conditions followed by nonpolar (chlo-
oform, toluene) then polar aprotic (acetonitrile, DMF) and then
olar protic (methanol and ethanol). A similar trend has been noted
y other authors [12]. In this study, it was pointed out that the

ncreased rebinding of propanolol to the sol gel could result from
he preferred solubility of the molecule in organic media relative
o aqueous and this is in part justified by the partition coefficient
f propanolol in the octanol/water system. Nonpolar solvents such
that in non-imprinted) for the three sol gels under a range of organic and aqueous
conditions. Key:

.

as chloroform would not be expected to interfere with hydrogen
bonding whereas more polar solvents will form strong hydrogen
bonds with the template thus precluding the formation of specific
interactions with the functionalities in the pores [23].

3.3. Effect of pH on rebinding

Fig. 3 also describes the effect of variation of pH on rebinding.
Firstly, in regards to sol gel 1 (prepared with the APTES monomer),
at pH 4 and 5 the rebinding is significantly greater than at pH 6–8
(>60% specific rebinding as opposed to 40–50%). Since the signif-
icant method of complex formation of ibuprofen with APTES is
hydrogen bonding, a negatively charged molecule will be unable to
participate in hydrogen bonding and hence this type of interaction
is inhibited at higher pH where the molecule will be deprotonated.
Some rebinding will still occur to the sol gel at higher pHs because
of the presence of van der Waals, electrostatic forces, shape com-
plementarity along with interactions of ibuprofen with the silanols
of the sol gel. For these reasons an abrogation of rebinding will not
be observed. This is further exemplified by the rebinding in aque-
ous conditions to sol gels 2 as shown in Fig. 4b (and sol gel 3) as
shown in Fig. 5. Here the monomer used was PTMOS which will
form �–� stacking or hydrophobic interactions with ibuprofen and
the nature of these interactions will not be significantly altered by
changes in pH in the region 4–8. As such, a greater level of rebinding
of ibuprofen to sol gels 2 and 3 is observed at all pHs examined.

Sol gel 3 contains both APTES and PTMOS as functionalised silane
monomers. As part of the three monomer system, the significance
of the hydrogen bonding interaction with APTES is reduced relative
to other determinants of selectivity such as shape complementarity,
�–� stacking and hydrophobic interactions and hence these inter-
actions can to a large extent compensate for the loss of the hydrogen
bonding. The rebinding studies have shown that there are number
of factors which combine to reach optimum binding conditions for
all of the sol gels prepared which can be accounted for individually.

3.4. Selectivity studies using solid phase extraction

In order to analyse the individual and collective factors respon-
the structural analogues naproxen and ketoprofen, solid phase
extraction (SPE) was performed utilising a range of loading and
washing (desorption) conditions. Initially the desorption condi-
tions were analysed to examine which washing conditions led to
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F of the sol gels was studied on washing with 1% pyridine under loading conditions ranging
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ig. 4. Selectivity study on sol gel 1 (a) and sol gel 2 (b). The % desorption from each

rom pH 4–8. Key: .

ptimal retention of the analyte of interest (ibuprofen) on the sol
el columns while minimising the cross reactivity.

Non-imprinted controls were also used to determine the speci-
city of the molecularly imprinted sol gels. For all of the sol gels and
ontrols equal concentrations (1 �g/ml) of ibuprofen, naproxen and
etoprofen were loaded in under aqueous conditions at pH 4–8. A
% solution of pyridine in water was used as the washing solvent

n order to act as a competing amine for non-specifically bound
aterial. This procedure was applied to all of the sol gels. Fig. 4a

sol gel 1), 4b (sol gel 2) and 5 (sol gel 3) shows the result of this
pproach. At a loading and washing pH of 5, the quantity of ibupro-
en desorbed from the sol gel column is approximately 2.5 times
ess than both naproxen and ketoprofen. At pH 4 the effect is some-

hat reduced but selectivity for ibuprofen over the analogues is
till noticeable. Interestingly, as the pH of the loading and washing
olutions increase, the selectivity for ibuprofen over the analogues
s significantly reduced.
.5. Contribution of hydrophobic interactions to selectivity

Sol gel 2 contained PTMOS as the functional monomer with the
oncomitant ability to form �–� stacking (or hydrophobic) interac-

ig. 5. Selectivity study on sol gel 3. The % desorption was studied on washing with

% pyridine. Key: .
Fig. 6. The three-dimensional structures of the molecules used in the study ibupro-
fen (above) ketoprofen (middle) and naproxen (below).
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ig. 7. HPLC chromatograms obtained following solid phase extraction of urine sam
.6 min with the more polar unidentified species possibly the metabolites between

ions with ibuprofen. However both naproxen and ketoprofen also
ontain aromatic rings, which could increase the probability of cross
eactivity. Pyridine was again chosen as a component of the washing
olution due to that fact that it would disrupt non-specific inter-
ctions by forming interactions with weakly bound material i.e.
aproxen and ketoprofen and also to act as a competing amine for
aterial which may be non-specifically bound. When 1% pyridine

n acetonitrile was used as the washing solution, a large portion of
he ibuprofen was removed from all of the sol gels. It was noticeable
owever that a larger proportion of the analogues were removed
lso. This is attributed to two reasons. Firstly as already mentioned,
cetonitrile is a powerful eluting solvent but secondly, the nature
f �–� stacking is that it is a weak interaction (significantly weaker
han hydrogen bonding). As a result of this a 1% solution of pyridine
n water was applied as washing solution. For sol gel 2, Fig. 4b shows
hat when using this washing solution maximal selectivity for the
ol gel towards ibuprofen was achieved. The relative strength of
he mechanisms of interaction will differ considerably between the

olecules. The three-dimensional structure of the three analogues
s shown in Fig. 6. Ibuprofen contains a single aromatic ring with no
lectron withdrawing substituents directly on the ring. The shape
f the molecule also affords steric manoeuvrability to a potential
romatic ring coming into close contact and allowing the forma-
ion of the �–� electron delocalisation necessary. Regarding the
hree-dimensional structure of naproxen the naphthyl group will
e significantly more stable than the single ring of ibuprofen. The
esult of this is that the electronic distribution will be more stable
nd hence will not participate as readily in a �–� stacking arrange-
ent. Regarding ketoprofen, the molecule possesses a carbonyl

roup between the two aromatic rings. The electron withdrawing
ature of this substituent will adversely affect the ability of the
etoprofen aromatic rings to form �–� stacking arrangements with
TMOS. Hence, the strength of �–� stacking interactions between
he PTMOS ring and each of the analogues will differ.
.6. Shape complementarity

There is considerable difference in both size and shape between
he three molecules used in this study. The Acceryls program cal-
h post ingestion of 200 mg ibuprofen using 200 mg of sol gel 3. Ibuprofen eluted at
d 8.5 min.

culated the molecular volume of ibuprofen to be 149.8 Å3 with
that of naproxen at 151.0 Å3. Ketoprofen has a molecular volume
of 174.8 A3. In the field of molecularly imprinted polymers, the
work of Spivak and co-workers [29] has shown the importance
of shape selectivity in non-covalently imprinted polymers. For sol
gels, it has been demonstrated [21] that imprinted silica could act
as a shape selective base catalysts. To study this further a third
sol gel (sol gel 3) was prepared using both APTES and PTMOS. It
was expected that the resultant nanocavity would be even more
size and shape selective for ibuprofen. As is shown in Fig. 5a, the
selectivity for ibuprofen over naproxen and ketoprofen showed a
marked increase over using APTES or PTMOS alone as the func-
tional monomer. The binding of catecholamines on imprinted on
silica–alumina gel shows a size selective effect [30]. Compared to
norepinephrine and epinephrine, the smallest size of dopamine
imprinted cavities only allowed rebinding to dopamine itself. Shape
complementarity assumes an increased significance when a com-
peting molecule to the analyte of interested is smaller in size or
bulk (or at least of similar size). If the competing molecule was
larger then it would be excluded from the binding cavity due to
steric hindrance as is evident from the high level of desorption of
ketoprofen.

Essentially, a molecule of similar size but difference shape i.e.
ibuprofen will be allowed to manoeuvre within the naproxen sol
gel binding cavity but with sub-maximal binding. The phenomenon
is described as a “non-optimal spatial fit” with reference to MIPs.
In effect, if a molecule lacks optimal shape complementarity to the
spatial organisation of the binding cavity, the number of potential
contact interaction points will be reduced. Since the optimal spa-
tial fit is not achieved, rebinding will have to overcome an extra
thermodynamic barrier hence a lower level of rebinding will be
observed. The molecule exhibiting the optimal spatial fit, in this
will demonstrate a better fit to the shape of the binding cavity
and thus the sol gel (sol gel 3) shows enhanced selectivity towards

ibuprofen. Despite the similar molecular volumes of ibuprofen
and naproxen, the shapes of the molecules are significantly dif-
ferent. Hence, a molecularly imprinted sol gel prepared against
ibuprofen demonstrates selective rebinding on the order of ibupro-
fen�naproxen > ketoprofen.
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.7. Application to real samples.

To demonstrate the applicability of the molecularly imprinted
buprofen sol gel (sol gel 3) it was employed in a solid phase extrac-
ion procedure. A urine sample was taken from a volunteer at 6 h
ost ingestion of a single dose of 200 mg of ibuprofen contained

n a NurofenTM tablet. Ibuprofen undergoes extensive conjugation
n the human body with the kidney being the main source of
xcretion. Only 1% of an ingested dose of ibuprofen is excreted
s the free i.e. unconjugated molecule. Two major metabolites of
buprofen are produced—carboxyibuprofen and hydroxyibuprofen
or each of which exists stereoisomers. A 1 ml volume of urine at
he above time point was loaded independently onto the sol gel
olumn without pH adjustment. Although, selective clean up of the
rine sample was achieved, a small recovery of ibuprofen along with
everal other peaks—most likely the analogues carboxyibuprofen
nd hydroxyibuprofen was obtained. This was attributed to the sig-
ificant glucuronidation of ibuprofen. Given the large size of this
olecule it will not be compatible with the spatial complementar-

ty afforded by the sol gel cavity. In order to free the ibuprofen, the
rine sample was subjected to a hydrolysis reaction as described
24,25]. This led to greatly increased peak areas for ibuprofen and
lso the unidentified peaks for the same sample which further indi-
ates the probability of these peaks being those of the ibuprofen
etabolites. The above procedure was repeated using the same

oading and washing conditions as before. As can be seen from
ig. 7, quantitative clean up of the urine sample was achieved and
he amount of unmetabolised ibuprofen in the sample at 6 h post
ngestion was quantified at 7.07 �g/ml. Given the close structural
imilarity between ibuprofen and the two major metabolites, it is
ikely that the sol gel did not discriminate significantly between the

etabolites. At a loading pH of 6–7, it was noted that the sol gel had
reater retention of unidentified compounds over ibuprofen. This is
ikely due to the fact that both of the metabolites contain an extra
ydroxyl group and will still be capable of undergoing hydrogen
onding with the APTES functionality while at pH 6–7 ibuprofen
ill be fully deprotonated. This is the most likely working hypothe-

is as the spatial differences between ibuprofen, carboxyibuprofen
nd hydroxyibuprofen are minimal.

. Conclusion

The objective of this study was to enhance the understanding
f the nature of selectivity in molecularly imprinted sol gels. This
as achieved in two ways. Firstly, the physical characterisation of

ol gels generated using different functional silanes and secondly
y probing the selective rebinding abilities of each of the sol gels

y varying experimental rebinding conditions and determining the
ptimum solid phase extraction procedure to extract ibuprofen
rom a mixture of ibuprofen, ketoprofen and naproxen. It was pro-
osed that there are two determinants of selectivity in these sol
els. Firstly the chemical functionality imparted to the sol gel by

[
[
[
[
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the functional silane e.g. APTES, PTMOS and secondly the specific
geometric binding cavity which through spatial complementarity
serves as a highly selective shape based exclusion cavity which
allows entry of the analyte of interest (template) whilst refusing
access to even analogues of the template depending on the level of
spatial similarity of the analogue(s) with the template.

Furthermore, the potential applications of such highly selec-
tive sol gels have been demonstrated by solid phase extraction
clean up and preconcentration of ibuprofen (and metabolites) from
urine. The applications of this type of material are many and can
be performed easily and economically. It is demonstrated that by
understanding the nature of sol gel chemistry, specific and selec-
tive materials can be produced that can easily be used as solid phase
sorbents or incorporated into analytical devices.
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a b s t r a c t

An ion mobility spectrometer equipped with an ultraviolet lamp was used for the qualitative and quan-
titative determination of acetone in urine samples. This analyte can be used as a biomarker for some fat
metabolism-related diseases in humans and cows. Samples require no pretreatment other than warming
at 80 ◦C for 5 min, after which an N2 stream is used to drive volatile analytes to the ion mobility spectrom-
eywords:
on mobility spectrometry
cetone
rine samples
creening

eter. The precision of the ensuing method, expressed as relative standard deviation (%RSD), is better in all
cases than 6.7% for peak height and calculated at three levels of concentration. The analyte concentration
range studied was from 5 to 80 mg L−1, its limit of detection in the aqueous matrix 3 mg L−1 and recoveries
from spiked urine samples 109±3%. The calculated reduced mobility for acetone in the urine samples,
1.75±0.04 cm2 V−1 s−1, was similar to previously reported values. Also, the results were consistent with
those provided by test strips used for reference. The proposed method provides a new vanguard screening

ceton
system for determining a

. Introduction

Acetone is a highly volatile compound and a frequent object of
esearch in biological and environmental samples [1]. This com-
ound is harmful if swallowed or inhaled; also, it causes irritation
o the skin, eyes and respiratory tract, and can affect the central ner-
ous system. Exposure to acetone is usually assessed by measuring
ts concentration in urine, where its pressure is in equilibrium with
ressure in the blood and alveoli [2]. Acetone can be produced in
ivo via two different metabolic pathways, namely: decarboxylation
f acetoacetate and dehydrogenation of isopropanol [3].

In this work, human and cow urine samples were used to deter-
ine acetone as a potential biomarker for some diseases in both

pecies. In humans, an increased level of acetone in body fluids is
requently ascribed to uncontrolled diabetes—mostly diabetes mel-
itus or type I diabetes. Acetone levels must be carefully controlled
n pregnant women with pre-existent diabetes or gestational dia-
etes. Acetone can also be produced during starvation, following

xcessive, prolonged bouts of vomiting [4]. This metabolite is not
o important in humans as it is in cows. The presence of acetone
n cow urine is the result of a negative energy balance in the third

eek post-partum [5]. During this period, cows are unable to eat

∗ Corresponding author.
E-mail address: qa1meobj@uco.es (M. Valcárcel).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.050
e in urine samples.
© 2009 Elsevier B.V. All rights reserved.

or absorb enough nutrients to meet their energy requirements for
maintenance and milk production; this reduces their blood glucose
levels and causes fat and protein reserves in the body to be used in
the form of amino acids and triglycerides, which eventually leads
to the formation of ketone bodies [6]. This can result in economic
losses for the dairy industry through decreased milk production and
reproductive efficiency, as well as increased involuntary culling and
veterinary costs [7].

In recent years, acetone has usually been determined chromato-
graphically (especially by Gas [8–11] and Liquid Chromatography
[12], but also Electrochromatography [13] and Micellar Elec-
trokinetic Chromatography [14]). Non-chromatographic techniques
including Photometry [15], Fluorimetry [1] and Fourier Transform
Infrared Spectroscopy [16,17] have also been used for this pur-
pose. Other non-chromatographic techniques such as Ion Mobility
Spectrometry (IMS) with corona-discharge [18] and UV ionization
sources [19] have been assessed for the determination of acetone
in synthetic and human breath samples, respectively.

Most clinical analysis laboratories use test strips to detect ace-
tone in urine. This method allows no quantitation of acetone and
exhibits a high limit of detection for the analyte. Also, the reagent

in the test strips, nitroprusside, can give false positives in the pres-
ence of drugs containing SH groups and false negatives if the strips
are exposed to air or the urine samples are very acidic.

IMS provides a very fast, sensitive, inexpensive tool for the effi-
cient analysis and characterization of gaseous organic analytes [20].
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he time needed to acquire a simple spectrum is typically only
0–100 ms. Although this makes IM spectrometers suitable for pro-
ess control, the presence of ion–molecule reactions and relatively
oor resolution of the species formed generally preclude its use to

dentify unknown compounds [21]. The ionization source used in
his work was an ultraviolet (UV) lamp. Baim et al. [22], and Eiceman
t al. [23,24], demonstrated that vacuum UV discharge lamps con-
titute inexpensive, non-radioactive ionization sources especially
uitable for direct operation in nitrogen and air. Such lamps are
ommercially available with photoionization energies from 8.6 to
1.7 eV [25].

Broadly, analytical techniques can be classified as rearguard or
anguard techniques. Sample-screening systems are used in van-
uard analytical strategies to classify samples into two groups
positive or negative) in a fast, reliable way [26]. The primary objec-
ives of sample-screening systems are as follows [27]:

a) To provide a rapid, reliable response about a specific character-
istic of an object or system for immediate decision making.

b) To minimize or avoid preliminary operations in conventional
analytical processes.

c) To avoid the permanent use of high cost, high maintenance
instruments in routine analyses.

Therefore, IMS can be deemed a vanguard screening system
nasmuch as it provides a rapid response to the presence or absence
f some type of compound potentially present in a given sample.

In this work, we developed a rapid, simple method using IMS
ith a UV ionization source for routine measurements of acetone

n biological fluids such as urine. The proposed method can be used
or qualitative and quantitative analysis. For qualitative analysis, 86
rine samples from cows and humans were analysed and the results
sed for statistical classification. The result for each individual sam-
le was obtained within 7 min. Therefore, UV–IMS equipment can
e used as an effective screening system for classifying samples
ccording to the presence or absence of acetone. Also, it has the
otential for quantifying acetone in urine samples.

. Experimental

.1. Ion mobility spectrometer

Measurements were made with a portable UV–IMS instrument
rom Gesellschaft für analytische Sensorsysteme (Dortmund, Ger-

any). The UV–IMS system was 350 mm×350 mm×150 mm in
ize, had a tube length 12 cm, weighed 5 kg, had a voltage of 230 V
nd used a constant voltage supply of 333 V cm−1. The ionization
ource was a 10.6 eV UV lamp. The instrument was operated at
mbient pressure and temperature.

GASpector software was used to record spectra, which were
cquired in the positive ion mode. A total of 25 spectra were contin-
ously recorded for about 2 min per analysis, each spectrum being
he average of 64 scans. The spectrum length was 1024 points, the
rid pulse width 500 �s, the repetition rate 50 ms and the sampling
requency 30 000 Hz.

Ions in the gas phase were resolved in terms of mobility. The
obility K of an ion depends on its charge, shape and size, and can

e expressed mathematically as follows:

d
=
tE

(1)

here d is the length of the drift region (cm), t the drift time (s) and
is the electric field strength (V/cm). By normalizing K to standard

onditions (viz. 273 K and 101 kPa) the reduced mobility constant,
nta 78 (2009) 863–868

K0 (cm2 V−1 s−1), was calculated from the following expression:

K0 = K
(

273
T

)(
p

101

)
(2)

where T (K) and p (kPa) are the temperature and pressure, respec-
tively, of the drift region.

2.2. Sample introduction system

The sample introduction system (SIS, Fig. 1A) consisted of a
headspace sampling unit including a vaporization container to facil-
itate equilibration, a heating device intended to keep the headspace
container at a constant temperature and a injection device for trans-
fer of the vapour phase from the headspace container into the IMS
equipment [28]. The system is described in greater detail elsewhere
[29]. The operational procedure was as follows: a volume of 100 �L
of sample was placed in a 10 mL glass vial which was then sealed
with a polytetrafluorethylene (PTFE)-faced septum and heated at
80 ◦C in an Eco 1G Thermoreactor (Velp Scientifica) for 5 min
(volatilization step). Meanwhile, a stream of highly pure nitrogen
(6.0) from Abelló Linde (Barcelona, Spain) was passed through the
UV–IMS system for cleaning and stabilization. The flow-rates of N2
(140 and 90 mL min−1 for the drift gas and sample gas, respec-
tively) were controlled via an Alltech Digital Flow Check HRTM

supplied by Chromatographic Service GMBH. After 5 min of heat-
ing, two stainless-steel switching valves (Selectomite®-7177G2Y,
HOKE Incorporated, Spartanburg, SC) were actuated, the headspace
vapours thus formed in the vial being swept out by the N2 stream
and transferred to the UV–IMS equipment for measurement (injec-
tion step). Connectors were made from 1/8 in. PTFE tubes obtained
from Varian (Harbor City, CA).

2.3. Samples and reagents

Analytical tests were conducted on human and cow urine sam-
ples. The human urine samples were obtained from 36 males and
females of variable age with an empty stomach, whereas the cow
urine samples were obtained from 50 cows also of variable age
on a farm in Jaén (Spain). The cows were either pregnant, in their
post-partum period or non-pregnant. All samples were collected
in sterile plastic flasks and some stored at −18 ◦C in the freezer
compartment of a refrigerator until analysis.

Acetone was supplied in HPLC grade by Sigma (St. Louis, MO)
and used to prepare a 1000 mg L−1 standard solution by diluting
0.126 mL of product to 100 mL with water in a volumetric flask. This
standard solution was stored at ambient temperature and used to
make others solutions on daily basis. The distilled water used to
prepare the solutions was purified by passage through a Milli-Q
system from Millipore (Bedford, MA).

3. Results and discussion

The positive-ion mobility spectrum for acetone as obtained with
UV ionization was used for its qualitative and quantitative determi-
nation in human and cow urine samples. Mobility measurements
took less than 7 min and required no sample pretreatment other
than warming.

3.1. Optimization of the sample introduction system
The proposed system relies on the formation of a headspace
which is created by encapsulating each liquid sample in a carefully
thermostated glass vial. The resulting gas phase is then intro-
duced into the spectrometer by actuating two switching valves (see
Fig. 1A).
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Fig. 1. Scheme of the

One other similar SIS (Fig. 1B) was also evaluated for use in order
o avoid slight condensation of the samples in the tube (asterisk in
ig. 1A) connecting the samples to the measuring equipment, the
hole system being heated in an oven. The spectral signal thus

btained was very poor and no peak was observed during a drift
ime of ∼19 ms. This may have been a result of the abrupt tem-
erature difference between the SIS (80 ◦C) and IMS equipment
ambient temperature). Also, this alternative configuration might
acilitate condensation inside the IMS equipment and cause it to

alfunction, which led us to discard it for further testing.
Rather, we used the system of Fig. 1A since slight sample conden-

ation in the tube leading the volatile compounds to the measuring
nstrument was expected to have little effect on the quality of the
esults. This system is simple, requires little sample handling and
emoves non-volatile interferents. The critical point is equilibration
f the aqueous phase and vapour phase; also, several factors must
e optimized in order to maximize analyte recovery and sensitivity

n the proposed SIS–IMS method.

The experimental variables optimized were the sample tem-

erature, sample volume, vial volume, heating time, and sample
as and drift gas flow rates. Table 1 shows the studied range and
elected value for each parameter. The optimal values chosen were
aken to be those resulting in the maximum possible repeatability

able 1
ptimized parameter values for the sample introduction system.

Studied range Optimum value

emperature, ◦C 70–100 80
ample volume, �L 50–200 100
ial volume, mL 1.5 and 10 10
eating time, min 1–15 5
ube lenghta, cm 13 and 24 13
ample flow-rate, mL min−1 80–120 90
rift flow-rate, mL min−1 90–160 140

a See Fig. 1A.
mental devices used.

and peak height for acetone in a urine sample spiked to 50 mg L−1

with the analyte. All tests were performed in triplicate.
The first parameter to be optimized was the sample tempera-

ture. Tests were conducted at temperatures above the boiling point
for acetone (56.3 ◦C) and spanning the range 60–100 ◦C. The opti-
mum temperature was found to be 80 ◦C; in fact, although the
acetone signal was stronger at 90 ◦C and 100 ◦C, there was the risk of
other compounds present in urine evaporating simultaneously and
interfering with the analyte measurements. Also, such high tem-
peratures could cause water in urine to evaporate and the water
stream to reach the IMS equipment as a result.

The optimum sample volume was taken to be 100 �L, which
resulted in the highest spectral repeatability. The influence of the
vial volume was also studied. Initially, reducing such a volume was
expected to increase the analytical signal through an increased
concentration of the analyte. The two vial volumes examined (1.5
and 10 mL), however, resulted in no significant differences between
spectra. This led us to use 10 mL in subsequent tests. The effect of
the sample heating time was examined over the range 1–15 min
and 5 min found to result in the strongest possible acetone signal
and most repeatable spectrum.

One other potentially influential variable was tube length. The
most critical tube in the manifold (asterisk in Fig. 1A) was that lead-
ing the analytes to the IMS instrument. Two different tube sizes
were studied (13 and 24 cm) and no significant spectral differences
observed. Therefore, we chose to use the shorter tube in order to
expedite transfer of the analytes to the ionization region.

One of the most crucial variables affecting the acetone signal was
the N2 flow rate. The sample gas flow rate was initially optimized at
a constant drift gas flow rate of 140 mL min−1; the maximum peak

height and most repeatable signal was obtained at 90 mL min−1,
above which peak height decreased—possibly through dilution of
the sample in the ionization region. Likewise, the drift gas flow rate
was optimized at a constant sample gas flow rate of 90 mL min−1.
Peak height increased with increasing drift gas flow rate, but the
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Table 2
Precision values obtained for peak height and drift time at three levels of
concentration.

Precision

Urine Acetone
(mg L−1)

Within-day Between-day

Peak height Drift time
(ms)

Peak height Drift time
(ms)
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Table 3
Analytical parameters for standard solutions of acetone in water and urine matrix.

Aqueous matrix Urine matrix

Intercept −0.002±0.005 0.012±0.003
Slope 0.0057±0.0002 0.0017±0.0001
ale urine 5 2.0 0.9 2.5 1
emale urine 50 3.4 0.3 5.4 0.4
ow urine 80 5.8 0.7 6.7 0.7

nalytical signal was poorly repeatable above 160 mL min−1. We
hus chose to use a drift gas flow rate of 140 mL min−1 and hence a
rift gas to sample gas flow rate ratio of ca. 3/2.

.2. Calculation of the reduced ion mobility constant for acetone

The reduced ion mobility of the analyte was calculated from Eqs.
1) and (2). K0 was calculated at a drift time coinciding with the
verage drift time for all urine samples (86), which was 19.0±0.4,
nd ambient temperature (298 K) and pressure (101.65 kPa). This
rovided a K0 value for acetone of 1.75±0.04 cm2 V−1 s−1, which

s quite consistent with that previously reported by Xie et al. [19]:
.74±0.03 cm2 V−1 s−1.

.3. Analytical features of the proposed method

The analytical figures of merit used to characterize the proposed
IS–IMS method included precision, calibration curve, sensitivity
expressed as limit of detection), limit of quantification and recov-
ry.

.3.1. Precision
The precision of the overall procedure was assessed by analysing

hree different urine samples spiked at three different levels of con-
entration of acetone (5, 50 and 80 mg L−1) on the same or three
ifferent days under identical testing conditions. The within-day
recision was obtained in nine replicates on the same day and
he between-day precision was obtained in three replicates within
hree consecutive days. The within-day and between-day preci-
ion values obtained from the acetone peak height are shown in

able 2, both as relative standard deviation (RSD). As can be seen
rom this table, in all cases the precision of the method was less
han 6.7%.

Drift times of acetone peak was also assessed with the
ame spiked urine samples and within-day and between-day

Fig. 2. Ion mobility spectra for a human urine
Regression coeficient (r2) 0.998 0.992
LOD (mg L−1) 2.63 5.30
LOQ (mg L−1) 8.77 17.65

precision was also measured. The values obtained were less
than 1% in all cases. These values are also summarized in
Table 2.

The precision of the method was also calculated with different
urine samples spiked with different concentrations of salt (0.5, 1
and 2 g added to 10 mL of urine). The results obtained at these three
levels of concentration were not different to those obtained without
adding NaCl.

3.3.2. Linearity and limit of detection
A calibration curve was constructed from standard solutions

containing 5–80 mg L−1 acetone in water and the urine matrices.
The figures of merit of the proposed screening method are shown
in Table 3. Each concentration used to obtain the curve was mea-
sured in triplicate and all figures were obtained from the acetone
peak height.

The limit of detection (LOD) was taken to be the smallest
detectable amount of acetone and calculated as three times the
standard deviation of the intercept divided by the slope. This pro-
vided a value of 3 mg L−1 for the aqueous matrix, and, as can be seen
from Table 3, was slightly higher for the urine samples—possibly as
a result of matrix effects. The limit of quantification (LOQ) was also
calculated and it is also indicated in Table 3.

3.3.3. Recovery
The analyte recoveries obtained in triplicate analyses of a urine

sample spiked with a low concentration of acetone (5 mg L−1) was
109±3%. The same urine sample was previously analysed by IMS
and found to give no signal for acetone—which does not exclude its
containing the analyte at an undetectable concentration.

3.4. Qualitative analysis of urine samples
The proposed method provides a new vanguard screening sys-
tem for detecting potential diseases in humans and cows. The
screening system was designed to provide a rapid response to the
presence or absence of acetone in urine. Based on the results, the
method affords the analysis of 50 samples of urine in a working

sample (A) and a cow urine sample (B).
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PCA (B) for human urine samples.
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Fig. 3. Control charts (A) and

ay (8 h); also, the samples require no pretreatment other than
arming.

The method was validated by using it to screen 36 human urine
amples and 50 cow urine samples. Mobility measurements, which
ere obtained in less than 2 min, allowed a three-dimensional

raph to be constructed for both types of samples (see Fig. 2). As
an be seen, the 3D profiles varied little between the 25 spectra,
ut peak intensity changed during the acquisition time. Thus, the
ignal was stronger at the beginning, immediately after the valves
ere switched, and then decreased exponentially with increasing
umber of spectra. We therefore recorded 25 spectra only. Also, as
an be seen from Fig. 2, the profiles for both types of samples were
ssentially identical; by exception, that for cow urine was broader
han the profile for human urine.

For qualitative analysis, all urine samples (cow and human) were
lassified by using control charts. Figs. 3A and 4A show such charts
or all human and cow samples studied, respectively. Based on the
esults for the 86 urine samples analysed, the cut-off value was set
t a signal voltage of 0.55 V, corresponding to an acetone concen-
ration lower than 17 mg L−1. If acetone levels are above the cut off
t would mean that the individuals are out of the normal level of

healthy population. Most of the samples studied exhibited sig-
al voltages below 0.55 V. A principal component analysis (PCA)
f all human (Fig. 3B) and cow urine samples (Fig. 4B) analysed
n duplicate was performed in order to confirm the control charts.
his chemometric study was based on the average of the 25 spec-

ra used for each analysis and the 2000 data per sample used as
nput for the statistical software (SPSS 12.0 Inc., Chicago, IL). As
an be seen, all samples containing acetone at high concentrations
ell above the line (m6, m30, m20, m9, m24, v2822(1), v2822(2),
2823). Also, the PCA discriminated samples at the cut-off bound-

Fig. 4. Control charts (A) and PCA
Fig. 5. IMS spectra for an unspiked urine sample and the same sample following
spiking with 50 and 80 mg L−1 acetone.

ary (m18, v2949, vE1690, v4530). These results are consistent with
those provided by the test strips used to confirm the presence of
acetone. The cow urine samples with the highest concentrations
of acetone came from animals in their post-partum period (1–2
weeks after birth), whereas the equivalent human urine sample
(m6) was obtained from a person after excessive, prolonged vomit-
ing. Other human urine samples with acetone concentrations above
the cut-off value were from individuals on a diet.
3.5. Quantitative analysis of urine samples

The quantitative response of the IM spectrometer was estab-
lished from the maximum peak height in the full scan at the drift
time (19 ms). Fig. 5 shows the spectrum for a urine sample spiked

(B) for cow urine samples.
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Table 4
Amounts of acetone found in different urine samples.

Urine sample Concentration (mg L−1) Reference methoda

Cow 1
73.1

77 ± 5 +82.9
75.7

Cow 2b
98.9

104 ± 5 +108.2
104.9

Human 1
23.2

27 ± 3 +30.3
26.8

Human 2
32.1

28 ± 3 +28.2

a
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[27] M. Valcárcel, S. Cárdenas, Trends Anal. Chem. 24 (2005) 67.
26.1

a Test strips.
b Sample diluted (50%).

t two different acetone concentration levels (50 and 80 mg L−1).
s can be seen, the sample gave three peaks of which the strongest

viz. that at 19 ms) was used to quantify the analyte. Acetone in the
rine samples was quantified with the standard addition method.
able 4 shows the results for two human and two cow urine sam-
les analyzed by using the propose IMS method and also by the
eference method.

Other ketone bodies present in urine such as acetoacetate and
-hydroxybutyrate pose no interference with the proposed method
s their ionization energy exceeds that supplied by the source.

. Conclusions and outlook

The potential of using IMS with a 10.6 eV UV-lamp as an ana-
ytical screening system for the determination of acetone in urine
amples was demonstrated. Acetone can be used as a biomarker
or fat metabolism-related diseases. The proposed SIS–UV–IMS

ethod is simple, easy to use, inexpensive and expeditious (the
esults can be obtained within a few minutes). Also, it requires no
ample pretreatment other than warming. These advantages and

he goodness of the results testify to its robustness. Therefore, the
roposed method can be used by clinical analysis laboratories for
he routine monitoring of acetone in urine. In fact, it allows one
o rapidly determine whether acetone is present above a preset
oncentration level in urine samples.

[

[
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a b s t r a c t

Orthogonal array design (OAD) was applied for the first time to optimize cloud point extraction (CPE)
conditions for Se(IV) determination by electrothermal atomic absorption spectrometry (ETAAS) in envi-
ronmental and biological samples. Selenium was reacted with o-phenylenediamine to form piazselenol
in an acidic medium (pH 2). Using Triton X-114, as surfactant, piazselenol was quantitatively extracted
into small volume (about 30 �L) of the surfactant-rich phase after centrifugation. Five relevant factors,
i.e. surfactant concentration, pH, ionic strength, equilibrium time and temperature were selected and the
effects of each factor were studied at four levels on the extraction efficiency of Se(IV) and optimized. The
statistical analysis revealed that the most important factors contributing to the extraction efficiency are
pectrometry
rthogonal array design
-Phenylenediamine

ionic strength, pH and percent of surfactant. Based on the results obtained from the analysis of variance
(ANOVA), the optimum conditions for extraction were established as: pH 6; vial temperature = 50 ◦C;
extraction time = 7 min and 0.3% (w/v) of Triton X-114. The method was permitted to obtain a detection
limit of 0.09 ng mL−1 and two linear calibration ranges from 0.6 to 1.0 and 1.0 to 80.0 ng mL−1 Se. The pre-
cision (%RSD) of the extraction and determination for the six replicates of Se at 20 ng mL−1 was better than
3.6% and the enrichment factor of 63.5 was achieved. The studied analyte was successfully extracted and

cienc
determined with high effi

. Introduction

Research involving selenium has become an increasingly popu-
ar area in the research community in the last 20 years. Selenium
s present in soil, water and all living organisms, and has been
eported to be both toxic and essential. It plays an important
ole in environmental and health studies. It is necessary for the
ormation and function of at least 13 proteins and the compo-
ent of glutathione peroxidase (GSHPx) enzyme, mainly in the

orm of selenocysteine [1]. Its anti-carcinogenic effect, especially
n prostate cancer and some gastric cancers, has been reported
n recent years [2], indicating the possible significance of food
upplementation with Se species against cancer. However, the

ioavailability, toxicity and chemoprotective activity of Se are
pecies dependant. Each species is absorbed differently by the
uman body and has a different tendency to bioaccumulate in
rganisms [3]. Therefore, Se speciation is necessary for envi-

∗ Corresponding author. Fax: +98 21 88006544.
E-mail address: yyamini@modares.ac.ir (Y. Yamini).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.002
y using cloud point extraction method in water and biological matrices.
© 2009 Elsevier B.V. All rights reserved.

ronmental, nutritional and clinical purposes. Inorganic forms of
selenium are more toxic than its organic forms, and the toxicity
of Se(VI) is more severe than that of Se(IV) for humans and most of
other mammals [4]. The maximum allowed tolerance limit of Se is
<0.1 mg m−3 in air, <0.05 g mL−1 in water and ≤80 g kg−1 in soil [5].

Due to the ambivalent behavior of Se, there is an urgent need
to determine its concentration in different environmental matri-
ces. Various instruments, such as UV–vis spectrophotometry [6,7],
voltammetry [8–10], X-ray fluorescence [11], high performance
liquid chromatography-atomic fluorescence spectrometry (HPLC-
AFS) [12,13], gas chromatography (GC) [14–16], atomic absorption
spectrometry (AAS) [17–19], etc., have been applied for determina-
tion of Se in different matrices.

Monitoring of trace element concentrations in biological mate-
rials, particularly in biological fluids, might be considered as a
difficult analytical task, mostly due to the complexity of the matrix

and the low concentration of these elements, which requires sen-
sitive instrumental techniques and often preconcentration step. In
order to solve these problems, pre-concentration-separation tech-
niques including liquid–liquid extraction (LLE) [20], liquid phase
microextraction (LPME) [21], solid phase extraction (SPE) [22], solid
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Table 1
Instrumental parameters for Se determination using tungsten as a permanent modifier.

Step Temperature (◦C) Time (s) Ar flow rate (L min−1)

Ramp Hold

Graphite atomizer
Pre-warming 50 1.0 2.0 3.0
Inject step Inject sample – – 3.0
Drying 120 15.0 10.0 3.0
Pyrolysis or ashing 900 10.0 5.0 3.0
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Gas stop step 900
Atomization 2100
Cleaning 2300

hase microextraction (SPME) [23–25], coprecipitation [26,27],
on-exchange [28], hydride generation [29], etc., have been pro-
osed to extract selenium ions from aqueous solutions.

Cloud point extraction (CPE) technique offers a convenient alter-
ative to more conventional extraction systems. In this technique,
mall volume of the surfactant-rich phase allows the preconcentra-
ion and extraction of the analytes in one step [30,31].

The published results clearly demonstrate the usefulness of
he CPE technique for quantitative extraction and concentration
f a variety of metal ions. The surfactant-rich phase obtained
n the extraction process is compatible with most of the mobile
hases used in hydrodynamic analytical systems, while it increases
tomic signal in flame atomic absorption spectrometry (FAAS)
nd wettability of the graphite surface in electrothermal atomic
bsorption spectrometry (ETAAS) techniques [31]. ETAAS could,
n this sense, combine all the benefits associated with cloud
oint extraction to a sensitive instrumental technique. ETAAS also
llows elimination of the matrix prior to the atomization stage
nd increases the residence time of the analyte in the atomizer,
hich improves the sensitivity by about 2–3 folds in comparison to

AAS [32].
The present work describes the application of cloud point

xtraction to determine Se in environmental and biological samples
y ETAAS after reaction with o-phenylenediamine and preconcen-
ration of the produced piazselenol using octyl phenoxypolyethoxy
thanol (Triton X-114) as a non-ionic surfactant. The extraction
onditions were optimized using an OA16 (45) orthogonal array
esign.

. Experimental

.1. Instrumentation

All of the Se measurements were carried out on a GBC Atomic
bsorption Spectrometer (Avanta PM, Australia) equipped with
GF 3000 graphite furnace atomizer and an autosampler (Pal

000). Deuterium background correction was employed to correct

on-specific absorbance. Hollow cathode lamp of Se was oper-
ted at 10 mA with the spectral bandwidth of 1 nm. The selected
avelength was 196.0 nm for Se. Argon 99.999% was used as the
rotected and purge gas. The details of graphite furnace tem-
erature program for determination of Se are shown in Table 1.

able 2
emperature program for the treatment of graphite furnace with tungsten as a permanen

tep Temperature (◦C) T

R

re-warming 110 1
yrolysis or ashing 160 2
as stop step 160
tomization 1000 2
leaning 2000 2
0 1.0 0
0.8 1.0 0
1.0 2.0 3.0

Chromatographic separations were carried out on a Varian 9012
HPLC pump (Mulgrave Victoria, Australia) and a 9010 autosam-
pler having a 20 �L sample loop and equipped with a Varian 9050
UV–vis detector. The separations were carried out on an ODS-3
column (100 mm×4.0 mm, with 3 �m particle size) from MZ-
Analitical Company.

A thermostated bath maintained at the desired temperature was
applied for cloud point extraction experiments. A centrifuge pur-
chased from Sepand Azma (Tehran, Iran) was employed for phase
separation. The pH of the solutions was determined and adjusted
using a model WTW pH meter (Inolab, Germany) equipped with a
combined glass-calomel electrode.

2.2. Reagents and standard solutions

All of the chemicals used were of analytical reagent grade. Ultra-
pure water used was purified with a Milli-Q system (Millpore,
Bedford, MA, USA). All of the plastics and glassware were cleaned
by soaking for 24 h in 10% (v/v) HNO3. After cleaning, all the con-
tainers were thoroughly rinsed three times with ultrapure water
and twice with acetone prior to use. The stock solution of selen-
ite (1000 mg L−1) was prepared by dissolving appropriate amounts
of H2SeO3 (Merck, Darmsdat, Germany) in ultrapure water. The
chelating agent, o-phenylenediamine solution, was prepared daily
by dissolving appropriate amount of reagent (Fluka, Chemie AG,
Switzerland) in 0.1 mol L−1 HCl. The non-ionic surfactant, Triton X-
114 (Fluka), was used without further purification. The pH of the
solution was adjusted by dropwise addition of hydrochloric acid
and sodium hydroxide (2 mol L−1).

A 500 mg L−1 stock palladium solution was used as a chem-
ical modifier. It was prepared in 5% (v/v) HNO3 by appropriate
dilution of 10,000 mg L−1 Pd(NO3)2 solution (Merck). The perma-
nent modifier (500 mg L−1) was prepared by dissolving 0.025 g of
Na2WO4·2H2O (Merck) in 50 mL of ultrapure water.

2.3. Treatment of platforms with permanent modifiers
The permanent modifier (W) was applied to the platform by 25
consecutive injections of 40 �L aliquots of a 500 mg L−1 W solution
into the graphite furnace; each injection was followed by a specific
temperature program given in Table 2. The procedure resulted in
the deposition of 500 �g of the modifier onto the platform surface.

t modifier.

ime (s) Ar flow rate (L min−1)

amp Hold

0.0 20.0 3.0
0.0 15.0 3.0
0 6.0 0
0.0 10.0 0
0.0 5.0 3.0
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.4. Procedure

In the previous studies, the synthesis conditions of piazselenol
ere optimized [33,34]. The conversion of Se(IV) into piazselenol

omplex was completed after 30 min at 90 ◦C and pH 2–3 according
o the following reaction:

For CPE preconcentration, the pH of the solutions (10.0 mL) con-
aining piazselenol complex (100 �g L−1) and 0.15% (w/v) Triton
-114 was adjusted at six. Then, the solutions were heated in a
hermostatted water bath at 50 ◦C for 7 min.

In order to separate the phases, the turbid solution was cen-
rifuged for 10 min at 3500 rpm, and then cooled down in an ice bath
or 5 min. After cooling, the surfactant-rich phase became viscous
nd was retained at the bottom of the tube.

The supernatant aqueous phase was removed with a pipette
nd 100 �L of methanol was added to decrease the viscos-
ty of the surfactant-rich phase and facilitate sample han-
ling. Finally, 10 �L of the final sample solution plus 10 �L
f Pd(NO3)2 (500 mg L−1) as chemical modifier was injected
nto the tungsten-modified pyrolitic tube graphite furnace by
utosampler.

.5. Preparation of real samples

.5.1. Water samples
The original water samples collected were stored in pre-

leaned polyethylene bottles in a fridge at about 4 ◦C under
arkness condition. The samples were filtered through a
.45 �m pore-size cellulose acetate membrane filters prior to
xtraction.

.5.2. Urine sample
The real urine sample obtained from a non-exposed volun-

eer was also analyzed without prior digestion. For preparation
f human urine, 5.0 mL of the urine sample was transferred into
50 mL volumetric flask and diluted to the mark with ultrapure
ater. Aliquots (10 mL) of the resulting clear solution were analyzed

ccording to the prescribed procedure.

.5.3. Human plasma sample
Frozen plasma sample were obtained from the Iranian Blood

ransfusion Organization (Tehran, Iran), thawed and allowed to
each room temperature. To precipitate the protein contents of

he human plasma sample, 5 mL of plasma with a small amount
f trichloroacetic acid was centrifuged for 5 min at the rate of
000 rpm. After decantation of the plasma sample, it was diluted
t 1:10 ratio with ultrapure water and extracted by using the CPE
rocedure.

able 3
actors and levels of an orthogonal design (A–E are the respective codes for each factor).

evels Factors

A (pH) B (surfactant (%)) C (salt concentration

3 0.02 0
4 0.06 0.1
5 0.15 0.25
6 0.30 0.5
ta 78 (2009) 970–976

3. Results and discussion

3.1. Taguchi design

Taguchi’s optimization technique is a unique and powerful
optimization discipline that allows optimization with minimum

number of experiments [35]. In this work, the effect of five impor-
tant factors including equilibrium temperature and time, ionic
strength, surfactant concentration, pH and each factor at four lev-
els on the CPE of Se(IV) were studied using Taguchi’s method. The
used level setting values of the main factors (A–E) and the OA16
(45) matrix employed to assign the considered factors are shown
in Tables 3 and 4, respectively. It is noteworthy that the mean
of absorbance responses (r1, r2, r3 and r4) for each factor at dif-
ferent levels was also calculated (Table 4). OA16 orthogonal array
scheme was adapted, which needs 16 experiments to complete
the optimization process; however, all of the trials were replicated
three times to obtain suitable precision. The sequence, in which
the experiments were carried out, was randomized to avoid any
personal or subjective bias. In the proposed method, no interac-
tion between the variables was found in the matrix and the focus
was placed on the main effects of the five most important fac-
tors. ANOVA was used to assess the OAD results [36]. The results
of the sums of squares (SS) for different variables were calculated
(Table 5). The error estimation of the experiments was calculated
and used in ANOVA, since no dummy column was assigned in OA16
(45) matrix. The SS of error was obtained by subtracting all the SS
of the items from the total SS. The ANOVA results showed that the
most important factor contributing to the extraction efficiency was
factor C (ionic strength, 68.25%) followed by factor A (pH, 12.68%)
and lastly, factor B (percent of surfactant, 11.93%). The results also
showed that, under the best conditions obtained from the OA16 (45)
matrix, the normalized experimental responses were similar to the
optimum responses calculated using the following expression:

Yopt = T

N
+
(

B̄− T

N

)
+
(

D̄− T

N
)
)

(1)

where T is the grand total of all results, N is the total number of
results, Yopt is the response under the optimum conditions, B̄ and D̄
are the mean responses of the stirring speed and extraction time at
optimum levels, respectively. Based on the above equation, under
the best conditions, the response is estimated using only the sig-
nificant factors (ionic strength, pH and the percent of surfactant).

Under the optimum conditions, the confidence interval (C.I.) of the
performance is calculated using the following expression:

C.I. = ±
√

F(1, n2)Ve

Ne
(2)

(mol L−1)) D (temperature (◦C)) E (equilibrium time (min))

30 1
40 7
50 15
60 25
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Table 4
The OA16 (45) matrix for optimization of cloud point extraction of Se complex.

Exp. no. Exp. order Factor A Factor B Factor C Factor D Factor E Response

1 16 4 4 1 3 2 1.115
2 10 3 2 4 3 1 0.104
3 5 2 1 2 3 4 0.121
4 4 1 4 4 4 4 0.136
5 2 1 2 2 2 2 0.142
6 12 3 4 2 1 3 0.275
7 3 1 3 3 3 3 0.343
8 9 3 1 3 4 2 0.042
9 7 2 3 4 1 2 0.152
10 11 3 3 1 2 4 0.807
11 14 4 2 3 1 4 0.239
12 1 1 1 1 1 1 0.449
13 8 2 4 3 2 1 0.069
14 13 4 1 4 2 3 0.174
15 15 4 3 2 4 1 0.455
16 6 2 2 1 4 3 0.540
r1 0.266 0.195 0.733 0.278 0.268
r2 0.221 0.256 0.247 0.302 0.362
r3 0.311 0.443 0.172 0.420 0.333
r4 0.495 0.398 0.141 0.293 0.329

Table 5
ANOVA results for experimental responses in the OA16 (45) matrix.

Source d.f. SS MS Fa SS′ PC (%)

pH (A) 3 0.346 0.115 55.202 0.339 12.683
% Surfactant (B) 3 0.326 0.108 51.985 0.319 11.93
Ionic strength (C) 3 1.835 0.611 292.678 1.829 68.252
Temperature (D) 3 0.101 0.033 16.25 0.095 3.568
Time (E) 3 0.037 0.012 5.904 0.03 1.147
Error 32 0.033 0.002 – – 2.42

Total 47 2.68 – – – 100.00
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increasing of the atomization temperature to 2100 ◦C (Fig. 1). After
atomization, a final cleaning step was introduced at a slightly higher
temperature to avoid memory effects.
S = Sum of squares; d.f. = degrees of freedom; MS = mean squares; SS′ = purified sum
a F, Critical value is 3.26 (P < 0.05) and 2.27 (P < 0.1).

here F(1, n2) is the F-value from the F table in a required confi-
ence level at the degree of freedom (DOF) of 1 and DOF of error,
2; Ve is the variance of error term (from ANOVA) and Ne is the
ffective number of replications. Taguchi method predicted that
he absorbance under the optimum conditions will be 1.11±0.02.
he average (n = 3) of the obtained absorbance under the optimum
onditions was 1.11±0.04. Based on the obtained results there are
atisfactory agreements between the results for the responses of
he estimated Se(IV) based on Eq. (1) and those obtained under the
ptimum conditions.

.2. Optimization of ETAAS determination of Se

The main purpose of using a modifier or a modifier mixture
n ETAAS is to stabilize the relatively volatile elements so that
igher permissible ashing temperatures can be applied to effi-
iently volatilize the matrix components in a sample prior to
tomization of the analyte [37,38]. By using higher ashing tempera-
ures, less interference is encountered in the atomization step [37].
elenium is a volatile element that is lost from the graphite atomizer
t the temperatures higher than 400 ◦C in the absence of a chemical
odifier. In the present work, Pd(NO3)2 was used as conventional

iquid chemical modifier in addition to W as permanent modifier
or the stabilization of selenium in the biological and environmental
amples.
Optimization of the furnace program focused on the ashing
nd atomization steps and was carried out using a single injec-
ion (10 �L). For each step, the ramp and hold times and the gas
ow of Ar were studied. Integrated absorbance was used as signal

n quantitative measurements.
uares; PC = percentage contribution.

In the ashing step, the temperatures between 600 and 1100 ◦C
were studied at a constant atomization temperature of 2000 ◦C. As
shown in Fig. 1, a significant change in the selenium absorption was
observed over the temperature range, thus the ashing temperature
was set at 900 ◦C to ensure maximum matrix removal without any
signal loss.

The atomization temperature of Se was studied over the range of
1500–2300 ◦C at a constant ashing temperature of 900 ◦C. Within
this range, the atomic absorption signal kept improving with the
Fig. 1. Optimization of ashing and atomization temperatures.
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Fig. 2. The response graph illustrating the variation of the mean absorbance values
plotted against various extraction parameters. pH [level 1 = 3, level 2 = 4, level 3 = 5,
l
I
p
1

3

p
p
f
a
o
t
a

3

t
s
o
p
i
t
l
m
a
6

3

c
s
p
s
v
d
e
o
l
a

3

v
w
w
c

(Table 6). The results showed that As(III), Pb , Ni , Co , Mn
and Fe2+ (up to the concentration level of 1000 �g L−1), Na+ (up
to 10,000 mg L−1), Mg2+ and K+ (up to 500 mg L−1) did not cause
any significant interference on the CPE of Se(IV). However, since
Cu2+ interferes in the preconcentration of the Se(IV) ion, thus by

Table 6
Effect of foreign ions on the preconcentration and determination of Se.

Coexisting ions Foreign ion to analyte ratio Relative absorbance

Na+ 10,000 0.98
K+ 10,000 0.92
Mg2+ 5,000 0.99
As3+ 10 0.93
Pb2+ 10 1.02
Ni2+ 10 1.03
Mn2+ 10 0.86
evel 4 = 6]. Surfactant (%) [level 1 = 0.02, level 2 = 0.06, level 3 = 0.15, level 4 = 0.3].
onic strength (M) [level 1 = 0, level 2 = 0.1, level 3 = 0.25, level 4 = 0.5 of NaCl]. Tem-
erature (◦C) [level 1 = 30, level 2 = 40, level 3 = 50]. Equilibrium time (min) [level
= 1, level 2 = 7, level 3 = 15, level 4 = 25].

.3. Study of the CPE system variables

To take full advantages of the procedure, various experimental
arameters must be studied to obtain an optimized system. These
arameters were optimized in the present research by a five-factor
our-level factorial design and the experimental data were evalu-
ted using Qualitek 4 Software. The mean values of the four levels
f each factor revealed how the extraction efficiency changes when
he level of that factor changes. Fig. 2 shows the mean the integrated
bsorbance as a function of the levels of the studied factors.

.3.1. Influence of pH on CPE
After completion of piazselenol formation, the pHs of the solu-

ions were adjusted by dropwise addition of HCl and/or NaOH
olutions (2 mol L−1). Then, selenium was extracted from the aque-
us solutions with different pHs within the range of 3–6 using cloud
oint extraction method. As Fig. 2 shows, the extraction efficiency

ncreased by increasing of the pH. The lower extraction efficiency in
he acidic media might be due to the fact that ionic form of piazse-
enol (from nitrogen atoms) does not normally interact with the

icellar aggregate as strongly as its non-ionic form, and a smaller
mount of the analyte was, therefore, extracted [39]. As a result, pH
was selected for the further studies.

.3.2. Influence of salt addition
Presence of salt in the solution can affect the extraction effi-

iency and volume of the surfactant-rich phase. The influence of
alt concentration on the extraction efficiency was examined in the
resence of known concentrations of NaCl (0–0.5 mol L−1). Fig. 2
hows the variation of extraction efficiency in the presence of
arious concentrations of NaCl. The signal decreased considerably
ue to the increase in the salt concentration. This effect might be
xplained by the additional surface charge when the concentration
f salt is increased. Consequently, it leads to a change in the molecu-
ar architecture of the surfactant and the micelle formation process
s well. Further experiments were performed in the absence of NaCl.

.3.3. Influence of surfactant concentration

In CPE, the theoretical preconcentration factors depend on the

olume of the surfactant-rich phase, which at the same time varies
ith the surfactant concentration in the solution [40]. In the present
ork, the non-ionic Triton X-114 surfactant was chosen for its low

loud point temperature, low toxicological properties and high den-
ta 78 (2009) 970–976

sity [41]. The effect of the surfactant concentration ranging from
0.02% to 0.3% (w/v) on the extraction efficiency was examined and
the results are shown in Fig. 2. At 0.15% (w/v) of Triton X-114, nearly a
perfect extraction of the analyte occurred. At lower concentrations
of the surfactant, the extraction efficiency was low probably due
to inadequacy of the assemblies to entrap the hydrophobic com-
plex quantitatively. At higher concentrations of Triton X-114 (>0.15%
(w/v)), the signals’ intensity decreased probably due to increase
in the viscosity of the surfactant phase. To achieve maximum pre-
concentration factor, Triton X-114 concentration of 0.15% (w/v) was
selected for further experiments.

Since the surfactant is fairly viscous in CPE, methanol (100 �L)
was added into the surfactant-rich phase after separation of the
phases in order to facilitate its injection into the graphite furnace.

3.3.4. Influence of equilibrium temperature and time
The effects of equilibration temperature and incubation time on

the extraction efficiency of Se(IV) were the next parameters con-
sidered. It was desirable to employ the shortest incubation time
and the lowest possible equilibration temperature, which compro-
mise completion of the reaction and efficient separation of the
phases.

For Triton X-114, an increase in the cloud point temperature
leads to a slight decrease in the volume of the surfactant-rich phase.
This can be interpreted in terms of the fact that as temperature
increases, hydrogen bonds are disrupted and dehydration occurs.
Thus, by increasing of temperature, the amount of water in the
surfactant-rich phase will reduce; hence, the volume of that phase
will decrease [39]. In this study, the effect of equilibration temper-
ature was investigated in the range of 30–60 ◦C (Fig. 2). The optimal
temperature was found to be 50 ◦C for the CPE of Se(IV). By studying
the effect of incubation time on the extraction efficiency of Se(IV),
the maximum extraction efficiency was obtained at 7–25 min. Thus,
the shortest incubation time (7 min) was applied in the subsequent
experiments.

A centrifugation time of 10 min at 3500 rpm was selected to get a
complete phase separation and no appreciable improvements were
observed for longer times. However, the centrifugation time did not
have a considerable effect on the analytical characteristics of the
CPE method.

3.4. Interferences

The effects of representative potential interfering species on
complexation and extraction of selenium (100 �g L−1) were tested

2+ 2+ 2+ 2+
Co2+ 10 0.95
Fe2+ 10 0.87
Cu2+ 10 0.40

Relative absorbance = [absorbance of Se (100 �g L−1) + foreign ion]/absorbance of Se
(100 �g L−1).
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Table 7
Comparison of the proposed method with other methods applied for extraction and determination of Se(IV).

TI ions Method of extraction/detection system DLR (ng mL−1) LOD (ng mL−1) Extraction time (min) RSD% Ref.

Se(IV) LLE/GC-MS – 1 ng 1 5.0 [42]
Se(IV) LLE/UV–vis 1000–7000 166.5 – - [43]
Se(IV), Se(VI) HG/ICP-MS – 0.03 (500 mL) – 4.2 [44]
A 0.06 >10 3.3 [22]
S 0.049 (100 mL) >20 4.3 [45]
S 0.05 2 4.5 [46]
S 0.09 7 3.6 Proposed method
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Table 8
Analytical results for determination of Se(IV) in real aqueous samples.

Sample Concentration (mean, n = 3) (ng mL−1)

Se(IV) added Se(IV) found Recovery (%)

Tap watera 0.0 0.96 –
20.0 20.6 98.2

Well waterb 0.0 0.63 –
20.0 19.8 96.0

Plasma
0.0 42.0 –

20.0 61.1 95.7

Urine
0.0 23.1 –

20.0 42.1 94.9

a Tap water (Karaj, Iran).
b Obtained from Tarbiat Modares University, Tehran, Iran.

Table 9
Determination of selenium(IV) in plasma and urine samples.

Sample Concentration (ng mL−1)
s(III), Se(IV), Sb(III) SPE/GF-AAS –
e(IV), Se(VI) SPE/GF-AAS –
e(IV) DLLME/GF-AAS 0.1–3
e(IV) CPE/GF-AAS 0.6–80

asking Cu2+ with 1 mL of 5% EDTA, its interference was eliminated
ompletely.

.5. Analytical figures of merit

The calibration curve was obtained by preconcentration of a
uitable amount of Se(IV) solution under the optimized experi-
ental conditions, using the proposed method. The calibration

ine exhibited a good linearity over the ranges of 0.6–1.0 and
.0–80.0 �g L−1 Se(IV) with correlation coefficients better than
.998. The limit of detection (LOD) of the method for determination
f Se(IV) was studied under the optimal experimental conditions.
he LOD was obtained from CLOD = (KbSb/m), where m is the slope
f the calibration graph, Kb is the numerical value of 3 and Sb is the
tandard deviation of ten replicates of the blank measurement. The
OD thus obtained (based on the first part of the calibration line)
as 0.09 ng mL−1 (Vsample = 10 mL). The relative standard deviation

RSD) was 3.6% (n = 6, C = 20 ng mL−1) and the enhancement factor
that is defined as the ratio of the slopes of the calibration curves
ith and without preconcentration) was 63.5.

A comparison between the figures of merit of the proposed
PE method and some of the published methods for extraction
nd determination of Se are summarized in Table 7. It clearly
hows that our proposed method has good sensitivity and precision
ith a wide dynamic linear range. Also, the obtained LODs by this
ethod are better than those obtained by other methods [39–42].

ccordingly, the main advantages of our proposed method include
igh sensitivity with good precision, rapidity, low consumption of
rganic solvents, low cost and simplicity to operation.

.6. Determination of selenium in real samples

The proposed CPE-ETAAS methodology was applied for deter-
ination of Se in several water, urine and plasma samples. In order

o validate the proposed method, recovery experiments were also
arried out by spiking the samples with different amounts of Se
efore any pretreatment. The urine and plasma samples were ana-

yzed using the standard addition calibration and the percentages of
ecoveries were calculated (Table 8). The good agreement between
he table results and the known values indicates the successful
pplicability of the present method for determination of Se in real
amples.

Also, in order to further investigate the accuracy of the proposed
ethod, some experiments were done on other plasma and urine

amples and the results were compared with those obtained by the
xtraction and determination of Se(IV) using hollow fiber liquid
hase microextraction-HPLC method (Table 9). One can see that a
atisfactory agreement exists between the results obtained for the
e(IV) in the real samples by CPE method and those by the hollow
ber liquid phase microextraction-HPLC method [47].
. Conclusions

This study demonstrated the application of fractional facto-
ial experimental design based on Taguchi’s orthogonal array for [
HPLC-UV ETAAS

Plasma 46 ± 4 45 ± 5
Urine 19 ± 3 23 ± 4

screening of the significant factors of CPE for the extraction and
analysis of Se in environmental and biological samples. An OA16 (45)
matrix was applied to study the effects of five factors (equilibrium
temperature and time, ionic strength, surfactant concentration, pH)
on extraction efficiency of Se(IV). The effect of each factor was esti-
mated using individual contributions as response functions. The
results of ANOVA showed that the equilibrium temperature and
time have no significant effect on the extraction efficiency. Also,
better analytical characteristics, such as higher ashing tempera-
ture, lower characteristic masses, lower detection limits, longer
tube lifetime and better analyte recoveries in the water and bio-
logical samples were obtained using W as permanent modifier and
Pd(NO3)2 as a chemical modifier.

Our findings in the present study also demonstrated that CPE-
ETAAS is an effective approach for the extraction and determination
of trace amount of Se (sub- to low ng mL−1) in environmental and
biological samples.
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a b s t r a c t

A plasticized poly (vinyl chloride) membrane electrode based on 1,3-bis(2-cyanobenzene)triazene (CBT)
for highly selective determination of platinum(II) (in PtCl42− form) is developed. The electrode showed
a good Nernstian response (29.8±0.3 mV decade−1) over a wide concentration range (1.0×10−6 to
1.0×10−2 mol L−1). The limit of detection was 5.0×10−7 mol L−1. The electrode has a response time of
about 40 s, and it can be used for at least 1 month without observing any considerable deviation from
vailable online 22 January 2009

eywords:
latinum
on-selective electrode
VC membrane

Nernstian response. The proposed electrode revealed an excellent selectivity toward platinum(II) ion over
a wide variety of alkali, alkaline earth, transition, and heavy metal ions, and it could be used in the pH
range of 3.2–5.1. The practical utility of the electrode has been demonstrated by its use in determination
of platinum ion in, alloy, tap, mineral and river water samples.

© 2009 Elsevier B.V. All rights reserved.

otentiometry
,3-Bis(2-cyanobenzene) triazene

. Introduction

The increasing use of platinum group elements (PGEs) Ru, Rh, Pd,
s, Ir and Pt in different medical and industrial fields has led to a
rowing need for suitable analytical tools for the reliable determi-
ation of these elements at low level concentrations. On account
f two main applications of platinum such as anti-cancer drugs
such as cisplatin) [1] and Pt containing vehicle exhaust catalyst
VECs) [2–10], the determination of total Pt contents of environ-

ental matrices gained a considerable interest in the last decade.
t from VECs is emitted in the form of fine suspended particu-
ate matter and; therefore, it might be inhaled and accumulated
y living organisms [11–13]. The high biochemical activity of some
t species, e.g. the cytotoxicity and mutagenicity of cisplatin or
he sensitizing effect of hexachloroplatinate bears the risk of sig-
ificant negative effects on human health after chronic exposure
ven to trace amounts of Pt species. Therefore, there are enough
easons to introduce simple and rapid methods for determina-

ion of the platinum content in various environmental samples.
everal analytical techniques, such as inductively coupled plasma
tomic emission spectrometry (ICP-AES) [14], inductively coupled
lasma mass spectrometry (ICP-MS) [15,6] and atomic absorption

∗ Corresponding author. Tel.: +98 831 4274557; fax: +98 831 4274559.
E-mail address: mbgholivand@yahoo.com (M.B. Gholivand).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.070
spectrometry (AAS) [16], neutron activation analysis (NAA) [17]
and cathodic stripping voltammetry (CSV) [18], were applied in
order to determine the platinum, palladium, and rhodium in vari-
ous samples. However, these methods are either time-consuming,
involving multiple sample manipulations, or too expensive for most
analytical laboratories. Among the available analytical techniques,
the application of carrier based ion-selective electrodes (ISEs) has
become a well-established routine analytical technique. The most
important properties of these electrodes are the high speed sample
analysis, portability of the device, sample non-destructive, on-line
monitoring, cost effectiveness and wide measuring range [19–23].

Triazene compounds, characterized by having a diazoamino
group ( N N N ), have been studied for over 130 years concern-
ing their interesting structural, anticancer, and reactivity properties
[24]. The first extensive investigation of the coordination chem-
istry of a triazene derivative (1,3-diphenyltriazene) was carried
out in 1887 by Meldola [25]. The interaction of triazene deriva-
tives with platinum metal has been studied in the past few years
by several authors [26–30]. In the present study, we describe the
fabrication and characterization of a new ISE based on 1,3-bis(2-
cyanobenzene)triazene as a selective and lipophilic ionophore. The

coordinating effect for the selective response of platinum ion was
investigated by the use of PVC membrane. To the best of our knowl-
edge, this is the first PVC–ISE which is sensitive to platinum ion
concentration with specified features as Nernstian response, wide
concentration range, and low detection limit.
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panied by a relatively strong shift of the absorption bands of the
CBT. Such a pronounced effect on the electronic spectra of the com-
plexes could be related to a large change in the conjugation of the
ligands. The resulting absorbance vs. [Pt(II)]/[CBT] mole ratio plot

Table 1
Crystal data and structure refinement for 1,3-bis(2-cyanobenzene)triazene (CBT).

Empirical formula C14 H9 N5
Formula weight 247.26
Temperature 100(2) K
Wavelength 0.71073 Å
Crystal system Triclinic
Space group P−1
Unit cell dimensions a = 6.818(3) Å ˛ = 90.911(8)◦

b = 7.642(3) Å ˇ = 90.983(7)◦

c = 23.848(9) Å � = 105.970(7)◦

Volume 1194.3(8) E3

Z 4
Density (calculated) 1.375 Mg/m3

Absorption coefficient 0.089 mm−1

F(000) 512
Crystal size 0.15×0.03×0.01 mm3

Theta range for data
collection

0.85–26.00◦

Index ranges −8 < = h < = 8,
M.B. Gholivand et al. /

. Experimental

.1. Reagents

Reagent grade chemicals were used without any further
urification. Stock solutions were prepared with doubly distilled
ater. Potassium tetrachloroplatinate(II) K2[PtCl4], dibutylphetha-

ate (DBP), dioctylphethalate (DOP), tris(2-ethylhexyl)phosphate
TEHP), dioctylsebasate (DOS), tetrahydrofuran (THF), tetrabuty-
ammonium perchlorate (TBAP), hexadecyltrimethylammonium
romide (HTAB), tetraoctylammonium perchlorate (TOAP) and high
elative molecular weight poly (vinyl chloride) (PVC) were obtained
rom Merck or Sigma and used without any further purification.
-Nitrophenyloctylether (O-NPOE) was purchased from Acros. The
odium salts of anions and all other chemicals were of the highest
urity available from Merck, and they were used without further
urification. The acetate buffer solution containing appropriate
mount of 0.1 mol L−1 acetic acid and 0.1 mol L−1 sodium acetate
as adjusted to pH 4.0 with sodium hydroxide solution and utilized

o adjust pH of the test solution.

.2. Synthesis and characterization of CBT

The 1,3-bis(2-cyanobenzene)triazene (CBT) was used as the
onophore, and its structure is shown in Fig. 1. It was synthe-
ized as follows: A 1000 mL flask was charged with 100 g of ice
nd 150 mL of water and then cooled to 0 ◦C in an ice-bath; after-
ards, it was added by 11.80 g (0.10 mol) of o-cyanoaniline and 13 g

0.36 mol) of hydrochloric acid (d = 1.18 g mL−1), and then a solu-
ion of NaNO2 containing 4.10 g (0.06 mol) in 25 mL of water was
dded in 15 min under stirring solution. Finally a solution contain-
ng 14.76 g (0.18 mol) of sodium acetate in 45 mL of water was added
nd stirred for 45 min. The yellow product was filtered and dis-
olved in diethyl ether. After evaporation of diethyl ether, a purified
harp yellow powder, which has a melting point of 128–130 ◦C, was
roduced (yield, 62%). Infra red and 1H NMR spectra confirmed
he CBT structure. IR (KBr): 3222, 3104, 3029, 2233, 1800–1600,
604, 1588–1486, 1300–1000, 1064, 900–600, 759 cm−1, 1H NMR
DMSO): ı 7.2–7.8 (phenyl protons, 8); 13.4(NH, 1); 3.3–2.4 (sol-
ent).

The crystal structure of 1,3-bis(2-cyanobenzene)triazene was
olved by direct methods and refined by full-matrix least
quares using the program SHELXTL-98.4. The H atoms were
sotropically refined. The molecular structure of crystalline 1,3-
is(2-cyanobenzene)triazene is presented in Fig. 2. Crystal and
xperimental data are listed in Table 1.
.3. Complex study

In order to determine the stoichiometry and stability of the
esulting CBT complex with platinum(II) in acetonitrile solution,

Fig. 1. Structure of 1,3-bis(2-cyanobenzene)triazene (CBT).
Fig. 2. ORTEP drawing of the molecule structure 1,3-bis(2-cyanobenzene)triazene
(CBT).

the spectra of a series of solutions containing a constant concen-
tration of ligand (5.0×10−5 mol L−1) at a fixed ionic strength of
1.0×10−3 mol L−1, maintained by tetraethylamonium perchlorate
(TEAP), and varying amounts of the metal ion were obtained (the
spectra are shown in Fig. 3). As seen, the complexation was accom-
−9 < = k < = 9,
−26 < = l < = 29

Reflections collected 8532
Independent

reflections
4632 [R(int) = 0.0695]

Completeness to
theta = 26.00◦

98.2%

Absorption correction None
Refinement method Full-matrix

least-squares on F2

Data/restraints/parameters 4632/0/343
Goodness-of-fit on F2 1.049
Final R indices [for

2530 rfln with
I > 2sigma(I)]

R1 = 0.0891,
wR2 = 0.1653

R indices (all data) R1 = 0.1594,
wR2 = 0.1923

Largest diff. peak and
hole

0.350 and -0.271 e Å−3

Measurement: Bruker SMART APEX2 CCD area detector. Program system: Bruker
(2005). APEX2 software package, Bruker AXS Inc, 5465, East Cheryl Parkway, Madi-
son, WI 5317. CCDC 677843 contains the supplementary crystallographic data for
this paper. Copies of the data can be obtained free of charge from the Cambridge
Crystallographic Data Center via www.ccdc.cam.ac.uk.
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Table 3
Equilibrium constants for aqualization reactions of platinum tetrachloride in water.

Reactions Equilibrium constant

PtCl 2− + H O�PtCl (H O)− + Cl− 8.70×10−3

a mean response of the electrode. As chloride ion concentration
increases, the slope of the electrode decreases and tends to level
off at ∼30.0 mV decade−1. As mentioned above, at higher chlo-
ride concentrations the major species is PtCl42−, which is probably
responsible for the observed slope. Therefore, in all experiments
ig. 3. Electronic absorption spectra of ligand (CBT) in acetonitrile
5.0×10−5 mol L−1) in the presence of increasing concentration of platinum(II) ion.
orresponding mole ratio plot at 358 nm is shown in the inset.

btained at 358 nm is shown in the inset of Fig. 3. As seen, the
bsorbance–mole ratio plot revealed a distinct inflection point at
Pt(II)]/[CBT] molar ratio of about 1, emphasizing the formation of
:1 complex in solution. Also, the complexation of CBT with a num-
er of metal ions was investigated. The formation constants of the
esulting 1:1 complexes are listed in Table 2. As it can be seen, the
BT with the most stable complex with Pt(II) ion is expected to
ct as a selective ionophore for preparation of Pt(II) ion-selective
embrane electrodes. The formation constants of the resulting

omplex between cations and CBT were evaluated by computer fit-
ing of the corresponding mole ratio data to a previously derived
quation [31] using a non-linear curve-fitting program, KINFIT [32].
bsorbance spectra were recorded using a HP spectrophotometer

Agilent 8453) equipped with a thermostated bath (Huber polystat
c1). For complexation studies, the temperature of the cell holder
as maintained at 25±0.1 ◦C.

.4. Preparation of the electrode

The general procedure in order to prepare the PVC membrane
as to mix thoroughly 1 mg of ionophore (CBT), 1 mg of additive

TBAP), 33 mg of powdered PVC and 65 mg of plastisizer TEHP in a
lass dish of 2 cm diameter. The mixture was then completely dis-
olved in 5 mL of fresh THF. The solvent was slowly evaporated until
n oily concentrated mixture was resulted. A Pyrex or Teflon tube

3–5 mm i.d. on top) was dipped into the mixture for 10 s, so a mem-
rane was formed. The tube was then pulled out from the mixture
nd kept at room temperature for 24 h. The tube was then filled
ith internal filling solution of 1.0 ×10−3 mol L−1 of PtCl42− con-

able 2
ormation constants of different metal–CBT complexes in acetonitrile.

etal log Kf

t(II) 3.96 ± 0.02
b(II) 2.55 ± 0.03
d(II) 3.07 ± 0.03
d(II) 2.75 ± 0.02
g(II) 3.48 ± 0.04
i(II) 2.37 ± 0.03
n(II) 2.12 ± 0.02

g(I) 3.22 ± 0.03
u(II) 2.91 ± 0.04
n(II) 2.63 ± 0.03
e(III) 2.01 ± 0.04
u(III) 2.93 ± 0.02
4 2 3 2

PtCl3 (H2O)− + H2O�PtCl2 (H2O)2 + Cl− 2.50×10−4

PtCl2 (H2O)2 + H2O�PtCl (H2O)3
+ + Cl− 1.76×10−6

PtCl (H2O)3
+ + H2O�Pt(H2O)4

2+ + Cl− 1.55×10−7

taining 0.2 mol L−1 NaCl. The electrode was finally conditioned for
24 h by soaking in a 1.0×10−3 mol L−1 solution of PtCl42− containing
0.2 mol L−1 NaCl.

2.5. EMF measurements

A cell assembly of the following type was used:
Ag/AgCl, KCl (3 mol L−1) | internal solution: PtCl42−

(1.0×10−3 mol L−1), 0.2 mol L−1 NaCl| PVC membrane | test
solution| Hg/Hg2Cl2, KCl (satd.).

A Metrohm-692 pH/mV meter was used for measurements at
25.0±0.1 ◦C. All measurements were carried out at 25.0±0.1 ◦C.
The pH of test solutions was adjusted.

3. Results and discussion

3.1. Distribution of different platinum species in aqueous solution

When platinum tetrachloride (PtCl42−) dissolves in aqueous
solution, its chloride ligands can be substituted by water molecules
one by one leading to mono-, di-, tri- and tetra-aquo platinum
complexes. Zhu and Ziegler [33] have reported the calculated
equilibrium constants for aqualization reactions of platinum tetra-
chloride (PtCl42−) in water (Table 3). The concentration ratios of
the different aquo platinum species depend on the concentration
of chloride ions added to the solution in excess of those originating
from PtCl42−. It is shown that, at excess concentrations of chloride
ion, tetrachloroplatinum (PtCl42−) is the dominant species.

The influence of chloride ion concentration on the slope of the
electrode is shown in Fig. 4. Obviously, the electrode does not
show Nernstian behavior at low chloride concentrations. This is
probably due to the fact that at lower chloride concentrations a
mixture of platinum species is present in the solution causing
Fig. 4. Effect of excess chloride ions concentration on the slope of the electrode.
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potential response, except for an expected change in the intercept
of the resulting Nernstian plots. A 1.0×10−3 mol L−1 concentration
of the reference platinum solution is quite appropriate for smooth
functioning of the electrode system.
ig. 5. Potential response of ion-selective electrode based on CBT (composition no.
) for various metal ions.

he electrode potential was measured in the excess of chloride ion
oncentration ([Cl−] = 0.2 mol L−1).

.2. Effect of electrode composition

Due to its sufficient insolubility in water and the presence of
onating nitrogen atoms in its structure, ligand CBT was expected
o act as a suitable ion carrier in the PVC membranes with respect
o special transition and heavy metal ions of proper size and charge.
hus, in preliminary experiments, it was used as a neutral carrier
o prepare PVC-based membrane electrodes for a variety of metal
ons. The potential responses of the most sensitive electrodes, pre-
ared under the same experimental conditions (except for 24 h
onditioning in a 0.001 mol L−1 of the corresponding cations) are
hown in Fig. 5. As it can be seen, among different tested cations,
latinum(II) with the most sensitive response seems to be suit-
bly determined with the PVC membrane based on CBT, and the
MF responses obtained for all other cation-selective electrodes
re much lower than that predicted by the Nernst equation. This
s probably due to both the selective behavior of the ionophore
gainst platinum(II) in comparison to some other metal ions and
he rapid exchange kinetics of the resulting CBT–Pt(II) complexes
34].

It is obvious that some important features of the PVC-based
embranes, such as the nature and amount of ionophore, the prop-

rties of the plasticizer, the plasticizer/PVC ratio, and especially
he nature of additives used significantly influence the sensitiv-
ty and selectivity of the ion-selective electrodes [35–37]. Thus,
ifferent aspects of membrane preparation based on CBT were
ptimized and the results are given in Table 4. Solvent polymeric
embrane ion-selective electrodes are usually based on a matrix

f the solvent mediator/PVC ratio about 2. Polymeric films with
uch a plasticizer/PVC ratio will result in optimum physical proper-
ies and high enough mobility of their constituents. In this study, a
lasticizer/PVC ratio of nearly 2 was found to be the most suitable
atio. It is vivid that the selectivity and working concentration range
f the membrane sensors are affected by the nature and amount
f plasticizer used. This is due to the influence of plasticizer on

he dielectric constant of the membrane phase, the mobility of the
onophore molecules, and the state of ligands. Among of the five
ifferent plasticizers used (Table 4), TEHP resulted in the best sen-
itivity. Moreover, 1% of CBT was chosen as the optimum amount
f the ionophore in the PVC membrane (no. 8). Although neutral-
a 78 (2009) 922–928 925

carrier-based ISE membranes may work properly even when they
contain only a very small amount of ionic sites (e.g., as impurities),
the addition of a salt of lipophilic ion is advisable and benefi-
cial for various other reasons as well. In fact, the use of additives
may catalize the exchange kinetic at the sample-mambrane sur-
face and gives rise to significant changes in selectivity [38]. Thus,
addition of a little amount of additives improves the response char-
acteristics of the proposed electrode. From the data presented in
Table 4, it is seen that the addition of TBAP increases the sensi-
tivity of the electrode response considerably. The Use of 1% TBAP
resulted in a Nernstian behavior of the electrode (no. 8). Thus,
the obtained results indicate that the best sensitivity and linear
range is obtained for the membrane no. 8 with a PVC: TEHP: CBT:
TBAP percent ratio of 33:65:1:1 which resulted in a Nernstian
behavior of the membrane electrode over a wide concentration
range.

3.3. Effect of pH on potential response of electrode

The influence of the pH of the test solution (1.0×10−3 mol L−1

PtCl42− containing 0.2 mol L−1 NaCl) on the sensor potential was
investigated over the pH range 2–7, where pH was adjusted with
dilute HNO3 or NaOH solutions. The potential–pH plot (Fig. 6)
reveals that, within the pH range 3.2–5.1, the potential do not vary
by more than/±1.0 mV .The change in potentials at higher pH val-
ues may be due to the hydrolysis of Pt(II) in solution. Also, a drift in
the potential response is observed at pH values lower than 3.2. This
is probably due to the protonation of PtCl42− species. Thus, the pH
of 4.0 was selected and kept constant using acetate buffer solution
for further studies.

3.4. Influence of concentration of inner filling solution and
condition time

The concentration of the internal platinum solution in the elec-
trode was changed from 1.0×10−5 to 1.0×10−2 mol L−1 (containing
0.2 mol L−1 NaCl) and the potential response of the electrode was
studied. It was found that the variation of the concentration of the
internal solution does not cause any significant difference in the
Fig. 6. Effect of pH on the response of the platinum ion-selective electrode (compo-
sition no. 8).
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Table 4
Optimization of membrane ingredients.

Membrane no. Composition of membrane (wt%) Slope (mV decade−1) Linear range (mol L−1)

PVC Plasticizer Additive Ionophore

1 33.0 66 (NPOE) 0.0 1.0 37.4 ± 0.4 1.5×10−4 to 1.0×10−2

2 33.0 66 (DOS) 0.0 1.0 13.1 ± 0.4 4.1×10−4 to 1.0×10−2

3 33.0 66 (DBP) 0.0 1.0 19.4 ± 0.5 4.7×10−5 to 1.0×10−2

4 33.0 66 (DOP) 0.0 1.0 22.3 ± 0.3 8.8×10−6 to 1.0×10−2

5 33.0 66 (TEHP) 0.0 1.0 27.1 ± 0.4 5.0×10−6 to 1.0×10−2

6 33.0 65 (TEHP) 1.0 (TOAP) 1.0 27.9 ± 0.5 2.6×10−6 to 1.0×10−2

7 33.0 65 (TEHP) 1.0 (HTAB) 1.0 28.3 ± 0.4 4.3×10−6 to 1.0×10−2

8 33.0 65 (TEHP) 1.0 (TBAP) 1.0 29.8 ± 0.3 1.0×10−6 to 1.0×10−2

9 33.5 65 (TEHP) 0.5 (TBAP) 1.0 28.5 ± 0.4 3.1×10−6 to 1.0×10−2

10 32.5 65 (TEHP) 1.5 (TBAP) 1.0 28.1 ± 0.3 4.5×10−6 to 1.0×10−2

11 33.5 65 (TEHP) 1.0 (TBAP) 0.5 27.4 ± 0.5 6.5×10−6 to 1.0×10−2

12 32.5 65 (TEHP) 1.0 (TBAP) 1.5 27.8 ± 0.4 4.3×10−6 to 1.0×10−2

13 33.0 66 (TEHP) 1.0 (TBAP) 0.0 8.7 ± 0.5 5.0×10−4 to 1.0×10−2
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3

n
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p

Table 5
The lifetime of the Pt(II) membrane sensor.

Day Slope (mV decade−1) Linear range (mol L−1)

1 29.8±0.3 1.0×10−6 to 1.0×10−2

5 29.6±0.3 1.5×10−6 to 1.0×10−2

10 29.2±0.4 2.6×10−6 to 1.0×10−2

−6 −2
ig. 7. Dynamic response of the CBT membrane electrode for step changes in con-
entration (from low to high and vice versa): (A) 10−2, (B) 10−3, (C) 10−4, (D) 10−5,
nd (E) 10−6 mol L−1.

.5. Response time, lifetime and calibration curve
The average time required for platinum-ion-selective electrode
o. 8 in order to reach a potential within±0.5 mV of the final equi-

ibrium value after successive immersion in the series of platinum
on solutions, each having a 10-fold difference in concentration

ig. 8. Calibration graph for platinum(II) ion selective electrode based on CBT (com-
osition no. 8).
15 28.7±0.5 3.0×10 to 1.2×10
20 28.3±0.4 3.9×10−6 to 1.6×10−2

25 28.0±0.5 4.7×10−6 to 1.8×10−2

30 27.5±0.5 5.5×10−6 to 2.1×10−2

from 1.0×10−6 to 1.0 ×10−2 mol L−1, was considered. The results
are given in Fig. 7. As it can be seen, in the whole concentration
range the static response times of the membrane electrode were
obtained in a short time (about 40 s), and potentials stayed con-
stant for at least 5 min when the potentials recorded from low to
high concentrations or vice versa. The PVC membrane electrode
prepared, filled by conventional inner filling solution, and operated
under optimal experimental conditions, shows a linear response to
the activity (concentration) of platinum ion in the range 1.0×10−6

to 1.0×10−2 mol L−1 (r2 = 0.998), with a Nernstian slope of 29.8 mV
per decade of platinum ion concentration (Fig. 8). The limit of
detection, as determined from the intersection of the two extrap-
olated segments of the calibration graph, was 5.01×10−7 mol L−1.
In order to evaluate the reproducibility of this electrode, a series of
membranes with similar composition (no. 8) were prepared and
filled by 1.0×10−3 mol L−1 of platinum ion solution (containing
0.2 mol L−1 NaCl). The response of these electrodes to platinum

ion concentrations was tested. The results showed that the aver-
age of slopes, detection limits, and linear dynamic ranges were,
respectively, 29.8±0.3 mVdecade−1, (5.01±0.30)×10−7 mol L−1

and (1.0±0.21)×10−2 to (1.0±0.29)×10−6 mol L−1. In order to
evaluate the reproducibility of the platinum ion concentration,

Table 6
Selectivity coefficient of various interfering ionsa (n = 5).

Interfering ion −log K Interfering ion −log K

Pd2+ 2.14 ± 0.31 Al3+ 3.64 ± 0.24
Pb2+ 2.74 ± 0.27 Mn2+ 3.15 ± 0.26
Cd2+ 2.62 ± 0.28 Co2+ 3.08 ± 0.24
Ni2+ 2.89 ± 0.26 Cr3+ 3.63 ± 0.26
Au3+ 2.32 ± 0.29 Zn2+ 3.02 ± 0.25
Cu2+ 2.71 ± 0.26 Ca2+ 4.09 ± 0.24
Hg2+ 2.26 ± 0.30 K+ 4.71 ± 0.23
Fe3+ 3.38 ± 0.24 Na+ 4.53 ± 0.24
Ag+ 2.43 ± 0.28 Li+ 4.92 ± 0.22
NO3

− 3.53 ± 0.24 lO4
– 2.91 ± 0.28

CN− 3.04 ± 0.26 SO4
2– 2.88 ± 0.27

IO3
− 2.96 ± 0.27 SCN– 3.14 ± 0.25

a All test solutions containing 0.2 mol L−1 NaCl.



M.B. Gholivand et al. / Talanta 78 (2009) 922–928 927

Table 7
Determination of the platinum Ions in different samplesa (n = 5).

Sample Added (mol L−1) Found by ISE (mol L−1) Found by AAS (mol L−1)

Tap water 1×10−3 (1.04±0.03)×10−3 (1.04±0.03)×10−3

3×10−4 (3.22±0.18)×10−4 (3.25±0.20)×10−4

5×10−5 (5.52±0.35)×10−5 (5.57±0.37)×10−5

Mineral Water 1×10−3 (1.06±0.04)×10−3 (1.06±0.04)×10−3

3×10−4 (3.25±0.20)×10−4 (3.26±0.23)×10−4

5×10−5 (5.66±0.44)×10−5 (5.68±0.48)×10−5

River water 1×10−3 (1.06±0.05)×10−3 (1.07±0.04)×10−3

3×10−4 (3.28±0.23)×10−4 (3.29±0.25)×10−4

5×10−5 (5.70±0.50)×10−5 (5.79±0.49)×10−5

a Standard addition method was used.

Table 8
Analysis of platinum in synthetic alloys by proposed sensora (n = 5).

Composition (%) Concentration (%) platinum certified value Found by ISE (%)

Mn, 0.30; Co, 0.20; Cr, 0.10; Al, 0.20; Ni, 0.15; Pt, 0.05 0.050 0.056 ± 0.003

Z 0.
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n, 0.25; Mn, 0.05; Sr, 0.25; Pb, 0.10; Ni, 0.10; Pt, 0.10; Al, 0.20;

a All test solutions containing 0.2 mol L−1 NaCl.

ve replicate measurements of 3.0×10−3 and 5.0×10−5 mol L−1

f platinum ion were carried out by the proposed sensor. The
esults taken by the sensor were as 3.11(±0.09)×10−3 and
.51(±0.33)×10−5 mol L−1.

The electrode lifetime was studied by periodically recalibrat-
ng of the platinum response in platinum solution in the range
f 10−6–10−2 mol L−1. The PVC membrane electrode based on
onophore CBT can be repeatedly used for at least 1 month (Table 5).
his prominent feature rise from the lipophilicity of the ionophore
nd plasticizer ensures stable potentials and long lifetime [39–41].

.6. Potentiometric selectivity

The most prominent characteristic of a membrane sensor is its
esponse to the primary ion in the presence of other ions. This
s measured in terms of the potentiometric selectivity coefficient
KPot

A,B) which has been evaluated by the fixed interference method
42] that is based on the semiempirical Nikolsky–Eisenman equa-
ion

ISE = E
◦ ± RT

ZAF
ln
[

aA +
∑

KPot
A,B(aB)ZA/ZB

]

here EISE is the measured potential, E◦ the standard cell potential,
A and aB are the activities of primary and interfering ions, and all
ther symbols have their usual meanings. In the fixed interference
ethod, the concentration of the platinum ion is varied while that

f the interfering ions is fixed at 1.0×10−2 mol L−1. From the plots
f EISE vs. log apt and using the expression

n KPot
A,B = ln

aA

aZA/ZB
B

he selectivity coefficients were determined. The value of aA esti-
ated by the determination of the Pt(II) activity for which the linear

nd rising portion of the graph deviates by 2.303RT log 2/F mV from
he curved part [43] and the value of a2/ZB

B (aB and ZB are the activ-
ty and charge of interfere ion, respectively) were used to calculate

he potentiometric selectivity coefficient. The resulting selectivity
oefficients are summarized in Table 6. As seen for all ions used,
hey would not disturb the functioning of the Pt(II) ion selective

embrane. Hence, these cations are not expected to interfere with
he functioning of the proposed platinum(II) selective sensor even
t high concentration levels.
100 0.109 ± 0.004

3.7. Analytical application

In order to assess the practical utility of the proposed plat-
inum(II) sensor, it was employed well under optimum conditions.
The sensor was successfully applied to the direct determination
of platinum(II) ion in tap, mineral and river water sample solu-
tions. The data taken by proposed electrode showed satisfactory
agreement with those obtained by AAS (Table 7). Furthermore, the
applicability of the proposed sensor was also tested to determine of
platinum(II) in alloy samples, using standard addition method. The
results obtained by the new sensor were quite quantitative, precise,
and accurate (Table 8).

4. Conclusions

The results obtained from the above-mentioned study reveal
that a potentiometric PVC-based membrane sensor based on 1,3-
bis(2-cyanobenzene)triazene functions as an excellent platinum
ion selective sensor, and it can be used for the determination of
this ion in the presence of considerable concentrations of common
interfering ions. Applicable pH range, lower detection limit, and
potentiometric selectivity coefficients of the proposed sensor make
it a superior device compared to other methods used for the deter-
minations of this ion. It also can be employed for the estimation of
platinum content in real samples.
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a b s t r a c t

Research into the analysis and monitoring of steroidal estrogens has grown significantly over the last
decade, resulting in the emergence of a range of applicable techniques. In this study, three popular
techniques, gas chromatography–mass spectrometry (GC–MS), gas chromatography–tandem mass spec-
trometry (GC–MS–MS) and liquid chromatography–tandem mass spectrometry (LC–MS–MS) for the
analysis of three highly potent steroidal estrogens in the aquatic environment have been compared. It has
been observed that overall, the three techniques appear comparable in generating similar estrogen con-
centrations for river and effluent samples. Of the three techniques, the GC–MS technique is the simplest
to operate, but fails to detect the estrogens at the lower-end of environmentally relevant concentrations.
ffluents
hromatography
ass spectrometry

The tandem MS techniques are more selective than MS, and therefore able to detect lower concentration
levels of the three steroidal estrogens of interest. However, the LC–MS–MS technique is more susceptible
to matrix interferences for the analysis of samples, resulting in a reduction of the signal-to-noise ratio and
a subsequent reduction in reliability and stability compared to GC–MS–MS. With the GC–MS–MS tech-
nique offering increased selectivity, the lowest limits of detection, and no false positive identification, it is
recommended to be the preferred analytical technique for routine analysis of estrogens in environmental

water samples.

. Introduction

Of current concern worldwide are the so-called endocrine-
isrupting chemicals (EDCs) which are broadly defined as chemicals
hat may interfere with the function of the endocrine system in
ildlife and humans. Endocrine disruption has been shown to

educe fish fertility, to be linked to human cancers, and may also
ffect human fertility [1–4]. A wide diversity of compounds has
een found to possess endocrine disrupting properties, including
aturally occurring estrogens such as estrone (E1), 17�-estradiol
E2) and 16�-hydroxyestrone, androgens and progestogens [5–7].
n comparison, man-made EDC suspects are more diverse in range
nd are produced in greater quantities than natural EDCs and
nclude the synthetic steroid 17�-ethynylestradiol (EE2; the con-

raceptive pill), certain pesticides and industrial chemicals such as
isphenol A and alkylphenols [7,8]. Many of such compounds are
lassified as priority substances in the EU’s Water Framework Direc-
ive (2000/60/EC). In terms of estrogenic activity, however, the most

∗ Corresponding author. Tel.: +44 1273 877318; fax: +44 1273 678937.
E-mail address: j.zhou@sussex.ac.uk (J.L. Zhou).

1 Present address: The Macaulay Institute, Craigiebuckler, Aberdeen AB15 8QH,
K.

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.049
© 2009 Elsevier B.V. All rights reserved.

important EDCs are E1, E2 and EE2 as they are far more potent
than other compounds such as bisphenol A or alkylphenols, and
can cause fish feminisation at approximately the ng L−1 level [9,10].
Due to uncertainty in their impacts on terrestrial and aerial organ-
isms as a result of lack of data, E1, E2 and EE2 are not yet included
in the list of 146 substances with endocrine disruption classifica-
tion [11], nevertheless, their feminisation effects in invertebrates
and fish have been confirmed worldwide. In addition, it is widely
recognised that effluent discharges from sewage treatment works
(STW) are the main source of EDC inputs to the aquatic environment
such as rivers and streams [12,13]. Other sources include animal
agriculture, aquaculture and spawning fish [14].

In order to minimise EDC impacts on fish populations, reliable
and sensitive analytical methods are needed to detect EDCs in the
aquatic environment. The concentrations of EDCs are generally low
in aquatic systems, up to 19.4 ng L−1 in surface water, although
levels as high as 5400 ng L−1 have been found in some STW efflu-
ents [7]. As a result, water samples are usually concentrated using
solid-phase extraction (SPE). A wide variety of analytical techniques

have been developed and subsequently optimised for EDC analyses,
among which gas chromatography (GC) coupled with mass spec-
trometry (MS) and tandem MS is the first developed and still widely
used [15–19]. A more recent and increasingly popular technique has
been the liquid chromatography (LC) coupled with MS or MS–MS



anta 7

w
b
(
d
b
c
m

t
v
c
s
q
a

2

2

d
g
S
t
S
E
a
s
w
t
w

2

W
a
O
t
1
a
e
p
fi
u
w

2

s
c
a

T
R

C

E
E
E
E
E
E
E

D.P. Grover et al. / Tal

hich does not require sample derivatisation [20–24]. As EDCs are
eing measured at trace levels, often close to the limit of detection
LOD) of the instruments, there is a need to understand how the
ifferent techniques compare in terms of their performance. Only
y knowing which technique(s) are most reliable and reproducible,
an we appraise relative merits and focus on the optimisation of
ethodologies.
This study investigates the performance of three analytical

echniques including GC–MS, GC–MS–MS and LC–MS–MS, all pre-
iously developed and validated for the analysis of emerging
ontaminants including E1, E2 and EE2 in environmental water
amples [17,19,25]. The influence of sample matrix on analytical
uality at trace levels is highly important and widely speculated,
nd is addressed.

. Experimental

.1. Chemicals and standard solution

All solvents used (methanol, ethyl acetate, acetone,
ichloromethane, hexane and acetonitrile) were of distilled-in-
lass grade (purchased from Rathburn Chemicals Ltd., Walkerburn,
cotland). EDC standards including E1, E2 and EE2, together with
heir deuterated internal standards E2-d2 were purchased from
igma, UK. In addition, other internal standards E1-d4, E2-d4 and
E2-d4 were obtained from Qmx Laboratories Ltd., UK, all with
n isotopic purity >98%. Separate stock solutions of individual
tandards (1000 mg L−1) were prepared in methanol, from which
orking standards (10 mg L−1) of individual compounds and mix-

ures were prepared. All standards were stored at−18 ◦C. Ultrapure
ater was supplied by a Maxima Unit from USF Elga, UK.

.2. Sampling and sample treatment

Water samples (in triplicate) were collected in pre-cleaned
inchester amber-glass bottles (2.5 L) from four sites (sites 1–4)

long the River Ray, and at one control site (site 5) on the River
ck, Swindon, UK. Site 1 is approximately 3.5 km upstream from

he effluent of Rodbourne STW (adjacent to site 2). Sites 3 and 4 are
.7 and 8.3 km downstream of the effluent, respectively. Sodium
zide (10 mL, 2 M) was added to each sample as a general biocide to
liminate bacteria and thus minimise biodegradation during sam-
le storage and processing. Samples were refrigerated at 4 ◦C until
ltration and extraction. Each sample was filtered under vacuum
sing pre-ashed glass fibre filters (Whatman, GF/F). The filtrates
ere subsequently spiked with 100 ng of the internal standards.

.3. SPE
The target compounds were extracted from the filtered water
amples using SPE. Oasis® SPE cartridges (0.2 g HLB, Waters) were
onditioned with 5 mL of ethyl acetate to remove residual bonding
gents, followed by 5 mL of methanol which was drawn through

able 1
etention times (RT) and ions used for the analysis of E1, E2 and EE2.

ompound LC–MS–MS GC–MS–MS

RT (min) Precursor ion
(m/z)

Product ion
(m/z)

RT (min) Precursor ion
(m/z)

1-d4

1 19.50 269 183 18.10 342
2-d4

2-d2 17.75 273 186 18.50 418
2 17.70 271 145 18.50 416
E2-d4

E2 19.05 295 145 19.70 425
8 (2009) 1204–1210 1205

the cartridges under a low vacuum to ensure that the sorbents
were soaked in methanol for 5 min. Ultrapure water (3× 5 mL)
was then passed through the cartridges at a rate of approximately
1–2 mL min−1. Water samples (2 L) were then extracted at approx-
imately 10 mL min−1, as this has been shown to be optimal [18].
The SPE cartridges were subsequently dried under vacuum and the
extracts eluted from the sorbents into 20 mL vials with 10 mL of
methanol at a flow rate of 1 mL min−1. The solvent was then blown
down to 100 �L under a gentle N2 flow, and transferred to 300 �L
microvials ready for analysis.

2.4. Derivatisation

In the case of GC analyses of EDCs, the target compounds need to
be derivatised to produce less polar derivatives. This enhances chro-
matographic performance by improving peak shape, reduces tailing
and provides a better baseline. Briefly, the extracts were transferred
into 3 mL reaction vials and were evaporated to dryness under a
gentle stream of nitrogen. The dry residues were then derivatised
by the addition of 50 �L each of pyridine (dried with KOH solid)
and N,O-bis(trimethylsilyl)trifluoroacetamide (BSTFA), which were
heated in a heating block at 60–70 ◦C for 30 min following a previ-
ously optimised method [18]. The derivatives were cooled to room
temperature, evaporated under a gentle stream of nitrogen to dry-
ness, reconstituted in 100 �L of hexane and transferred to 300 �L
microvials ready for analysis by GC–MS and GC–MS–MS.

2.5. Sample analyses

2.5.1. LC–MS–MS
The untreated extracts in methanol were analysed using a

Waters 2695 HPLC separations module (Waters, Milford, MA, USA)
fitted with a Waters Symmetry C18 column (4.6 mm×75 mm, par-
ticle size 3.5 �m). The mobile phase comprised of eluent A (0.1%
formic acid in ultrapure water), solvent B (acetonitrile) and elu-
ent C (methanol). The flow rate was 0.2 mL min−1 and the elution
started with 90% eluent A:10% eluent B, a 25 min gradient to 80%
of eluent B, then a 3 min gradient to 100% eluent B, followed by
an 8 min gradient to 100% of eluent C. This was held for 10 min
and then returned back to the initial conditions within 4 min. The
system re-equilibration time was 10 min and the sample injection
volume was 10 �L. The MS–MS analyses were completed with a
Micromass Quattro triple-quadrupole mass spectrometer equipped
with a Z-spray electrospray interface. The analyses were in nega-
tive ion mode. The parameters for the analyses were: electrospray
source block and desolvation temperature 100 and 300 ◦C, respec-
tively; capillary and cone voltages 3.0 kV and 30 V, respectively;
argon collision gas 3.6×10−3 mbar; cone nitrogen gas flow and des-

olvation gas: 25 and 550 L h−1, respectively. Following the selection
of the precursor ions, product ions were obtained at optimum col-
lision energies and were selected according to the fragmentation
that produced a useful abundance of fragment ions. The optimal
collision energy, cone voltage and transitions chosen for the multi-

GC–MS

Product ion (m/z) RT (min) Quantitative
ion (m/z)

Confirmation ion (m/z)

14.44 346 257 (100%), 285 (30%)
257 (100%), 327 (10%) 14.51 342 257 (100%, 218 (20%)

17.72 289 420 (100%), 330 (35%)
287 (100%), 233 (75%)
285 (100%), 243 (28%) 18.08 285 416 (100%), 326 (40%)

19.29 289 430 (100%)
193 (100%), 231 (70%) 19.42 285 425 (100%), 232 (30%)
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Fig. 1. Chromatograms of a 10-ng mL−1 standard mix (i) and an effluent (site 2) sample (ii) as analysed by (a) GC–ion trap-MS, (b) GC–MS–MS and (c) LC–ESI–MS–MS. Peaks
are (1) E1-d4, (2) E1, (3) E2-d4, (4) E2, (5) EE2-d4, (6) EE2 and (7) E2-d2.
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Fig. 1. (Continued )
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Fig. 1. (Continued ).
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Table 2
Limits of detection (ng L−1) for three steroidal estrogens by each method.

Compound GC–MS GC–MS–MS LC–MS–MS
D.P. Grover et al. / Tal

le reaction monitoring (MRM) experiment were optimised and a
well time of 10 ms was used. The mass spectrometer was operated

n MRM mode with unit mass resolution on both mass analysers.
he precursor and product ions monitored for each compound are
hown in Table 1.

.5.2. GC–tandem MS
During our method development, silylated EDCs (through

STFA) are stable for up to 120 h with the exception of TMS-
E2 which has been found to be stable for only 48 h [18]. Others
26] used N-methyl-N-(trimethylsilyl)trifluoroacetamide (MSTFA)
s the derivatisation agent and obtained stable derivatives for up to
weeks. Consequently as a result of the limitations, all GC–MS and
C–MS–MS analyses were performed immediately and definitely
ithin 48 h of derivatisation. To maintain the optimum perfor-
ance, regular changes were made to the pre-column and injector

iner in GC, together with regular cleaning of the ion source.
The GC–MS–MS analyses were performed using a 6890N net-

ork gas chromatograph (Agilent Technologies, USA) interfaced
ith a mass spectrometer (Quattro Micro, Micromass, USA) with a

andem quadrupole. An Agilent 30 m HP-5 capillary column with a
.25-mm internal diameter and a 0.25-�m film thickness was used.
he carrier gas was helium, which was maintained at a constant
ow of 1.0 mL min−1. The GC column temperature was programmed

rom 100 ◦C (initial equilibrium time 1 min) to 200 ◦C via a ramp of
0 ◦C min−1, 200–260 ◦C via a ramp of 15 ◦C min−1, 260–300 ◦C via
ramp of 3 ◦C min−1 and was maintained at 300 ◦C for 2 min, with
total run time of 30.33 min. The MS was set for positive electron

mpact ionisation (70 eV) and was operated in MRM mode for quan-
itative analyses, using argon as the collision gas. The inlet and MS
ransfer line temperatures were both maintained at 280 ◦C and the
on source temperature was 250 ◦C. Sample injection (1 �L) was in
plitless mode. The precursor and product ions for each compound
re shown in Table 1.

.5.3. GC–ion trap-MS
GC–MS analyses were performed using a gas chromatograph

Trace GC 2000, Themoquest CE Instruments, TX, USA) cou-
led with an ion trap mass spectrometer (Polaris Q, Themoquest
E Instruments, Texas, USA) and an autosampler (AS 2000). A
B5 (5% diphenyl–95% dimethylpolysiloxane) capillary column of
0 m×0.25 mm i.d. (0.25 �m film thickness) was used. Helium car-
ier gas was maintained at a constant flow rate of 1.5 mL min−1,
hich was found to be the optimum for the separation of tar-

et compounds. The GC column temperature was programmed
rom 100 ◦C (initial equilibrium time 1 min) to 200 ◦C via a ramp
f 10 ◦C min−1, 200–260 ◦C via a ramp of 15 ◦C min−1, 260–300 ◦C
ia a ramp of 3 ◦C min−1 and maintained at 300 ◦C for 2 min. The
S was adjusted for selected ion monitoring mode for quantitative

nalyses. The inlet and MS transfer line temperatures were both
aintained at 280 ◦C, and the ion source temperature was 250 ◦C.

ample injection was in splitless mode. The ions monitored are
hown in Table 1.

. Results and discussion

.1. Validation of the analytical methods

Chromatograms for the three steroidal estrogens and their asso-
iated internal standards are shown in Fig. 1. In GC–MS–MS or
C–MS–MS operation, E2-d2 was the only deuterated internal stan-

ard found to give a satisfactory response with these instruments.
visual comparison of the three chromatograms suggests little dif-

erence in the quality of the separation of the standards. Analysis
f deuterated internal standards by LC–MS–MS proved, however,
o be more difficult than with the GC techniques owing to higher
E1 0.7 0.3 0.6
E2 1.4 0.3 1.2
EE2 0.8 0.3 0.4

background noise (even with E2-d2). All three analytical techniques
relied upon SPE as the pre-concentration step, which has been
assessed extensively for EDC recovery [17,19]. Each method was
then thoroughly validated for the linear range of calibration curve,
sensitivity, specificity, blanks, precision and bias (through the use
of recovery experiments due to lack of certified reference mate-
rials). The linear ranges of calibration curve for the GC–MS and
GC–MS–MS have previously been determined, from 1 to 500 ng L−1

[17,19]. The linear range for the LC–tandem MS was between 15 and
750 ng L−1. The LOD, defined as the concentration that corresponds
to three times the standard deviation of blanks, was measured by
integrating blank peak area for each analyte in 10 independent per-
formances with ultrapure water as the blank. As shown in Table 2,
the GC–MS–MS method offers improved performance over the two
alternatives with regard to LOD. The LOD for the GC–MS technique
is relatively poor among the three techniques. The analysis of pro-
cedural blanks (blanks being treated as samples) did not detect
any of the three compounds in our regular sampling trips, con-
firming a good quality procedure. Furthermore, extensive recovery
experiments were performed regularly by the spiking of the three
estrogens at different levels (1, 20, 50, 100, 200 ng L−1) in different
waters (e.g. river water, seawater, groundwater, wastewater), with
satisfactory recoveries from 72 to 119% [17,19]. In addition, an inter-
calibration exercise was undertaken recently with three other lab-
oratories in the UK, among which a good agreement was achieved.

3.2. Application of the analytical methods

Once validated, the techniques were applied to the EDC analy-
sis of environmental sample extracts. Overall, the LC–MS–MS was
observed to be most heavily affected by matrix interferences in
terms of elevated background noise and reduced peak area for the
target compounds. Similar matrix interference effect in LC–tandem
MS has been reported by Beck et al. [23], who observed a signal
suppression of between 80 and 85% for the three compounds. As a
result, the signal-to-noise ratio was reduced such that peaks were
less clear than in either of the GC techniques. Surprisingly, a signif-
icant interference for the analysis of EE2 was noted for GC–MS–MS
of some effluent sample extracts. For both standards and sample
extracts, the GC–MS technique appears to offer the best baseline of
the three techniques, but it lacks the robustness of the tandem MS
techniques, where fragment ions are used to confirm the identity
of the analytes.

As the LOD for the GC–MS technique is relatively poor, its signal
quality rapidly declines with a reduction in concentration of the
analytes, and as can be seen (Fig. 2), several of the environmental
samples analysed were below LOD for this instrument. However,
each of three techniques is operating at or near their detection lim-
its for many of the samples for at least one of the estrogens due
to matrix interferences. The three techniques used here, however,
reflect LODs reported by other laboratories using similar extrac-
tion and analytical techniques, which range from 0.1 to 1 ng L−1

[15,16,27] for each compound.

As is shown in Fig. 2 there is a very good agreement between

the three techniques, particularly for E1 (0.1–0.2 ng L−1 difference
between techinques, RSD = 28%) and E2 (<0.1–0.2 ng L−1, RSD = 4%).
However, it is evident that the LC–MS–MS measurements of EE2
are significantly higher than measurements by GC techniques, par-
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ig. 2. Analysis of estrogens E1, E2 and EE2 in river and effluent samples as measured
y the three analytical techniques.

icularly in areas where matrix interferences are likely to be high
e.g. sewage effluents), as a result there is a larger variabililty in

easured concentrations between the three techniques for EE2
0.1–1 ng L−1, RSD = 45%). The precision for each technique which is
omparable across the techniques, is the lowest for the GC–MS–MS
echnique.

In addition, all three techniques identify the STW effluent (site
) as the location at which concentrations of the three estrogens
re the highest. This shows that all three techniques are consis-
ent in their identification of pollution hotspots. The results are in
greement with other studies [12,13,17,28] which identify sewage
ffluent as the primary source of steroidal estrogens in river waters.

. Conclusions

Three popular techniques for the analysis of steroidal estro-
ens in the aquatic environment have been compared. It has been
bserved that overall, the three techniques appear comparable,

ut that tandem-mass spectrometric techniques are able to detect
t lower concentration levels of the three steroidal estrogens of
nterest. In particular, the GC–MS technique fails to detect the pollu-
ants at the lower-end of environmentally relevant concentrations.
owever, the LC–MS–MS technique is more susceptible to matrix

[
[

[
[

8 (2009) 1204–1210

interferences for the analysis of samples resulting in a reduction of
the signal-to-noise ratio and a subsequent reduction in reliability
and stability. With the GC–MS–MS offering increased selectivity,
the lowest LOD, and with a good a signal-to-noise ratio for all com-
pounds in all samples, it is regarded as the preferred analytical
method for the reliable identification and analysis of estrogens in
environmental water samples. However, it does require derivatisa-
tion of samples prior to injection, which can be time consuming
and therefore a disadvantage for sample throughput.
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a b s t r a c t

The interaction of oligochitosan and tobacco cells has been investigated by fluorometric method using
two Eu3+ complexes as the probes in this work. Based on the reaction of tobacco cells with oligochitosan
conjugated to a strongly fluorescent Eu3+ complex 4,4′-bis(1′′,1′′,1′′,2′′,2′′,3′′,3′′-heptafluoro-4′′,6′′-
hexanedion-6′′-yl)chlorosulfo-o-terphenyl–Eu3+ (oligochitosan–BHHCT–Eu3+ conjugate), the binding
kinetic process of oligochitosan–tobacco cells was fluorescently imaged. The results indicate that oligo-
chitosan can be specifically bound to the walls as well as the membranes of tobacco cells. A sensitive
and selective Eu3+ complex luminescence probe specific for singlet oxygen, [4′-(10-methyl-9-anthryl)-
2,2′:6′,2′′-terpyridine-6,6′′-diyl]bis(methylenenitrilo)tetrakis (acetate)–Eu3+, was used for developing a
nteraction
uropium complex
ime-resolved fluorescence

new time-resolved fluorescence assay method for the determinations of indole-3-acetic acid (IAA) and
peroxidase produced in the cells during the interaction of oligochitosan and tobacco cells. The assays are
sensitive with the detection limits of 32 nM for IAA, and 1.2 nM for peroxidase, respectively. The concentra-
tion changes of IAA and peroxidase induced by oligochitosan in tobacco cells reveal that oligochitosan can
effectively induce the increase of IAA concentration, accompanied by the decrease of peroxidase concen-
tration. These results give a primary and reliable evidence to explain the growth-promoting mechanism
of oligochitosan on the plants at molecular level.
. Introduction

In recent years, oligochitosan has become a research attraction
or its various biological activities in food, biomedical and bio-
esticide applications [1–3]. Oligochitosan prepared by enzymatic
ydrolysis of deacetylated chitosan polymer [4] is water-soluble,
ontoxic, biodegradable and biocompatible, and possesses versatile

unctional properties in agriculture such as inducement of resis-
ance of plants against disease and promotion of plant growth [5–9].
owever, it is still not very clear about the interaction between
ligochitosan and plant cells as well as the growth-promoting
echanism of oligochitosan on the plants.
Indole-3-acetic acid (IAA), a member of the phytohormone

roup called auxins that can induce cell elongation and division

ith all subsequent results for plant growth and development

10,11], is generally considered to be one of most important native
uxins. Some sensitive methods for IAA determination in biolog-
cal samples, such as GC–MS, HPLC and immunoassay, have been

∗ Corresponding authors. Tel.: +86 411 84706293/84379061;
ax: +86 411 84706293/84379061.

E-mail addresses: jingliyuan@yahoo.com.cn (J. Yuan), duyg@dicp.ac.cn (Y. Du).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.020
© 2009 Elsevier B.V. All rights reserved.

established [12,13]. These methods, however, require several time-
consuming steps, careful treatment to ensure purity of the sample,
and/or special immunoglobulins. Therefore, to reveal the growth-
promoting mechanism of oligochitosan on the plants at molecular
level, the development of a rapid, simple, sensitive and accurate
method for monitoring the real-time IAA generation in plant cells
is of increasing interest.

Time-resolved fluorescence technique using lanthanide
complexes (Eu3+ or Tb3+ complexes) as fluorescence probes
provides an excellent way for developing highly sensitive
bioassays [14–17], in which the short-lived background
noise from both biological samples and the optical compo-
nents can be effectively eliminated. Recently, a novel Eu3+

complex, [4′-(10-methyl-9-anthryl)- 2,2′:6′,2′′-terpyridine-6,6′′-
diyl]bis(methylenenitrilo)tetrakis(acetate)–Eu3+ (MTTA–Eu3+),
was developed as a highly sensitive and selective time-
resolved fluorescence probe for singlet oxygen (1O2) [18,19].
This probe can specifically react with 1O2 to form its endoperoxide

(EP–MTTA–Eu3+) with a high reaction rate constant at 1010 M−1 s−1

level, accompanied by the remarkable increases of fluorescence
quantum yield from 0.90% to 13.8%. In addition, a specific and
real-time method for monitoring the kinetic process of 1O2 gen-
eration in the aerobic oxidation of IAA catalyzed by horseradish
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eroxidase (HRP) in a weakly acidic buffer was provided using
TTA–Eu3+ as a probe [18]. The total reaction rate constant of

AA–HRP–MTTA–Eu3+ system is reached to 6.5×1010 M−1 s−1.
In the present work, a strongly fluorescent conju-

ate of oligochitosan covalently bound to a Eu3+ complex,
,4′-bis(1′′,1′′,1′′,2′′,2′′,3′′,3′′-heptafluoro-4′′,6′′-hexanedion-6′′-
l)chlorosulfo-o-terphenyl–Eu3+ (BHHCT–Eu3+), was prepared and
sed to monitor the kinetic process of the interaction between
ligochitosan and tobacco cells with a fluorescence imaging
ethod, since BHHCT–Eu3+ is a stable fluorescence label that can

asily be conjugated to a biomolecule [20]. Furthermore, the highly
pecific fluorescence enhancement of MTTA–Eu3+ in IAA–HRP
ystem [18] allows the system to be used for both the IAA and
RP determinations. By using this system, a simple and sensitive

ime-resolved fluorescence assay method for the determinations of
AA in tobacco cell solution and IAA-related peroxidase in tobacco
ells was developed. The assays are sensitive with the detection
imits of 32 nM for IAA, and 1.2 nM for IAA-related peroxidase,
espectively. The kinetics and correlation of the oligochitosan-
nduced IAA and peroxidase generations in tobacco cells were also
nvestigated.

. Experimental

.1. Materials and physical measurements

The Eu3+ complex MTTA–Eu3+ and ligand BHHCT were syn-
hesized by using the previous methods [18,20]. Oligochitosan
as prepared by enzymatic hydrolysis of chitosan (the degree of
-acetylation <5%, average molecular weight ∼1000) and puri-
ed using a previous method [21]. Tobacco (Nicotiana tabacum
ar. sam sun NN) tissue cells were cultured in our laboratory.
ndole-3-acetic acid and horseradish peroxidase were purchased
rom Sigma. Unless otherwise stated, all chemicals were pur-
hased from commercial sources and used without further
urification.

Fluorescence imaging measurements were carried out on a
aboratory-use fluorescence microscope [18,22]. The microscope-
quipped 100 W mercury lamp, UV-2A fluorescence filters
excitation filter, 330–380 nm; dichroic mirror, 400 nm; emission
lter , >420 nm) and color CCD camera system were used for the

maging measurement with an exposure time of 2.0 s. Absorption
pectra were measured on a PerkinElmer Lambda 35 UV–vis spec-
rophotometer. Time-resolved fluorescence assays were carried out
n a PerkinElmer Victor 1420 multilabel counter with the con-
itions of excitation wavelength, 340 nm, emission wavelength,
15 nm, delay time, 0.2 ms, and window time, 0.4 ms (FluoroNunc
6-well microtiter plates were used).

.2. Preparation of the oligochitosan–BHHCT–Eu3+ conjugate

Before the preparation, an amino modified ligand, BHHCT–NH2,
as prepared by reacting BHHCT with ethylenediamine [20]. To a

olution of ethylenediamine (30.0 mg, 0.5 mmol) and triethylamine
50 �l) in 10 ml ethanol was added a solution of BHHCT (20 mg,
.025 mmol) in 2 ml ethanol with stirring. After the solution was
tirred at room temperature for 3 h, the solvent was evaporated and
he residue was completely dried yielding the amino modified lig-
nd, BHHCT–NH2 (BHHCT–SO2–NHCH2CH2NH2), which was used
n the next step without further manipulation.
The oligochitosan–BHHCT–Eu3+ conjugate was prepared by a
one-pot” Schiff reaction between the end-aldehyde group of oligo-
hitosan and amino group of BHHCT–NH2 followed by NaBH4
eduction [21,23] as in the following. To a solution of 10 mg
HHCT–NH2 in 0.1 ml dimethyl sulfoxide (DMSO) was added a
(2009) 977–982

solution of 10 mg oligochitosan in 1.0 ml H2O with stirring. After
the solution was stirred for 5 h at 80 ◦C and 16 h at room tem-
perature, 4.5 mg EuCl3·6H2O and 1.0 mg NaBH4 were added with
stirring. The solution was incubated for 2 h at room temperature,
and then 1.0 ml tetrahydrofuran (THF) was added. The mixture
was centrifuged at 12,000 rpm for 10 min. The precipitate of the
oligochitosan–BHHCT–Eu3+ conjugate was washed several times
with THF until no absorption of free BHHCT–NH2 was observed in
supernatant, and then dissolved with 0.1 ml DMSO and 0.1 ml H2O,
and stored at 4 ◦C before use.

2.3. Fluorescence imaging of oligochitosan binding to tobacco
cells

Fresh tobacco cells cultured in the MX medium [24] were
harvested by filtration of the cell suspension through a 200-
mesh nickel screen and rinsed twice with the culture medium.
An aliquot was suspended in the washing medium (an isotonic
saline solution consisting of 140 mM NaCl, 10 mM glucose, and
3.5 mM KCl). The cell density was adjusted to 105 cells/ml. The
oligochitosan–BHHCT–Eu3+ conjugate (1 �l) was added to the cell
suspension (150 �l). The mixture was kept in the dark at room tem-
perature, and then centrifuged for 5 min at 400 rpm at 4 ◦C. The
supernatant was discarded and the cells were carefully washed
three times with the washing medium. The cells were spotted on
a glass slide for fluorescence microscopy imaging detection. For
plasmolysis analysis, the tobacco cells were treated in the aque-
ous solution containing 10% CaCl2 for 10 min before washing, and
then were reacted with the oligochitosan–BHHCT–Eu3+ conjugate
by the same method.

2.4. Time-resolved fluorescence assay for IAA in tobacco cell
solution

Fresh tobacco cells were collected by filtration and washed twice
with distilled water. The cells were suspended in distilled water
with a density of 1.5×106 cells/ml. The cell suspension mixed with
an appropriate amount of oligochitosan was incubated at room
temperature with slowly shaking. At different treatment times, the
cells were centrifuged for 5 min at 10,000 rpm and 4 ◦C. To 1.0 ml
supernatant was added 1.0 ml of 0.1 M sodium acetate buffer of pH
4.0 containing 0.05 �M HRP and 0.2 �M MTTA–Eu3+. After incu-
bated at room temperature with shaking for 20 min, the solution
was subjected to the time-resolved fluorescence measurement by
using PerkinElmer Victor 1420 multilabel counter. To confirm the
specificity of IAA generation in the cell solution, a control experi-
ment in the absence of oligochitosan was also carried out with the
same method.

2.5. Time-resolved fluorescence assay for IAA-related peroxidase
in tobacco cells

The tobacco cells (1.5×106 cells/ml)–oligochitosan (0.01 mg/L)
suspension was prepared as mentioned above. At different treat-
ment times, the cells were centrifuged for 5 min at 10,000 rpm and
4 ◦C. The precipitate was ground with liquid nitrogen and quartz
sands for 3 min, and the mixture was stirred in 0.1 M phosphate
buffer of pH 7.0 for 30 min. After centrifuged for 5 min at 10,000 rpm
and 4 ◦C, 1.0 ml of supernatant was added to 1.0 ml of 0.1 M sodium
acetate buffer of pH 4.0 containing 2.0 �M of IAA and 0.2 �M of

MTTA–Eu3+. The solution was incubated at room temperature with
shaking for 20 min, and then subjected to the time-resolved fluores-
cence measurement by using PerkinElmer Victor 1420 multilabel
counter. A control experiment in the absence of oligochitosan was
carried out with the same method.
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ig. 1. Bright-field (left) and fluorescence (right) images of the oligochitosan–BHHC
reated with free BHHCT–Eu3+ complex for 15 min; (B–F) the cells were treated with
he plasmolysed cells were treated with the oligochitosan–BHHCT–Eu3+ conjugate f

. Results and discussion

.1. Observation of oligochitosan binding to tobacco cells

An organic fluorophore 2-aminoacridone has been used as a
robe for investigating the binding of oligochitosan to tobacco
ells [24]. However, the result was not convincing enough since
-aminoacridone can freely enter the cells and its fluorescence
an be easily quenched by an intense excitation source. A more
hoto-stable Eu3+ complex, BHHCT–Eu3+, is suitable for monitor-

ng some real-time biological processes with fluorescence imaging
ethod. Furthermore, as shown in Fig. 1A (tobacco cells were

ncubated with free BHHCT–Eu3+ complex for 15 min), since free
HHCT–Eu3+ complex can neither enter tobacco cells nor bind to the
ell surface, the binding process of oligochitosan to tobacco cells can
e exactly observed without the interference of the fluorescence
robe.

To investigate the kinetic process of oligochitosan binding to
obacco cells, fluorescence images of tobacco cells treated by
ligochitosan–BHHCT–Eu3+ conjugate were monitored at differ-
nt treatment times. As shown in Fig. 1, oligochitosan begins
o bind to tobacco cell walls after ∼1 min treatment (Fig. 1B),
nd the bound oligochitosan molecules on the cell walls are

ncreased with the increase of treatment time (Fig. 1C–F). Addi-
ionally, when the plasmolysed tobacco cells were treated with the
ligochitosan–BHHCT–Eu3+ conjugate, fluorescence spots on the
lasma membrane can also be observed apparently (Fig. 1G–I). The
bove results clearly indicate that the oligochitosan binding sites
+ conjugate binding to tobacco cells at different treatment times. (A) The cells were
ligochitosan–BHHCT–Eu3+ conjugate for 1, 5, 10, 15 and 30 min, respectively; (G–I)
and 15 min, respectively.

are present both on the walls and on the plasma membranes of
tobacco cell.

3.2. Kinetic determination of oligochitosan-induced IAA
generation in tobacco cell solution

IAA is generally considered to regulate the plant growth at
molecular level as an important native auxin. Duran et al. and
Kanofsky have previously proposed that IAA can be catalyzed
by HRP at lower pH to produce 1O2 [25,26]. Recently, we have
demonstrated that a Eu3+ complex, MTTA–Eu3+, can be used as
a specific probe to monitor 1O2 generation in the aerobic oxida-
tion of IAA catalyzed by HRP in a weakly acidic buffer based on
the formation of strongly fluorescent endoperoxide EP–MTTA–Eu3+

(Fig. 2) [18]. Based on this reaction, a highly sensitive and selective
time-resolved fluorescence assay method for the determination
of IAA in the tobacco cell solution was developed by using
IAA–HRP–MTTA–Eu3+ aerobic oxidation system.

The calibration curve for IAA is shown in Fig. 3. The calibra-
tion curve shows a good straight line, which can be expressed as
log(signal) = 0.751 log[IAA] + 9.963 (r = 0.992), in IAA concentration
range of 10–1000 nM. The detection limit, defined as the concen-
tration corresponding to 3SD (standard deviation) of background

signal, is 32 nM.

Fig. 4 shows the concentration changes of IAA induced by oligo-
chitosan in tobacco cell solution at different treatment times. In the
presence of oligochitosan, the IAA concentration increases gradu-
ally from 0 to 8 h to reach the maximum value of∼0.24 �M, which is
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Fig. 2. Aerobic oxidation reaction of IAA–HRP–MTTA–Eu3+ system
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ig. 3. Calibration curve for IAA. The curve was derived from the fluorescence inten-
ity of the IAA–HRP–MTTA–Eu3+ reaction in 0.05 M sodium acetate buffer of pH 4.0
ith 0.1 �M of MTTA–Eu3+, 0.025 �M of HRP and a series of standard IAA solutions.
pprox. six times higher than the original concentration. After 8 h,
he IAA concentration begins to decrease gradually and returns to
riginal concentration at∼18 h. This phenomenon can be explained
s follows. In general, the production and degradation of IAA in

ig. 4. The concentration changes of IAA in the presence (A) and absence (B) of
ligochitosan in tobacco cell solution at different treatment times.
accompanied by the remarkable fluorescence enhancement.

plant cells are in a dynamic balance. When the tobacco cells were
induced by oligochitosan, the IAA concentration in tobacco cells was
increased. At the same time, the tobacco cells could adjust the IAA
concentration to return to the normal level by a series of physiologi-
cal and biochemical processes, such as the change of the IAA-related
peroxidase concentration, facilitating the degradation of the IAA in
the cells. Thus, after 8 h reaction, the IAA concentration begins to
decrease and gradually recovers to original level. The control exper-
iment result in the absence of oligochitosan shows that the IAA
concentration in the solution does not change with the increase of
treatment time, which clearly demonstrates that oligochitosan can
effectively induce the tobacco cells to produce IAA beneficial for
plant growth and development.

The effect of oligochitosan concentration on the IAA concentra-
tion in tobacco cell solution was also investigated. After the tobacco
cells were treated by different concentrations of oligochitosan for
4 h, the IAA concentrations were assayed. As shown in Fig. 5, the IAA
concentration is remarkably depending on the oligochitosan con-
centration. The highest IAA concentration can be obtained when
the oligochitosan concentration is 0.01 mg/L, while higher or lower
oligochitosan concentration is unfavorable for the IAA production.
This result perfectly matches the result in a planting experiment, in

which 0.01 mg/L of oligochitosan has been demonstrated to be the
best concentration to promote the growth of tobacco plants in com-
parison with the other oligochitosan concentrations (unpublished
result).

Fig. 5. IAA concentration in tobacco cell solution treated with different concentra-
tions of oligochitosan for 4 h.
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ig. 6. Calibration curve for HRP. The curve was derived from the fluorescence inten-
ity of the IAA–HRP–MTTA–Eu3+ reaction in 0.05 M sodium acetate buffer of pH 4.0
ith 0.1 �M of MTTA–Eu3+, 1.0 �M of IAA and a series of standard HRP solutions.

.3. Kinetic determination of IAA-related peroxidase in tobacco
ells

To investigate the effect of oligochitosan on the concentration of
AA-related peroxidase in tobacco cells, the IAA–HRP–MTTA–Eu3+

ystem was also used for the time-resolved fluorescence assay
f IAA-related peroxidase in tobacco cells. In the method, HRP
as used as a standard to determine the total IAA-related per-

xidases in the cells. As shown in Fig. 6, the calibration curve
or HRP shows a good straight line that can be expressed as
og(signal) = 0.568 log[HRP] + 10.05 (r = 0.998), in HRP concentra-
ion range of 1.0–100 nM. The detection limit, defined as the
oncentration corresponding to 3SD of background signal, is 1.2 nM.

The concentration changes of IAA-related peroxidase in tobacco
ells induced by oligochitosan at different treatment times are
hown in Fig. 7. In the presence of oligochitosan, the peroxidase con-
entration in the cells decreases dramatically with the increase of

reatment time, giving the minimum value of ∼1.7 nM at ∼8 h, and
hen gradually recovers to its original level. The control experiment
esult in the absence of oligochitosan shows that the peroxidase
oncentration in the cells is almost unchanged with the increase of
reatment time, indicating the specificity of the method.

ig. 7. The concentration changes of IAA-related peroxidase in the presence (A) and
bsence (B) of oligochitosan in tobacco cells at different treatment times.
Fig. 8. Correlation of IAA concentration in the cell solution and peroxidase concen-
tration in the cells induced by oligochitosan at different treatment times.

The correlation of IAA concentration in the cell solution and per-
oxidase concentration in the cells induced by oligochitosan in the
period of 0–24 h was analyzed. As shown in Fig. 8, the concentration
changes of IAA and peroxidase in the period show a good correla-
tion with a correlation coefficient of 0.924. This result suggests that
the IAA concentration in the solution should be significantly corre-
lated with the peroxidase concentration in the cells, which reveals
the key role of peroxidase in controlling the IAA concentration in
tobacco cells to regulate the cell growth.

4. Conclusion

In the present work, the interaction of oligochitosan and tobacco
cells was investigated by the fluorometric method using two Eu3+

complexes as the probes. The fluorescence imaging results of
oligochitosan–tobacco cell binding indicate that oligochitosan can
be rapidly bound to the cells, and the binding sites are present on the
walls and plasma membranes of the tobacco cells. A highly selec-
tive and sensitive time-resolved fluorescence assay method for the
determinations of IAA in the cell solution and IAA-related peroxi-
dase in the cells was established by using the IAA–HRP–MTTA–Eu3+

aerobic oxidation system. The kinetic monitoring results of the
IAA and peroxidase generations demonstrate that oligochitosan can
effectively induce tobacco cells to produce IAA, accompanied by the
decrease of peroxidase. In addition, the IAA concentration in the cell
solution is well-correlated with the peroxidase concentration in the
cells, providing a primary and reliable evidence at molecular level
to reveal the growth-promoting mechanism of oligochitosan on the
plants.
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a b s t r a c t

The rise of monolithic stationary phases offers to routine and research laboratories several advantages.
In spite of their recent discovery, they have rapidly become highly popular separation media for liquid
chromatography. Time reduction and economic reasons like e.g. a diminished use of mobile phase are
the most important ones. At the same time, it was reported that these columns offer a faster and better
vailable online 24 December 2008

eywords:
onolithic columns

iquid chromatography
etracycline

separation. The aim of this article was to investigate the transferability of methods originally developed
on conventional particle-packed C18 columns (XTerra RP18 and Zorbax RX), onto the more recent mono-
lithic columns. Both types, conventional particle-packed and monolithic columns, were able to separate
tetracycline, oxytetracycline and chlortetracycline from their respective impurities with sufficient reso-
lution, but showed remarkably shorter analysis times and lower backpressures, improving the lifetime of
xytetracycline
hlortetracycline

the column.

. Introduction

In the early 70s, chromatography made a giant leap forward with
he advent of the ‘high pressure liquid chromatography’ (HPLC),
hich became nowadays one of the most widely spread analytical

echniques. HPLC offers the possibility to analyse qualitatively and
uantitatively many kinds of components in a non-destructive way.

Since, many improvements in pumping systems, sample intro-
uction, detectors and column design have carried HPLC far from

ts infancy. The evolution of column packing materials has allowed
ncreased selectivity, better and faster separations, and in many
ases greater longevity. This column evolution can be divided up
nto four distinct generations.

The first columns consisted of irregular, porous silica with a par-
icle size of 5–10 �m and alkali silicates as starting material. A fast
volution led to the production of spherical porous material, called
he second generation. These spherical particles were assembled
o a higher density packing, generating better separations. In the

id-80s, spherical silica with a high purity were used, i.e. with a

ow amount of metal contamination (third generation). Hence, non-
elective reactions like complex formation or ion effects, leading to
ess good separations, could be prevented. However, one large dis-
dvantage of all particle-based silica columns was the relatively

∗ Corresponding author. Tel.: +32 16 323444; fax: +32 16 323448.
E-mail address: erwin.adams@pharm.kuleuven.be (E. Adams).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.024
© 2009 Elsevier B.V. All rights reserved.

high backpressure. Other disadvantages were the inevitable inter-
nal shift of particles and the slow degradation of the stationary
phase, causing problems like peak tailing and splitting [1,2].

A new sol–gel technology was developed, resulting in a new kind
of stationary phase, consisting of silica rods with a bimodal struc-
ture. This technique was based on the acid catalyzed hydrolysis
and polycondensation of tetramethoxysilane, tertraethoxysilane or
n-alkyltrialkoxysilanes in the presence of water soluble polymers
such as polyethyleneglycols and polyacrylic acid and surfactants
as additives, producing particles with nanometer size called sols.
These sols aggregated to a three-dimensional complex, forming
a gel [1,3,4]. This strongly porous material consisted of macrop-
ores (2 �m), responsible for a low column resistance and a high
flow rate, and mesopores (about 12 nm) creating a large surface
area, ensuring plenty of contact area needed for an efficient separa-
tion. These so called monolithic columns are the fourth generation
[1,5,6]. Although these columns are known for their fast separa-
tions, only a limited number of pharmaceutical separations were
described on these columns until now.

In order to compare the performance of particle-based con-
ventional stationary phases like XTerra RP18 and Zorbax RX
with monolithic columns, three pharmaceutical separations were
selected: tetracycline (TC), oxytetracycline (OTC) and chlortetra-

cycline (CTC). For each of these, the main compound has to be
separated from its respective impurities. Chemical structures of
those molecules and their impurities can be found in Refs. [7,8,9],
respectively. These separations were first performed as described in
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ig. 1. Separation of TC and its impurities on: (a) XTerra RP18; (b) Chromolith Perfo
C, (6) EIsoCTC, (7) DMCTC, (8) CTC, (9) EATC, (10) IsoCTC and (11) ATC.

he references cited and additionally, onto C18 monolithic columns.
wo brands of the same type of silica-based monolithic columns
ere available: Onyx and Chromolith. The latter was available as

erformance and Flash, which differ only in length. The applicabil-
ty will be compared based on three criteria: (a) the analysis speed:
etention time, (b) the separation efficiency: the apparent number
f theoretical plates and the plate height and (c) the separation
uality: resolution between peak pairs.

. Experimental

.1. Chemicals and reagents

HPLC grade acetonitrile (ACN) was purchased from Biosolve Ltd.
Valkenswaard, The Netherlands), tetrabutylammonium hydrogen
ulphate 98% (TBA), ethylenediaminetetraacetic acid (EDTA) and
imethyl sulphoxide (DMSO), analytical grade, were from Acros
rganics (Geel, Belgium). Concentrated ammonia 25% was from
iedel-de Haën (Seelze, Germany). Perchloric acid was acquired

rom Ferak GMBH (Berlin, Germany). Water was purified with a
illi-Q50 (Millipore, Billeria, MA, USA).
Reference substances of 4-epi-tetracycline (ETC), CTC,

sochlortetracycline (IsoCTC), TC, OTC, 4-epi-oxytetracycline
EOTC), �-apooxytetracycline (�-APOTC), �-apooxytetracycline (�-
POTC), 4-epi-chlortetracycline (ECTC), anhydrochlortetracycline
ACTC), 4-epi-anhydrochlortetracycline (EACTC), anhydrote-
racycline (ATC) and 4-epi-anhydrotetracycline (EATC) are
vailable from Acros Organics (Geel, Belgium). Demethylchlorte-
racycline (DMTC), 4-epidemethylchlortetracycline (EDMCTC),
emethylchlortetracycline (DMCTC), 4-epiisochlortetracycline
ce; (c) Chromolith Flash; (d) Onyx: (1) EDMTC, (2) ETC, (3) DMTC, (4) EDMCTC, (5)

(EIsoCTC), 2-acetyl-2-decarboxamidotetracycline (ADTC) and
anhydrooxytetracycline (AOTC) were available in-house.

2.2. Chromatographic apparatus

2.2.1. Tetracycline
The LC apparatus consisted of a Varian 9010 LC-pump (Walnut

Creek, CA, USA), a SpectraSeries AS100 auto injector (20 �L injec-
tion) and a UV–vis detector (Merck-Hitachi, Darmstadt, Germany)
at 280 nm. The columns were maintained at 40 ◦C in a water bath,
heated by means of a Julabo EC thermostat (Julabo, Seelbach, Ger-
many). The columns used were XTerra RP18 (4.6 mm×250 mm,
5 �m, Waters, Milford, MA, USA), Chromolith Performance RP-
18e (4.6 mm×100 mm, Merck, Darmstadt, Germany), Chromolith
Flash RP-18e (4.6 mm×25 mm, Merck, Darmstadt, Germany) and
Onyx Monolithic C18 (4.6 mm×100 mm, Phenomenex, Torrance,
CA, USA).

2.2.2. Oxytetracycline
The LC apparatus consisted of a 600E LC pump (Waters), a Spec-

traSeries AS 100 auto injector (20 �L injection) (San Jose, CA, USA)
and a UV–vis detector model Spectra 100 (Thermo Separation Prod-
ucts, San Jose, CA, USA) at 280 nm. The columns were maintained
at 30 ◦C in a water bath, heated by means of a Julabo EC thermostat.
The same columns as for the analysis of tetracycline were used (see

Section 2.2.1).

2.2.3. Chlortetracycline
The LC apparatus consisted of a L-6200 Intelligent pump,

a LaChrom Elite L-2200 auto injector (20 �L injection) and
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Fig. 2. Separation of OTC and its fast eluted impurities on: (a) XTerra RP18; (b)

LaChrom Elite UV–vis detector model L-2400 (Merck
itachi) at 280 nm. In addition to the columns used for

he tetracycline analysis (see Section 2.2.1), a Zorbax RX-C8
4.6 mm×250 mm, 5 �m, Agilent Technologies, Waldbronn,
ermany) was also used. The columns were maintained at
5 ◦C in a water bath, heated by means of a Julabo EC thermo-
tat.

.3. Sample preparation

.3.1. Tetracycline
The tetracycline solution consisted of TC, ATC, ADTC, EATC, ETC,

TC, CTC, DMCTC, EDMCTC, isoCTC, EIsoCTC and DMTC in 0.01 mol/L
ydrochloric acid (HCl). The solution was prepared at an overall
oncentration of 1 mg/mL.

.3.2. Oxytetracycline
The oxytetracycline solution A (containing fast eluted impuri-

ies) consisted of OTC, TC, EOTC and ETC in 0.01 mol/L HCl. The
xytetracycline solution B (containing strongly retained impuri-
ies) consisted of OTC, �-APOTC, �-APOTC, ADOTC and AOTC in
.01 mol/L ammonium hydroxide. The overall concentration of

olutions was 1 mg/mL.

.3.3. Chlortetracycline
The chlortetracycline solution consisted of CTC, ECTC, DMCTC,

DMCTC, TC, ACTC, EACTC and IsoCTC in 0.01 mol/L HCl at an overall
oncentration of 1 mg/mL.
olith Performance; (c) Onyx: (1) EOTC, (2) ETC, (3) OTC, (4) ADOTC and (5) TC.

2.4. Data processing

The collecting and processing of the data were performed with
ChromPerfect 4.4.0 software (Justice Laboratory Software, Fife, Eng-
land).

3. Results and discussion

3.1. Monolithic columns versus packed columns

Monolithic columns represent a single piece made of porous
cross-linked polymer or porous silica [1]. Columns like the Onyx and
Chromolith are produced by sol–gel technology starting from high
purity silica. The formed silica rod is enclosed in “polyetherether-
keton” (PEEK) shrink-warp tubing to exclude voids. The resulting
highly porous skeleton is characterized by a bimodal system,
consisting of large macropores (diameter 2 �m) and mesopores
(diameter around 12 nm). So far, only C8 and C18 silica are com-
mercially available. The length of the straight rods is limited to
about 15 cm due to significant shrinkage during formation of the
skeleton. However, the separation efficiency can be enhanced
by coupling several monolithic columns together [10,11]. These
silica-based monolithic columns show remarkable improvements
towards conventional columns concerning porosity and the num-

ber of theoretical plates.

Particle-based conventional columns show a relatively high
backpressure. Monolithic columns, having a total porosity of about
80%, show much lower backpressures in comparison to packed
particle-based columns, with a porosity of about 65%. Summarizing,
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ig. 3. Separation of OTC and its strongly retained impurities on: (a) XTerra RP18; (

onolithic columns are claimed to be compatible with high flow
ates (due to higher porosity), to bring less stress on the system
due to a low backpressure), to have an increased throughput (due
o significant shorter run times) and to have an increased reliability
nd lifetime (due to absence of inlet bed setting). The applicability
f these columns for pharmaceutical analysis has not been tested
xtensively yet.

.2. Practical comparison

.2.1. Tetracycline
First, the TC mixture was chromatographically separated accord-

ng to Ref. [7]. The mobile phases consisted of ACN–0.3 mol/L TBA pH
.5–0.3 mol/L EDTA pH 7.5–water (A) (12:35:35:18, v/v/v/v) and (B)
30:35:35:0, v/v/v/v). Gradient elution at a flow rate of 1.0 mL/min
as used: 0–15 min, 5% of B (isocratic); 15–45 min, 5–75% of B (lin-

ar gradient) and 45–55 min, 75% of B (isocratic). Fig. 1a shows a
hromatogram obtained with the XTerra RP18 column. The flow
ate of 1.0 mL/min resulted in a backpressure of 175 bar. Next, the
ixture was analysed on the three monolithic columns. Chro-
atograms obtained with optimised conditions are shown for

hromolith Performance (Fig. 1b), Chromolith Flash (Fig. 1c) and
nyx (Fig. 1d).

As to obtain maximum performance, i.e. baseline separation of
he compounds and reduction of the total analysis time, optimi-

ation of the method was performed by changing the flow rate,
radient and solvent ratio of the mobile phases. The new chro-
atographic circumstances included a slightly different mobile

hase A, consisting of ACN–0.3 mol/L TBA pH 7.5–0.3 mol/L EDTA
H 7.5–water (2:35:35:28, v/v/v/v) and an increased flow rate of
omolith Performance; (c) Onyx: (1) OTC, (2) �-APOTC, (3) AOTC and (4) �-APOTC.

1.5 mL/min. The gradient program was adapted for each column and
resulted for Chromolith Performance and Onyx in: 0–10 min, 25% of
B (isocratic); 10–25 min, 25 to 75% B (linear gradient); 25–35 min,
75% of B (isocratic) and 35–40 min 75–25% B (linear gradient). The
backpressure at a flow rate of 1.5 mL/min was 36 bar. For Chromolith
Flash a different gradient program was used: 0–10 min, 15% of B
(isocratic); 10–25 min, 15–95% B (linear gradient); 25–35 min, 95%
of B (isocratic) and 35–40 min 95–15% B (linear gradient). Here, the
backpressure was only 22 bar. Using these three columns, three fac-
tors of influence were examined. Firstly, monolithic columns versus
conventional columns, secondly, the influence of column length
(Chromolith Performance versus Flash) and thirdly, the influence
of brand (Chromolith Performance versus Onyx).

The columns were compared based on three criteria: (a) the
analysis speed (retention time), (b) the separation efficiency (appar-
ent number of theoretical plates and plate height) and (c) the
separation quality (resolution).

The most obvious change that was observed for the main
peak is the diminished retention time, and as a result, the total
analysis time using monolithic columns (Table 1). Amongst the
latter, the Chromolith Performance and Onyx showed similar reten-
tion times. A column length reduction (Chromolith Performance
towards Flash) reduces further the analysis time, as expected.

The N value of the Chromolith Performance is similar to
that of the original XTerra RP18 column, but is lower for the

Chromolith Flash (2.5 cm length only) and Onyx. The plate
height (H), is reciprocally proportional to the apparent num-
ber of theoretical plates according to H = L/N with L = column
length. Based on H, the Chromolith columns outperform all other
columns.
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Fig. 4. Isocratic separation of CTC and its impurities on: (a) Zorbax RX-C8; (b) XTerra RP1
(5) ECTC, (6) IsoCTC, (7) CTC, (8) EACTC, (9) ATC, (10) EATC and (11) ACTC.

Table 1
Overview of the chromatographic data obtained for the main peaks for the separation
of tetracycline, oxytetracycline and chlortetracycline from the respective impurities
for each of the investigated columns, including the retention time (tR), apparent
number of plates (N), plate height (H) and the resolution for the critical peak pair
(pair with the lowest resolution) (RS).

Component tR (min) N H (�m) RS

XTerra RP18
TC 16.2 5092 49 1.3
OTC (f.e. imp) 11.1 6850 37 1.7
OTC (s.r. imp) 3.7 4184 60 6.7
CTC (is) 13.4 4202 60 1.2

Zorbax RX
CTC (is) 23.1 4072 61 2.5

Chromolith Performance
TC 9.0 5562 18 1.7
OTC (f.e. imp) 1.4 3697 27 2.4
OTC (s.r. imp) 0.5 4277 23 4.8
CTC (is) 5.4 1152 87 1.1
CTC (grad) 11.3 2298 44 1.4

Chromolith Flash
TC 3.9 1399 18 1.3

Onyx
TC 8.0 2636 38 1.6
OTC (f.e. imp) 1.5 2324 43 2.0
OTC (s.r. imp) 0.5 2487 40 1.7
CTC (is) 4.9 1563 64 1.7
CTC (grad) 11.6 1507 66 1.1

f.e. imp: fast eluted impurities; s.r. imp: strongly retained impurities; is: isocratic
program; grad: gradient program.
8; (c) Chromolith Performance; (d) Onyx: (1) ETC, (2) TC, (3) EDMCTC, (4) DMCTC,

Finally, the quality of the separations was compared using the
resolution (RS). For each pair of peaks, the resolution was calculated.
The lowest value observed on each column is mentioned in Table 1.
It can be seen that the monolithic columns show results similar to
the XTerra RP18.

It can be concluded that, using Chromolith columns, simi-
lar separation can be obtained in less time and at lower back-
pressure.

3.2.2. Oxytetracycline
The OTC mixture was separated according to reference [8].

The conditions include a flow rate of 1.0 mL/min and mobile
phases: ACN–0.25 mol/L TBA pH 7.5–0.25 mol/L EDTA pH 7.5–water
(A) (115:360:160:365, v/v/v/v) for fast eluted impurities and (B)
(340:360:160:140, v/v/v/v) for strongly retained impurities. Gradi-
ent elution showed baseline problems and therefore, two separate
isocratic methods were used, differing solely in the amount of ACN.

Separations of the fast eluted impurities are shown in Fig. 2(a, b,
c) on XTerra RP18, Chromolith Performance and Onyx, respectively.
Similarly, separations of the strongly retained impurities are shown
in Fig. 3(a, b, c). The Chromolith Flash, being too short, resulted in
co-elution of several peaks and was not further used here.

The chromatograms shown for the monolithic columns were
obtained at a flow rate of 4.0 mL/min.
Also here, method optimisation for the monolithic columns was
done, and led to faster separation. The backpressure on XTerra RP18
with a flow of 1.0 mL/min was 154 bar while on Chromolith Perfor-
mance and Onyx it was 68 and 80 bar, respectively, at a flow rate of
4.0 mL/min.
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ig. 5. Gradient separation of CTC and its impurities on: (a) Zorbax RX-C8 column;
6) IsoCTC, (7) CTC, (8) EATC, (9) ATC, (10) EATC and (11) ACTC.

Quantitative results are reported in Table 1. AOTC is unstable
12] and so this peak was not taken into account for resolution. The
alues mentioned in Table 1 result from the resolution between
eaks 1 and 2 in Fig. 3. For OTC also, it can be concluded that, using
onolithic columns, similar separations are obtained in a shorter

ime and at low pressure. The analysis time is shortened by about
factor of 7. Although the flow rate is high, the total mobile phase

onsumption is reduced.
Again, the Chromolith Performance performs better than the

nyx.

.2.3. Chlortetracycline

.2.3.1. Isocratic separation of the CTC mixture. The CTC mixture was
eparated according to Ref. [9] on a Zorbax RX-C8 (25 cm×4.6 mm
.d., 5 �m). The flow rate was 1.0 mL/min and the mobile phase
onsisted of DMSO–1 mol/L perchloric acid–water (500:50:450,
/v/v). A typical chromatogram is shown in Fig. 4a. The peak pair
soCTC–ECTC in peak 5 is not separated and baseline separation
etween this peak and the main peak of CTC is not obtained. The

atter separation is better on a XTerra RP18 column, which also gives
faster elution, as shown in Fig. 4b.

The CTC mixture was then separated on the monolithic columns

nder the same conditions, except that the flow rate was 2.0 mL/min
n the Chromolith Performance (Fig. 4c) and Onyx (Fig. 4d). The
ackpressure on Zorbax RX-C8 and XTerra RP18 was 220 and
26 bar, respectively while on Chromolith Performance it was
6 bar and on Onyx 114 bar. The use of the Chromolith Flash resulted
romolith Performance; (c) Onyx: (1) ETC, (2) TC, (3) EDMCTC, (4) DMCTC, (5) ECTC,

again in co-elution of several peaks and was not further considered.
Fig. 4 and Table 1 show that the conventional columns give a

similar separation, but the XTerra RP18 column is faster.
Again, the monolithic columns are faster but less so than

observed for OTC. In this case, the total mobile phase consumption
is not better than for XTerra RP18.

Contrary to what was observed for TC and OTC, the N values for
Chromolith are not higher than for Onyx.

3.2.3.2. Gradient elution of the CTC mixture. To elute the strongly
retained anhydro derivatives faster and to increase the sensitiv-
ity, gradient elution was used by increasing the % DMSO in the
mobile phase. Fig. 5a shows the chromatogram of a CTC mixture on
a Zorbax RX-C8 column, with flow rate of 1.0 mL/min and mobile
phase: DMSO–1 mol/L perchloric acid–water (A) (450:50:500,
v/v/v) and (B) (700:50:250, v/v/v). The gradient program is as
follows: 0–18 min, 0% of B (isocratic); 18–23 min, 0–40% of B
(linear gradient); 23–28 min, 40% of B (isocratic); 28–33 min,
40–80% of B (linear gradient); 33–43 min, 80% of B (isocratic);
43–48 min, 80–0% of B (linear gradient); 48–60 min, 0% of B
(isocratic).

The chromatographic method was optimised for the monolithic

columns at flow rate of 2.0 mL/min. The mobile phase consisted
of DMSO–1 mol/L perchloric acid–water (A) (225:50:775, v/v/v)
and (B) (700:50:250, v/v/v). The gradient program was as follows:
0–10 min: 20% B, 10–15 min: 70% B, 15–20 min: 90% B, 20–25 min:
0% B.
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Table 2
Overview of the repeatability data expressed as relative standard deviation (R.S.D.,
%) (N = 6) for the separation of oxytetracycline and its impurities. Percentages of
each compound in mixture are given in brackets. The R.S.D. was determined for the
retention time (tR) and the peak area (A) for both Chromolith Performance and Onyx,
according to the methods of fast eluted or strongly retained compounds.

Chromolith Performance Onyx

R.S.D. (tR) R.S.D. (A) R.S.D. (tR) R.S.D. (A)

Fast eluted compounds
EOTC (5.5%) 0.00 0.07 0.55 0.14
ETC (3.8%) 0.65 0.27 0.59 0.26
OTC (86%) 0.00 0.04 0.00 0.17
ADOTC (0.7%) 0.29 4.99 0.29 4.01
TC (4%) 0.33 0.73 0.33 0.47

Strongly retained compounds
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TC (75%) 1.10 1.09 0.85 0.60
OTC (2%) 0.65 0.25 0.00 0.31
-APOTC (15%) 0.46 7.90 0.32 1.15
-APOTC (8%) 0.37 0.41 0.35 0.16

Fig. 5(b) and (c) shows that the analysis time is reduced by
bout 50% and also that the separation of the peaks IsoCTC–ECTC is
mproved. There is no considerable gain in mobile phase consump-
ion.

The plate number is somewhat higher for Zorbax RP.

.2.4. Quantitative aspects
The OTC analysis was selected to determine some quantitative

spects, since it has the shortest analysis time.
The limit of detection (LOD), for OTC, corresponding to a signal

o noise ratio of 3, was determined by injecting reference solutions
ith different concentrations. An LOD value of 9.4×10−5 mg/mL
as found. The limit of quantification (LOQ) was found to be
.0×10−4 mg/mL (6 ng injected), based on a signal to noise ratio
f 10. This is close to the LOQ value reported for XTerra RP18: 3.2 ng
njected [8].

The repeatability of the methods for fast and late eluted impu-
ities was tested by injecting 6 times OTC mixture A and B,
espectively on the Onyx and Chromolith Performance column. The
.S.D. values of the retention time and peak area can be seen in

able 2.

The linearity for OTC was also investigated in the range from 0.03
o 120% (1 mg/mL = 100%). The results found were y = 1.826x + 0.161,
2 = 0.999, nc = 9 and ni = 3 with y the peak area, x the concen-
ration in %, r2 the coefficient of determination, nc the number

[
[
[
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of concentrations studied and ni the number of analyses per
concentration.

These results for repeatability and linearity on monolithic
columns were similar to the results obtained on Xterra RP18 [8].

4. Conclusion

In this study, the transferability of methods, originally devel-
oped on a conventional XTerra RP18 or Zorbax RX column, onto
monolithic columns was investigated for TC, OTC and CTC. While
the conventional columns showed longer analysis times and higher
backpressures, the monoliths showed an increased analysis speed
at lower backpressures while maintaining or even improving the
separation quality. Regardless the higher flow rates, the total mobile
phase consumption did not increase and the sensitivity did not
decrease. As for conventional columns, different brands of mono-
liths (Chromolith Performance and Onyx) gave slightly different
results. For the columns tested, the Chromolith Performance per-
formed somewhat better than the Onyx, but it has to be remarked
that only one specimen of each column was examined in this study
and no data of inter-batch variability were available. The results
with the short Chromolith Flash were good for TC, but poor for
OTC and CTC. This indicates that a minimum column length may be
required for certain separations.

Acknowledgement

E. Adams is a post-doctoral fellow of the Fund for Scientific
Research (FWO)—Flanders, Belgium.

References

[1] K.K. Unger, R. Skudas, M.M. Schulte, J. Chromatogr. A 1184 (2008) 393.
[2] F. Rabel, K. Cabrera, D. Lubola, Am. Lab. 32 (2000) 20.
[3] W. Gao, G. Yang, J. Yang, H. Liu, Turk. J. Chem. 28 (2004) 379.
[4] K. Cabrera, J. Sep. Sci. 27 (2004) 843.
[5] D. Lubola, K. Cabrera, W. Kraas, C. Schaefer, LC–GC Eur. (December) (2001) 2.
[6] K. Cabrera, D. Lubda, H.M. Eggenweiler, H. Minakuchi, K. Nakanishi, J. High Resol.

Chromatogr. 23 (2002) 93.
[7] R. Capote, J. Diana, E. Roets, J. Hoogmartens, J. Sep. Sci. 25 (2002) 399.
[8] J. Diana, G. Ping, E. Roets, J. Hoogmartens, Chromatographia 56 (2002) 313.

[9] J. Diana, L. Vandenbosch, B. De Spiegeleer, J. Hoogmartens, E. Adams, J. Pharm.

Biomed. Anal. 39 (2005) 523.
10] S. El Deeb, L. Preu, H. Wätzig, J. Pharm. Biomed. Anal. 44 (2007) 85.
11] F. Svec, LC–GC Eur. (June) (2003) 24.
12] N.H. Khan, E. Roets, J. Hoogmartens, H. Vanderhaeghe, J. Chromatogr. 405 (1987)

229.



S

S
n

G
a

b

c

a

A
R
R
A
A

K
P
n
C
P
E

1

fi
b
t
c
i
t
p

h
t
n
d
e
a
r
p
b
o
e
i

(

0
d

Talanta 78 (2009) 1211–1214

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

hort communication

elective electrochemical sensing of calcium dobesilate based on the
ano-Pd/CNTs modified pyrolytic graphite electrode

uangzhi Hua,c, Long Chenb,c, Yong Guoa, Shijun Shaoa,∗, Xiaolai Wangb,∗

Key Laboratory for Natural Medicine of Gansu Province, Lanzhou Institute of Chemical Physics, Chinese Academy of Sciences, Lanzhou 730000, PR China
State Key Laboratory for Oxo Synthesis and Selective Oxidation, Lanzhou Institute of Chemical Physics, Chinese Academy of Sciences, Lanzhou 730000, PR China
Graduate School of the Chinese Academy of Sciences, Beijing 100039, PR China

r t i c l e i n f o

rticle history:
eceived 8 October 2008
eceived in revised form 21 December 2008
ccepted 23 December 2008

a b s t r a c t

A new palladium nanoparticle functionalized multi-wall carbon nanotubes (nano-Pd/CNTs) modified
pyrolytic graphite electrode (PGE) has been fabricated for electrochemical sensing of calcium dobesi-
late (CD) in pharmaceutical capsules. The nano-Pd/CNTs were characterized by transmission electron
microscopy (TEM) and X-ray diffraction (XRD). The nano-Pd/CNTs composite showed a strong electrocat-
vailable online 23 January 2009

eywords:
alladium functionalized multi-wall carbon
anotube

alytic property for CD. The anodic peak current is 6-fold than that obtained in bare PGE and the oxidation
potential has an obvious shift to negative. The anodic peak current is proportional to the concentration of
CD in the range of 1.0×10−7 to 7.0×10−4 mol L−1, with a linear relative coefficient r = 0.999 and a detection
limit 4.0×10−8 mol L−1 (S/N = 3). This kind of electrode shows good stability, sensitivity, reproducibility,
large linear range and low detection limit towards electrochemical determination of CD. The proposed

ive an

alcium dobesilate
yrolytic graphite electrode
lectrochemical sensor

method provides a select

. Introduction

As a potent angioprective reagent, calcium dobesilate (CD) was
rstly used for stabilizing blood-retinal barrier in patients with dia-
etic retinopathy from 1970s [1,2]. Now it is also widely applied for
reating peripheral microvascular disease, chronic venous insuffi-
iency and improving blood rheological properties [3,4]. With an
ncreased risk of an adverse effect with CD [5], it is very important
o develop rapid, sensitive and low-cost methods to detect CD in
harmaceutical capsule or body fluid.

Traditional CD determination methods comprise with mainly
igh performance liquid chromatography (HPLC) [6], spectropho-
ometry [7], chemiluminescence [8]. But these detection methods
eed expensive equipment and/or complicated treatment proce-
ure. As an electroactive molecule, CD can also be detected via
lectrochemical method, which is very sensitive, rapid, low-cost
nd potentially used in laboratory and clinic analysis. Yang et al.
eported an electrochemical determination of CD with differential
ulse anodic voltammetry [9]. Song et al. reported a flow-injection

iamperometric direct determination of CD, with a detection limit
f 4.0×10−7 mol L−1 [10]. Unluckily, most conventional solid state
lectrodes show a weak and/or unstable response towards CD. To
mprove the electrochemical response of CD at the electrode sur-

∗ Corresponding authors. Fax: +86 931 8277088.
E-mail addresses: shaoguo@lzb.ac.cn (S. Shao), chenlong2000 1984@126.com

X. Wang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.071
d sensitive electrochemical sensor of calcium dobesilate.
© 2009 Elsevier B.V. All rights reserved.

face, some chemical modified electrodes have been reported for
determination of CD. Wang et al. reported a carbon coated iron
nanoparticles modified glassy carbon electrode for CD determina-
tion in the range of 5.0×10−7 to 1.0×10−5 mol L−1, with a detection
limit 2.0×10−7 mol L−1. But some electroactive substance such as
neurotransmitters, uric acid and ascorbic acid in human fluid, seri-
ously interrupt the accurate determination of CD on this kind of
modified electrode [11]. Zheng et al. developed an ionic liquid-type
carbon paste electrode for determination of CD with a detection
limit 4.0×10−7 mol L−1 [12].

Firstly discovered in 1991, carbon nanotube has various
applications in many fields. Wang and co-workers fixed CNTs
self-assembled on the surface of SiO2 for solid-phase extraction
of biomacromolecular cytochrome c [13]. CNTs were also widely
used as electrochemical sensor for determination of some impor-
tant electroactive biomolecule, such as dopamine [14]. Zhang et
al. developed a poly-o-phenylenediamine and multi-wall carbon
nanotubes composite film modified glassy carbon electrode and
applied it for electrochemical determination of CD in 0.1 mol L−1

H2SO4 [15]. Noble metal nanoparticles (Au, Pt, Ag and Pd) show
novel electrocatalytic property, stability and biocompatibility for
determination of biomolecule. Guo and Li reported electrochemi-
cal synthesis of Pd nanoparticles on functionalized CNTs surfaces

for electrochemical oxidation of hydrazine [16]. Li and co-workers
fabricated a Pd/CNTs modified glassy carbon electrode and applied
it for electrocatalytic oxidation of formaldehyde [17]. To our best of
knowledge, applications of Pd/CNTs to detect CD in clinic medica-
ment have not been reported up to now.
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In the present work, we report a new method for synthesis
f Pd nanoparticles functionalized CNTs (nano-Pd/CNTs) modi-
ed pyrolytic graphite electrode (nano-Pd/CNTs/PGE) for selective
lectrochemical determination of CD. This modified electrode
howed a good electrocatalytic response to CD and was applied
o electrochemical sensing of CD in pharmaceutical capsules, with
atisfactory results.

. Experimental

.1. Chemicals and reagents

Calcium dobesilate was purchased from Juye Lingfeng Chemical
aterials Limited Corporation (Shandong, China). Calcium dobesi-

ate capsules were supplied by Lijun Pharmaceutical Corp. (Xi’an,
hina). Other reagents were analytical grade and dissolved with
edistilled water for use. Prior to each voltammetric experiment,
lectrolyte solution was deoxygenated with nitrogen bubbling for
5 min at room temperature.

.2. Synthesis of Pd/CNTs

High quality multi-wall carbon nanotubes were synthesized by
hemical vapor deposition method using Co/La2O3 as catalyst and
thylene as carbon source in a tubular quartz reactor. The detailed
xperimental procedure is given in our earlier report [18]. A sono-
hemical process was used to treat as-grown CNTs in nitric and
ulfuric acids to create surface functional groups for Pd nanoparti-
les deposition as described previously [19].

Palladium acetate (Pd(OAC)2) was used as the palladium
recursor, and ethanol as both solvent and reducing agent.
olyvinylpyrrolidone (PVP) was also added to the reaction system.
n a typical procedure, 32 mg of Pd(OAC)2 and 78 mg of PVP were
issolved in 30 mL of ethanol, then 200 mg of functionalized CNTs
ere added to the above solution. After ultrasonication of the mix-

ure for 1 h, the reaction mixture was then heated to 60 ◦C in an oil
ath and stirred at this temperature for 5 h to ensure completion
f the reaction. The product was centrifuged, rinsed several times
ith ethanol, and dried for future use.

.3. Preparation of the nano-Pd/CNTs/PGE

10 mg nano-Pd/CNTs were dispersed with the aid of ultrasonic

gitation in 10 mL of N,N-dimethylformamide (DMF) to give a black
uspension. The PG electrode was carefully polished with 1.0, 0.3
nd 0.05 �m alumina powders, then washed successively in 50%
v/v) nitric acid, ethanol and water in an ultrasonic condition, and
hen dried in air. The nano-Pd/CNTs/PG electrode was prepared by

Fig. 1. XRD (A) and TEM image (B) pat
2009) 1211–1214

casting 20 �L of nano-Pd/CNTs suspension on the surface of a PG
electrode and dried under an infrared lamp.

2.4. Apparatus and measurement

Cyclic voltammetry (CV), differential pulse voltammetry (DPV)
and amperometric i–t curve were performed on a CHI660C elec-
trochemical workstation (CHI Instrument Corp. Shanghai) in a
conventional three-electrode cell. A bare PG electrode (Tianjin
Aidahengsheng Technology Corp., Tianjin) or the nano-Pd/CNTs/PG
electrode was used as working electrode. Platinum wire and satu-
rated calomel electrode (SCE) were used as the counter electrode
and reference electrode, respectively. XRD pattern of the sample
was recorded with a PAN alytical X′Pert PRO X-ray diffractometer
with a Ni-filtered Cu K� X-ray source operating at 40 kV and 50 mA.
TEM measurements were carried out on a JEOL JEM-200K trans-
mission electron microscope operated at an accelerated voltage of
200 kV.

3. Results and discussion

3.1. Characterization of nano-Pd/CNTs

Fig. 1A presents the XRD pattern of Pd/CNTs. Characteristic
diffraction peak at 25.8◦ was observed, which corresponds to
the (0 0 2) reflection of graphite [20]. Diffraction peaks were also
observed at 40.0◦, 46.5◦, 68.0◦ and 82.0◦, respectively, which could
be indexed as the (1 1 1), (2 0 0), (2 2 0) and (3 1 1) reflections of
crystalline Pd(0) [21]. Thus, metallic Pd was successfully produced
in the reaction process. Evaluated from the half-peak width of Pd
(1 1 1) diffraction peak, the average size of palladium crystalline
was 8.4 nm in Pd/CNTs nanocomposite. To reveal the detailed struc-
ture of Pd/CNTs nanocomposite, a typical TEM image of Pd/CNTs is
shown in Fig. 1B. It can be observed that well dispersed spherical
Pd nanoparticles were obtained and most of them were anchored
onto the external walls of CNTs. The Pd nanoparticles have a narrow
size distribution ranging from 5 to 10 nm, consistent with previous
XRD results.

3.2. Electrochemical behavior of CD on the nano-Pd/CNTs/PGE

Electrochemistry property of CD on the bare PG electrode and
the nano-Pd/MWNT/PG electrode was studied by CV in 0.1 mol L−1
H2SO4. The bare PG electrode showed a weak electrochemical
response to CD (Fig. 2a). A pair of redox peak of CD (Epa = 0.661 V,
Epc = 0.208 V) was observed, with a separation of 0.453 V. However,
a strong anodic peak (Epa = 0.495 V) and a relative weak cathodic
peak (Epc = 0.452 V) were observed on the nano-Pd/CNTs/PG elec-

tern of Pd/CNTs nanocomposite.
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Fig. 3. (A) DPV curves of the nano-Pd/CNTs/PGE in different concentrations of CD
ig. 2. CV curves of 1.0×10−4 mol L−1 CD at a bare PGE (curve a) and a nano-
d/CNTs/PGE (curve c) in 0.1 mol L−1 H2SO4; Curve b shows cyclic voltammogram of
he nano-Pd/CNTs/PGE in the absence of CD. Scan rate: 100 mV S−1.

rode, with a peak-to-peak separation of 0.043 V. This pair of peaks
isappeared in the absence of CD (Fig. 1B), suggesting this cou-
le of redox peak corresponds to the electrochemical redox of CD.
nd the anodic peak current of CD on the modified electrode is
ix times than that obtained on the bare PG electrode. The above
esults indicate that the nano-Pd/CNTs/PG electrode showed a good
lectrocatalytic response to CD. The probable reason is that Pd
anoparticles and electroactive group on the CNTs can accelerate
he electron transfer between CD and the electrode surface. The
nodic and cathodic peak current is linear with the square root of
he scan rate ranging from 20 to 200 mV s−1, indicating that the
lectrode progress is controlled by diffusion [22].

Cyclic voltammetry was carried out to characterize the effect of
olution pH on redox peak potential of CD on the nano-Pd/CNTs
omposite. It was found that peak potential shifted negatively with
he increase of solution pH, indicating that protons take parting in
he electrode reaction process [11]. The redox peak potentials of
D was proportional with the solution pH in the range of 1.0−6.0.
he linear regression equations were Epa(V) = 0.529–0.047 pH and
pc(V) = 0.516–0.067 pH, with the correlation coefficient 0.998 and
.999, respectively, demonstrating that the electrode process is
qual proton–electron transfer. As a reversible electrochemical
eaction [23]: |Ep−Ep/2|= 2.3RT/nF, the electron transfer number
as calculated to be approximately 2 in this study. So the probable

lectrochemical mechanism is as follows (Scheme 1).
Stored in the 0.1 mol L-1 PBS (pH 7.0) after every experiment, the

odified electrode was used for DPV determination of CD once a
ay at the same operation conditions. The anodic peak current of
D did not change for at least 12 weeks. This result shows good
tability and reproducibility of the nano-Pd/CNTs/PGE.
.3. Electrochemical determination of CD

Determination of CD concentration using the nano-Pd/CNTs
odified electrode is performed by DPV. Fig. 3A depicted the DPV

cheme 1. The redox mechanism of calcium dobesilate on the nano-Pd/CNTs/PGE.
(a→h: 0, 5, 10, 30, 50, 70, 90, 110×10−6 mol L−1), (inset) the plot of peak currents
vs. CD concentration; (B) amperometric response of the nano-Pd/CNTs/PGE to the
successive additions of 10 �L 1.0×10−2 mol L−1 CD in 10 mL 0.1 mol L−1 H2SO4 at an
applied potential of 0.5 V, stirring speed: 300 rpm.

curves of different concentration CD at the nano-Pd/CNTs/PG elec-
trode in 0.1 mol L−1 H2SO4. The results showed that anodic peak
current was proportional to the concentration of CD in the range of
1.0×10−7 to 7.0×10−4 mol L−1, the linear equation is obtained:

ICD (10−6A) = 0.384+ 0.223CCD (10−6 mol L−1)

with a linear relative coefficient r = 0.999 and a detection limit
4.0×10−8 mol L−1 (S/N = 3).

Fig. 3B shows an amperometric response in oxidation currents
caused by adding CD to 0.1 mol L−1 H2SO4. The response current
was measured at the potential of 0.5 V in a stirred 10 mL solution,
and 10 �L 1×10−2 mol L−1 CD was added every time. The nearly
equal current steps for each addition of CD demonstrated stable and
efficient catalytic activity of the nano-Pd/CNTs composite. A linear
relationship between CD oxidation currents and concentration was
obtained from 5.0×10−7 to 6.0×10−4 mol L−1. The linear equation
is also obtained:

ICD (10−6A) = 0.0285+ 0.951CCD (10−5 mol L−1)
with a linear relative coefficient r = 0.999, and the detection limit is
2.0×10−7 mol L−1 (S/N = 3).

Some possible interfering substances were investigated. Glu-
cose, lactose and starch are non-electroactive molecules and have
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ig. 4. DPV curves of 2.0×10-4 mol L−1 CD on the nano-Pd/CNTs/PGE successively
dding 1.0×10−4 mol L−1 UA (b), 1.0×10−3 mol L−1 AA (c) and 1.0×10−4 mol L−1 DA
d); curve a is the DPV record of the blank solution.

o interference for accurate determination of CD. As uric acid
UA), dopamine (DA) and ascorbic acid (AA) are also electroactive

olecules that coexist in a biological system, and can be oxidized at
he near oxidation potential of polyphenol compounds CD on bare
olid electrodes. Therefore, it is important to eliminate the interfer-
nce of UA, DA and AA in order to conduct exact CD determination in
hysiologic condition. Fig. 4 shows that the nano-Pd/CNTs modified
lectrode resolved the mixed DPV response into three well-defined
nodic peaks at potentials 0.225, 0.433 and 0.635 V corresponding
o the oxidations of AA, CD, and UA, respectively. The peak-to-peak
eparation of them is over than 0.2 V, illustrating that UA and AA
ave no any interference for determination of CD. While the oxi-
ation peak of DA appears at 0.514 V, and experiment results show
hat 20-fold DA has no interference for accurately detecting CD. The
nfluence of other non-electroactive substances on the CD peak cur-
ents was also investigated, and no interference was found to occur
n the presence of the following ions: 1000-fold K+, Na+, NH4

+, Mg2+,
a2+, SO4

2−, Cl−, Br−, with a deviation below 5%. Both sensitive and
electivity of the proposed method have an obvious improvement
o the latest reports [11,15].

In order to evaluate the validity of the proposed method, con-
ents of 30 hard capsules were emptied, weighed and carefully
ixed. A portion of the powder equivalent to 500 mg CD was
ccurately weighed, dissolved into 10 mL H2SO4 (0.1 mol L−1) and
eparated with a centrifugal machine. Further dilution was also per-
ormed with 0.1 mol L−1 H2SO4 to reach the calibration range of
D. A standard addition was used for CD concentration determi-

[
[

[

[

2009) 1211–1214

nation in pharmaceutical capsules. The recoveries were 98–102%,
with a relative standard deviation (R.S.D) lower than 1.5% (results
not shown). The proposed method was also used for CD determina-
tion in urine. The recoveries of the samples solution of the different
concentrations of CD were between 97% and 101%, with R.S.Ds lower
than 2.4%, illustrating that the proposed method is reliable for CD
determination in human urine.

4. Conclusion

A novel Pd nanoparticles functionalized CNTs modified pyrolytic
graphite electrode have been fabricated for investigating elec-
trochemical behavior of calcium dobesilate. The nano-Pd/CNTs
composite exhibited dramatically electrocatalytic activity for
calcium dobesilate. The results of DPV and amperometric deter-
mination indicate the feasibility of using the proposed electrode
for electrochemical sensing of calcium dobesilate in pharmaceuti-
cal formation. Uric acid, ascorbic acid and 20-fold dopamine do not
interfere to accurate determination of CD, illustrating the modified
electrode can potentially be applied to detect calcium dobesilate in
body fluid, which is under investigation.
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a b s t r a c t

The article presents a novel strategy for a sensitive investigation of the interaction between acetyl-
cholinesterase (AChE) and its small molecular carbamate inhibitors. Two carbamate inhibitors with
different ether linkages and the terminal lipoate were synthesized and labeled with gold nanoparti-
cles (AuNPs). With the signal amplification of AuNPs, the specific interactions between the AuNPs labeled
eywords:
old nanoparticles
urface plasmon resonance
ignal enhancement
cetylcholinesterase

carbamate inhibitors (ALC1 and ALC2) and the immobilized AChE on sensor chip surface were readily
examined. The detection sensitivities of ALC1 and ALC2 were 176 and 121 m◦/nM, respectively, with the
detection limits of 7.0 and 12 pM at a signal-to-noise ratio of 3. The association/dissociation constants
for the binding interaction between carbamate inhibitors and AChE were reported for the first time. The
affinity constants were estimated to be 3.13×106 and 6.39×105 M−1 for ALC1 and ALC2 respectively. This
AuNPs labeling strategy is versatile and may be applicable for the direct or competitive SPR kinetic assay

n sm
arbamate inhibitors of the interaction betwee

. Introduction

Over the last two decades, surface plasmon resonance (SPR) sen-
ors have been extensively applied for the study of intermolecular
nteractions [1,2], drug hit identification and lead discovery [3,4], as

ell as the detection of chemical and biological analytes related to
nvironmental monitoring, food safety and medical diagnostics [5].
he SPR measures changes in refractive index and which are pro-
ortional to mass accumulation near the sensor surface; therefore
ny increase of the mass accumulation on the sensor surface will
esult in a SPR signal intensity [6]. In the target-based drug candi-
ate screening, small molecular candidates in solution are allowed
o flow over the sensor surface immobilizing with receptor pro-
eins such as enzymes for achieving a direct real-time and label-free
inetic measurement. With the improvement of SPR instrumen-
al performance [7], special experiment design is still demanded
or obtaining acceptable signals for kinetic analysis, which may
e achieved by injecting of a relatively high concentrated analyte
olution and employing a sensor surface with a relatively high bind-
ng capacity [8]. However, the sensing and kinetic analysis of low
olecular weight (LMW) molecules by SPR is generally difficult in
he cases of low concentration of LMW molecules and low binding
apacity of SPR sensor chip without the extension such as dextran
ayer used in Biacore techniques [9].

∗ Corresponding author. Tel.: +86 27 67867635; fax: +86 27 67867141.
E-mail address: adzhang@mail.ccnu.edu.cn (A. Zhang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.018
all molecule inhibitors and their target proteins with a high sensitivity.
© 2009 Elsevier B.V. All rights reserved.

The process in the pesticide discovery possesses the similar pat-
tern as that in the drug discovery [10]. The SPR technique in drug
hit identification and lead discovery is applicable to the pesticide
discovery. According to our knowledge, at present there is no report
concerning the SPR application for the pesticide-like hit identifica-
tion, lead optimization and screening. The causes possibly lie in two
aspects: (1) pesticide-like compound screening conventionally is
very convenient with conducting in vivo tests on whole organisms
or in vitro tests on target proteins with fluorescence or other spec-
troscopic methods [11,12]; (2) well-known pesticide target proteins
are usually in complicated polymeric forms with high molecular
weight, the direct assay of small pesticide-like compounds with
SPR may become impractical. For example, the common and com-
mercial available acetylcholinesterase (AChE) from Electrophorus
electricus (electric eel) has a molecular weight 480 kDa, with a
tetramer composed of four equal subunits of 70 kDa each [13]. The
immobilization of this kind of enzyme proteins on a sensor chip may
result in a low binding capacity and hence a weak SPR response for
the small molecule assay, and the quality of kinetic data will become
deteriorated.

Since the kinetic data is more meaningful than affinity data [14],
high quality of kinetic data obtained with SPR measurements will
be very helpful in the pesticide discovery. Actually there is another

SPR assay methodology that may circumvent this difficulty in the
direct SPR kinetic assay: the surface competition assay (SCA) [15]. In
SCA, the target protein is immobilized to the sensor surface, while
the mixture solution of a known large binder and the compound
to be screened is injected for a competitive binding to the target,
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hus the competitive kinetic can be acquired [16]. In principle, for
he surface competition assay, the known large binder with a high

olecular weight or a refractive index enhancing tag will result in
SPR kinetic signal with a pronounced sensitivity.

Despite the utility of biological macromolecules as the large
inder, the use of gold nanoparticles (AuNPs) labeled small
olecules may be an alternative for the surface competition assay.

ctually, SPR immunosensors of AuNPs labeled small molecules
ave been extensively studied [17,18]. Recently, with the combina-
ion of AuNPs labeling and the replacement assay, highly sensitive
etection of label-free small molecular d-galactose was reported
19]. The amplification mechanism of AuNPs enhanced SPR is the
ncreased apparent mass of the analyte tagged with AuNPs and the
oupling of the localized surface plasmon of AuNPs with the prop-
gating plasmon on the SPR gold surface [20]. At present, AuNPs
abeling has not been applied to a quantitative or kinetic assay of
MW analytes in solution through the enzyme-based SPR biosen-
ors with respective to the drug or pesticide discovery.

N-Methyl carbamate insecticides target AChE and have been
idely used in homes, gardens and agriculture [21]. Highly sensitive

ssay and screening of N-methyl carbamate insecticides are desired
or environmental and health perspectives as well as the drug and
esticide discovery. Since the active site of AChE is accessed by
deep and narrow gorge [22], the N-methyl carbamate group is

inked to the lipoate moiety with two different long ether linkages,
ollowed by the terminal lipoate moiety (4a and 4b in Fig. 1). 4a
nd 4b with the terminal lipoate are capable of tagging with a gold
anoparticle to form the expected two AuNPs labeled N-methyl
arbamates (ALC1 and ALC2). In our work, AChE is immobilized on
he 11-mercaptoundecanoic acid (MUA) self-assembly monolayer
hrough amide bond. When the solutions of ALC1 and ALC2 are
llowed to flow over the AChE modified SPR sensor chip surface,
PR angles are intensively changed (Fig. 2), and the binding kinetic
ata as well as the detection sensitivity can be obtained simultane-
usly. With this in hand, it is possible to employ this platform for
he competitive kinetic assay of any small molecular target-directed
nhibitor in a high sensitivity.

. Experimental

.1. Reagents

Acetylcholinesterase (Type C3389, 500 U mg−1 from elec-
ric eel), 11-mercaptoundecanoic acid, bovine serum albumin
BSA), 2,2′-(ethylenedioxy)bis(ethylamine) and 4,7,10-trioxa-
,13-tridecanediamine were purchased from Sigma–Aldrich (St.
ouis, USA) and used as received. HAuCl4·4H2O (Au% > 48%)
as obtained from TreeChem. Co. (Shanghai, China). N-Methyl

arbamates with ether spacers of different lengths and the ter-
inal lipoate moiety were synthesized in our lab (4a and 4b in

ig. 1). The synthetic steps are available in the Supplementary
ata part. Potassium ferrocyanide, potassium ferricyanide,
hosphate buffer saline (PBS, pH 7.2), 1-hydroxybenzotriazole
HOBt), N,N′-dicyclohexylcarbodiimide (DCC), 1-ethyl-3-(3-di-

ethylaminopropyl carbodiimide) hydrochloride (EDC) and other
eagents used were of analytical reagent grade. All aqueous solu-
ions were prepared with deionized (DI) water, purified with a

illi-Q system (Millipore).

.2. Apparatus
UV–vis absorption spectra of citrate-capped AuNPs and AuNPs
abeled carbamate inhibitors (ALC1 and ALC2) were obtained on an
ltraviolet–visible spectrophotometer (Hitachi UV 3310, Japan). The
can wavelength region was from 200 to 700 nm with the interval of
(2009) 1036–1042 1037

0.5 nm. Contact angles of water on the sensor chip surface at each
modification step were measured with a semi-automatic contact
angle meter (OCA20, Dataphysics, Germany)

The Autolab SPR system integrated with an electrochemical
workstation: Autolab III/FRA (Echo Chemie B.V., The Netherlands)
was used in this work. Briefly, the experimental setup was based
on the Kretschmann optical configuration and used a monochro-
matic p-polarized laser (� = 670 nm) as the light resource. The laser
light was directed through a hemicylindrical glass prism onto the
gold film. The incidence angle (�SPR) was obtained by measuring
the intensity of reflected light with a photodiode detector among
a dynamic range of 4000 m◦ (4◦). The sensor chip with a 50-nm
thick gold layer and a 5-nm titanium sublayer as the adhesive layer
on glass was attached to the prism using an index-matching oil
(nd

25◦C = 1.518). Binding curves were acquired and processed with
the associated software.

The cuvette in the Autolab SPR instrument contains a three-
electrode system and allows for the simultaneous electrochemical
measurement. The sensor chip, used as the working electrode (actu-
ally electrochemical working area is 2 mm in diameter), was placed
on the prism with the index-matching oil and covered with the
cuvette. A platinum electrode and a solid Ag/AgCl electrode were
used as the counter electrode and the reference electrode, respec-
tively. The electrochemical experiments were conducted with the
Autolab III/FRA.

In order to eliminate any possible contamination, the sensor
chip was cleaned by dipping into the Piranha (H2SO4/H2O2, 7:3,
v/v) solution for 3 min, followed by the hydrogen plasma treat-
ment (Harrick plasma cleaner, PDC-32G, USA). The sensor chip was
washed with water and ethanol after each cleaning step and dried
with a nitrogen stream.

2.3. Preparation of colloidal AuNPs and labeling to N-methyl
carbamates

The colloidal AuNPs was prepared according to the chemical
reduction method [23]. Briefly, 100 mL of 0.01% (w/v) HAuCl4·4H2O
was brought to a boiling, and then 2.0 mL of 1% (w/v) aqueous
trisodium citrate was added under vigorous stirring. The color
changed to brick-red within a few minutes. The volume was
adjusted to 10 mL with pure water, and the concentration of col-
loidal AuNPs was 480 mg/L. The dispersion was allowed to cool
and filtered through a 0.2-�m pore size nylon bottle-top filter sys-
tem. After characterization with UV–vis spectroscopy, the aqueous
solution was diluted into suitable concentrations for the labeling
experiments.

N-Methyl carbamates (4a and 4b) were dissolved in ethanol in
a proper concentration and slowly added dropwise with an addi-
tional funnel to the AuNPs solution at an optimized concentration
24 mg/L with vigorous magnetic stirring. After addition, the mixture
solution was kept in a dark place at room temperature overnight,
and then centrifuged at 1200 rpm for 10 min. The deposit was
collected and re-suspended with PBS. After characterization with
UV–vis spectroscopy, the solutions of AuNPs labeled N-methyl car-
bamates (briefly ALC1 for 4a and ALC2 for 4b, respectively) were
ready for use.

2.4. Electrochemical characterization of the modification of SPR
sensor chips

At each step for the modification of SPR sensor chip, the sensor

chip was placed on the prism with the mach oil and covered with
the cuvette. The cuvette was charged with a 0.1-M KCl solution con-
taining 10 mM K4Fe(CN)6 and 10 mM K3Fe(CN)6. Voltammograms
were recorded by the voltage sweep between −0.2 and +0.6 V with
a sweep rate 0.1 V/s. The impedance spectra were recorded from
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Fig. 1. The synthetic route of N-methyl carbamates with ether spacers of different lengths and the terminal lipoate moiety (4a and 4b).

Fig. 2. Schematic illustration of the SPR biosensor based on AuNPs signal enhancement.
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00 kHz down to 100 mHz frequency, with the AC amplitude of
mV.

.5. Real-time monitoring the preparation of the AChE modified
ensor chip and its interaction with AuNPs labeled carbamate with
PR

The cleaned sensor chip was immersed in the 1 mM MUA solu-
ion overnight at room temperature. The MUA modified sensor chip
as rinsed with ethanol and water for the removal of the residual
UA molecules, followed by drying with a nitrogen stream. Then

he sensor chip was mounted on the SPR prism with the matching
il and covered with the cuvette. 50 �L of the mixture of 200 mM
DC and 50 mM NHS in PBS was injected into the cuvette for 10 min
o activate the terminal carboxyl group of MUA. Afterward, 50 �L
f 0.004 mg/mL AChE in pH 7.2 PBS was injected onto the acti-
ated MUA self-assemble layer to reach an AChE loading response
f 120 m◦. The remaining active sites on the AChE/MUA sensor chip
urface were blocked by injection of 50 �L of 1.0 M ethanolamine
n PBS (pH 8.5) for 10 min. All the mentioned procedures were fol-
owed by rinsing with PBS solution.

To investigate the interaction of modified AChE on sensor chip
ith ALC1 or ALC2 in solution, 50 �L of the corresponding PBS solu-

ion of ALC1 or ALC2 with a proper concentration was injected in the
uvette, and the solution was kept in contact with the AChE immo-
ilized sensor chip for association for 10 min. Then the solution was
rained out with a peristaltic pump and a 50-�L PBS solution was

njected for the dissociation measurement. These procedures were
ontrolled with a self-edited semi-automatic program sequence,
nd the association and dissociation curves were acquired and pro-
essed with the associated software.

. Results and discussion

.1. UV–vis characterization of colloid AuNPs and labeling to

-methyl carbamates (4a and 4b)

The reduction of chloroauric acid with citrate salt in aqueous
olution is a conventional method for the preparation of colloid

ig. 3. The UV–vis spectra of 24 mg/L AuNPs (a), ALC 1 (24 mg/L AuNPs) (b) and
-methyl carbamates 4a (c).
(2009) 1036–1042 1039

AuNPs with definite particle shapes and sizes. In this respect, the
reduction was conducted at a 1:3 chloroauric/citrate molar ratio,
colloid AuNPs with the mean diameter of 15 nm in suspension was
obtained, and exhibited a surface plasmon absorption maximum at
520 nm, which was similar to other reports [24,25]. Fig. 3a shows
the typical maximum absorption of the colloid AuNPs with citrate
shell, corresponding to the mean diameter 15 nm. The colloid AuNPs
solution was diluted to 24 mg/L with PBS buffer and the final molar
particle concentration was estimated to be ca 1.2 nM, based on the
AuNP diameter 15 nm.

AuNPs with citrate shell is very stable and can be used for deriva-
tization with various alkylthiol derivatives by the ligand exchange
[26]. Herein, the citrate-capped AuNPs was further functionalized
by the carbamate 4a and 4b with the citrate–carbamate exchange
to form the expected ALC1 and ALC2. A ligand exchange reaction
using AuNPs:carbamate in 1:1 molar ratio was employed to achieve
monovalent ALC1 and ALC2. The suspensions of ALC1 and ALC2 in
PBS buffer were found stable enough and showed a similar surface
plasmon absorption maximum centered at 520 nm (for example,
Fig. 3b for ALC1), indicating that the functionalized AuNPs retained
its own physicochemical properties without aggregation. The peak
at around 288 nm is the instinctive absorption of the corresponding
carbamate group in 4a (Fig. 3c).

3.2. Characterization of modified SPR sensor chips with contact
angle measurements and electrochemistry

Immobilization of enzymes through the covalent attachment
to the terminal carboxyl group of an alkylthiolate self-assembled
monolayer (SAM) on naked gold films is a general procedure for the
construction of a SPR sensor chip. The step-by-step construction
can be monitored with various analytic techniques including the
contact angle measurement, cyclic voltammetry and impedance.
The stepwise construction stages are associated with changes in
hydrophobic/hydrophilic nature of the surface as well as the dif-
ferent electrochemical barriers. In this study, the average contact
angle values were 70◦ for bare gold disk, 48◦ for MUA/Au and 38◦

for AChE/MUA/Au, indicating the formation of MUA SAM with the
terminal hydrophilic carboxyl groups, and the subsequent highly
hydrophilic feature of AChE protein on the sensor chip surface.

Cyclic voltammetry is a versatile technique for monitoring the
construction of enzyme biosensor and for investigating the inter-
action between the enzyme and its binding partner with the utility
of [Fe(CN)6]3−/4− redox probe [27]. As shown in Fig. 4, the forma-
tion of the MUA SAM (Fig. 4b) on the sensor chip brings about
a substantial decrease in the electrochemical reactivity for the
probe molecules, comparing with that of the bare gold electrode
(Fig. 4a). This obvious electrochemical blocking effect comes from
the negatively charged surface of MUA modified electrode in buffer
solution at pH 7.2, which retards the approach of the same nega-
tively charged [Fe(CN)6]3−/4− to the surface and hence the electron
exchange with the electrode. The almost total block of the electron
transfer between ferricyanide and the electrode indicates a dense
package of MUA monolayer on the gold electrode.

After the immobilization of AChE, however, the voltammetric
response (Fig. 4c) of AChE/MUA/Au displays an obvious increase,
comparing with that of MUA/Au (Fig. 4b). This is probably attributed
to the presence of AChE on the MUA interface, which lowers the sur-
face negative charge density of the MUA monolayer and allows the
negative charged ferricyanide easier to penetrate the AChE/MUA/Au
interface and then access the electrode surface for the occurrence

of the electrode reaction [28]. Further binding of the AuNPs labeled
N-methyl carbamate (ALC1 or ALC2) to the immobilized AChE leads
the formation of the ALC/AChE/MUA/Au interface, which shows
a still increase in current response for ALC1 (Fig. 4d) and ALC2
(Fig. 4e), comparing to that of AChE/MUA-Au (Fig. 4c). The still
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ig. 4. Cyclic voltammograms of bare Au (a), MUA/Au (b), AChE/MUA/Au (c),
LC1/AChE/MUA/Au (d) and ALC2/AChE/MUA/Au (e) in 10 mM [Fe(CN)6]3−/4− .

ecrease in the redox barrier for ferricyanide may be attributed to
he conductive effect of AuNPs resided on the surface [29]. This also
emonstrates the firm adsorption resulted from the specific inter-
ction between AChE and the ALC1 or ALC2, because AuNPs with
he citrate shell alone cannot produce this pronounced conductive
ncrease in the electrode reaction.

The stepwise assembly of the SPR biosensor and further
inding of ALC1 or ALC2 were also confirmed by impedance
pectroscopy. Fig. 5 shows the Nyquist plots of the electrochemical
mpedance spectra for the stepwise assembly stages on sensor
hip surface. The charge-transfer resistance (Rct) changes in the

ollowing order: naked Au film (253 �) < ALC1/AChE/MUA-
u (655 �) < ALC2/AChE/MUA-Au (854 �) < AChE/MUA-Au
1154 �) < MUA-Au (10870 �), which is well consistent with
he results of cyclic voltammetry, indicative of the different con-
uctivity for the redox probe ferricyanide. The slight difference

ig. 5. Complex plane impedance plots of bare Au (a), MUA/Au (b), AChE/MUA/Au
c), ALC1/AChE/MUA/Au (d) and ALC2/AChE/MUA/Au (e) in 10 mM [Fe(CN)6]3−/4− .
(2009) 1036–1042

in Rct between ALC1 and ALC2 is probably attributed to the
different chain lengths of the molecules between the lipoate and
the N-methyl carbamate moiety.

3.3. SPR evaluation of interaction between AChE and AuNPs
labeled carbamates

In a competitive kinetic assay with the SPR technology, a one-
to-one binding model for the known binder to its target is a
prerequisite for the simplified kinetic analysis. The utility of AuNPs
tagged small molecules as a competitive binder implies that each
AuNPs should be functionalized with just one small molecule, i.e.,
a monovalent binder. In this regard, ALC1 or ACL2 was obtained by
the citrate–carbamate exchange of AuNPs at a fixed concentration
24 mg/L (1.2 nM) with 4a or 4b at varying concentrations from 0.2
to 1.2 nM. The up limit 1.2 nM of 4a or 4b was chosen to avoid the
formation of multivalent ALCs and simplify the kinetic assay of its
binding to the immobilized AChE [30]. The choice of the fixed AuNPs
concentration 24 mg/L was obtained by the following optimization:
AuNPs at varying concentrations from 4.8 to 48 mg/L was function-
alized with 4a at a fixed concentration 0.6 nM and its binding to
the immobilized AChE was monitored by SPR. A maximum SPR
response was obtained for the carbamates functionalized AuNPs
at 24 mg/L.

Nonspecific adsorption of AuNPs onto proteins has been consid-
ered as a crucial factor for achieving its applications in many fields
[31]. In our case, the AuNPs with the citrate shell and the ALC1 or
ALC2 with the above mentioned optimization did not show a signif-
icant nonspecific adsorption on the protein BSA modified surface at
the PBS buffer pH 7.2, which was clearly demonstrated by the SPR
measurement.

For the kinetic assays of 4a and 4b binding to the immobilized
AChE, the solutions with different concentrations of 4a or 4b that
labeled with a fixed concentration of 24 mg/L AuNPs, which were
injected on AChE modified SPR chip surface for 10 min. The SPR
angle shifts for ALC1 are 21, 83, 112 and 180 m◦ at varying concen-
trations of 4a from 0, 0.1, 0.2 and 0.6 nM (Fig. 6b–e). It is worthy

mentioning that 0.6 nM of 4a without AuNPs labeling did not cause
a perceptible SPR angle shift (Fig. 6a). The SPR angle shift 21 m◦

(Fig. 6b) for AuNPs without 4a can be attributed to two facets: (1)
the existence of nonspecific absorption of AuNPs to the immobi-

Fig. 6. SPR sensorgrams of ALC1 binding to AChE: 0.6 nM 4a without AuNPs (a); 0,
0.1, 0.2 and 0.6 nM 4a with 24 mg/L AuNPs (b–e).
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ig. 7. SPR sensorgrams of ALC2 with AChE: 0.6 nM 4b without AuNPs (a); 0, 0.1, 0.2
nd 0.6 nM 4b with 24 mg/L AuNPs (b–e).

ized AChE protein [32]; (2) the existence of AuNPs in the solution
ear to the sensor chip surface, and hence the coupling of the local-

zed surface plasmon of AuNPs with the propagating plasmon on
he SPR gold surface [20]. Thus with the AuNPs labeling, the suspen-
ion of 0.6 nM 4a (molecular weight 513 Da) resulted in a SPR angle
hift 180 m◦. A similar binding pattern for the suspensions with 4b
arious concentrations (0, 0.1, 0.2 and 0.6 nM) was also obtained
Fig. 7b–e), and the suspension with 0.6 nM 4b (585 Da) resulted
n a SPR angle shift 144 m◦. These angle shift values were obtained
y subtracting the angle shift of AuNPs without 4a or 4b. By fitting
he binding curves in Figs. 6 and 7 with a 1:1 binding model, the
ssociation constants (ka) of 4a and 4b are found to be 1.46×105

M S)−1and 7.73×104 (M S)−1, and their dissociation constants (kd)
o be 4.66×10−2 and 1.21×10−1 s−1, respectively. Thus the affin-
ty constants (KA) of 4a and 4b are estimated to be 3.13×106 and
.39×105 M−1, respectively.

Insecticide carbamates inhibit AChE by binding to the serine
esidue in the active site, with the inhibition proceeds of the forma-
ion of a reversible Michaelis complex followed by the irreversible
cylation of the serine residue [33]. The dissociation constants
D values, obtained by the spectroscopic measurement of the
ydrolytic rate of the substrate p-nitrophenyl acetate, were located
round 10−6–10−7 M−1 for different carbamates [34], correspond-
ng to affinity constants around 105–107 M−1. The affinity data of
a and 4b are located in this region. On the other hand, the in
ivo insecticidal activity test showed that 4a possessed a stronger
nsecticidal potency against Rhopalosiphum pseudobrassicae than
b, coinciding with the affinity constants of 4a and 4b obtained

n our SPR analysis.

.4. SPR determination of inhibitors concentrations using AuNPs
or signal enhancement

The highly sensitive SPR kinetic assay employing the AuNPs
abeling leads us to achieve a quantitative detection of N-methyl
arbamates with the lipoate moiety, by using various concentra-
ions of 4a and 4b, labeled with a fixed amount of AuNPs, such

s 24 mg/L. Interestingly, different maximum SPR angle shifts can
e obtained. Fig. 8 shows the linear plot of maximum SPR angu-

ar shifts versus the concentrations of N-methyl carbamate 4a and
b. The linearity range for 4a is 0.01–1.0 nM with a sensitivity of
76 m◦/nM (Fig. 8a), whereas for 4b the linearity region is located
Fig. 8. AChE-based SPR detection of different concentrated N-methyl carbamates 4a
(a) and 4b (b) with 24 mg/L AuNPs labeling.

in the range from 0.02 to 1.2 nM with a sensitivity of 121 m◦/nM
(Fig. 8b). The detection limits of 4a and b are estimated to be 7.0
and 12 pM respectively at a signal-to-noise ratio of 3. Comparing
with other types of AChE biosensors for the AChE inhibitor analy-
sis, this AuNPs labeling method is more sensitive and has a much
lower detection limit [35,36].

4. Conclusions and prospect

The increasing applications of gold nanoparticles have been seen
in the conventional SPR analysis for highly sensitive detection of
small molecules through the antigen–antibody technique. Tagging
of gold nanoparticles to small molecules as the large binders for
achieving a sensitive SPR kinetic assay in the direct or competitive
format may have an important application for the hit or lead iden-
tification in pesticide and drug discovery. This methodology will
circumvent the limit of detection (LOD) in the conventional and
direct SPR kinetic assay, and be easy to build a desired competitive
binder with an enhanced SPR response.

We have shown the strategy for the utilization of AuNPs labeled
small molecules for the direct kinetic analysis with the SPR. The
strategy is certainly able to circumvent the LOD drawback in a
conventional SPR measurement in some special cases. More impor-
tantly, if this strategy were used in the surface competitive kinetic
assay [15], two advantages would be obvious: (1) easy building
of a desired AuNP labeled small molecule as the large competi-
tive binder; (2) convenient SPR kinetic assay with a great signal
enhancement through the combination of the increased binder
mass and the coupling of the localized surface plasmon of AuNPs
with the propagating plasmon on the SPR gold surface [20].

Nevertheless, there are several key factors that should be con-
sidered carefully for the application of the AuNP labeling strategy
in the direct kinetic assay or in the indirect surface competitive
kinetic assay. These factors include the AuNPs stability, monova-
lent functionalization method, nonspecific adsorption to proteins,
as well as experimental parameter optimization in the SPR assay.
Recently, the issue concerning the nonspecific interaction of AuNPs

has attracted a great attention. Poly(ethylene glycol) (PEG) mono-
layer protected nanoparticles for eliminating nonspecific binding
with biological molecules and the multivalent functionalization of
AuNPs for targeted drug delivery are more attractive [37]. Appli-
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a b s t r a c t

A simplified, easily performed persulfate digestion method has been developed to process a large number
of water samples for routine determination of total dissolved phosphorus. A neutral potassium persulfate
solution (5%, w/v, pH ∼6.5) is added to the samples (at 10 mg potassium persulfate per mL of sample),
which are then digested at 90 ◦C in an oven for 16 h. This method does not require pH adjustment after
digestion because neither an acid nor a base is added to the samples prior to digestion. The full color of
phosphoantimonylmolybdenum blue from the digested samples develops within 8 min. Compared with
the autoclave method, digestion at sub-boiling temperatures in an oven is safer, and a large number of
samples can be heated overnight requiring no constant monitoring. The apparent molar absorptivity (ε)
of nine organic phosphorus compounds and two condensed inorganic phosphates ranged from 1.17×104

4 −1 −1
ersulfate oxidation
H
ample matrix
pectrophotometry

to 1.82×10 L mol cm in both distilled water and artificial seawater matrixes. The average recovery
of these phosphorus compounds was 94±11% for the DIW matrix and 90±12% for the ASW matrix. No
significant difference in molar absorptivity was observed between the undigested and digested phos-
phate, especially in the seawater matrix. It is, therefore, suggested that a phosphate solution be directly
employed without digestion as the calibration standard for routine determination of total dissolved phos-
phorus. This method was used to study the spatial distribution of total dissolved phosphorus in the surface

waters of Florida Bay.

. Introduction

Phosphorus is an essential nutrient for life on earth and occurs
n soil, sediment, water, and organisms. An excess of phospho-
us, however, can cause eutrophication of natural waters, which
as become a worldwide environmental problem [1,2]. While
rthophosphate (IP), the most frequently measured form of phos-
horus, is considered to be the only form directly available and
apidly assimilated by bacteria, algae [1], and plants [2,3], the role
f organic phosphorus in different ecosystems is still the subject of
ntensive study [4–8]. This is partly due to a lack of reliable organic
hosphorus data because of the complex procedures involved

n determining total dissolved phosphorus from which dissolved

rganic phosphorus is calculated by difference [5,9,10].

Although Inductively Coupled Plasma Optical Emission Spec-
roscopy (ICP-OES) has been used to directly determine total
issolved phosphorus in soil extracts and runoff water [11–13],

∗ Corresponding author at: CIMAS, Rosenstiel School of Marine and Atmospheric
cience, University of Miami, Miami, FL 33149, USA. Tel.: +1 305 361 4551;
ax: +1 305 361 4447.

E-mail address: xiaolan.huang@ymail.com (X.-L. Huang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.029
© 2009 Elsevier B.V. All rights reserved.

its sensitivity is not suitable for measuring low levels of total
dissolved phosphorus in natural waters. Currently, spectropho-
tometry is the most common method used for determining total
dissolved phosphorus, which requires organic phosphorus to be
broken down to dissolved phosphate through digestion [14,15]. Sev-
eral methods, including fusion, dry ashing, and boiling samples in
perchloric, sulfuric or nitric acid on a hot plate, have been employed
to digest samples for total dissolved phosphorus determination.
More recently, autoclaving, ultraviolet (UV) photo-oxidation, and
microwave heating have been widely used [15]. However, there
are many uncertainties in measuring total dissolved phosphorus
[9,10,14–17]. Laboratory performance studies conducted by the
Quality Assurance of Information for Marine Environmental Mon-
itoring in Europe (QUASIMEME) project (nutrient section) found
that more than half of the laboratories that participated in an
inter-comparison study on total dissolved phosphorus could not
produce consistent results. It was thus concluded that total dis-
solved phosphorus was the most problematic parameter in routine

water quality monitoring programs [18].

One of the most common and simplest methods to break down
organic phosphorus for total phosphorus determination is the
autoclave persulfate oxidation technique. This technique was rec-
ommended as the standard method for examination of water and
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astewater by the Water Environment Federation (Method 4500-
) [19] and the Environmental Protection Agency (Method 365)
20]. In the original method developed by Menzel and Corwin, sam-
les were autoclaved at 98–137 kPa for 30–40 min [21]. Persulfate
igestion in both acidic [22–24] and alkaline matrixes has been
sed [25–27] for natural water samples. However, various problems
ave been reported related to the measurement of released phos-
hate by the molybdenum blue colorimetric method, especially for
utomated analysis in acidic persulfate digested samples [24,28,29].
ecently, we have found that the intermediate products of persul-

ate oxidation caused the rate of phosphoantimonylmolybdenum
lue complex formation to decline in acidic persulfate digested
amples, necessitating a pH adjustment to near neutral for both the
igested calibration standards and water samples before adding the
olor reagent [16].

The objective of this study was to explore the feasibility of
erforming persulfate digestion in a neutral pH medium at 90 ◦C
vernight in an oven. A neutral pH medium was used for diges-
ion to eliminate the tedious process of adjusting the sample pH
o neutral after acidic digestion. The use of sub-boiling temper-
tures for digestion also minimized sample loss due to boiling.
ersulfate concentration and digestion time were optimized for the
ethod. Eleven model phosphorus compounds in deionized water

nd seawater matrixes were digested to estimate the recovery of
his method for different phosphorus compounds. The method was
sed to determine total dissolved phosphorus concentrations in
lorida Bay waters.

. Experimental

.1. Apparatus

A Hewlett Packard 8453 UV–visible spectrophotometer with
hemStation software and a high sensitivity gas-segmented con-
inuous flow analyzer were employed in this study [30]. All
bsorbances were measured at room temperature (25±2 ◦C).

.2. Reagents and standards

Deionized water (DIW) used for preparing standards and
eagents was first purified by a distilling unit, followed by a Mil-
ipore Super-Q Plus Water System that produces water with 18 M�
esistance. All samples and reagents were stored in polypropylene
ottles which had immersed in a 10% HCl solution overnight, fol-

owed by rinsing three times with DIW and then drying at 60 ◦C in
n oven for 5–10 h prior to use. Artificial seawater (ASW) was made
ollowing the procedure of Kester et al. [31].
All chemicals used were of analytical grade reagents. Potassium
ihydrogen phosphate (KH2PO4, Aldrich, AR) was used to prepare
he stock phosphate (IP) standard solution (1.0 mM), which was
tored in a polyethylene bottle at 4 ◦C in a refrigerator. Working
tandard solutions were prepared daily from a serial dilution of the

able 1
haracteristics of model organic and inorganic phosphorus compounds used in this study

ame Abbr Formula

-Aminoethylphosphonic acid 2-AEP C2H8NO3P
-Aminoethylphosphonic acid 1-AEP C2H8NO3P
hosphonoformic acid trisodium salt hexahydrate PFA CH12Na3O11P
-Glycose-6-phosphate sodium salt G6P C6H12NaO9P
lycerol-2-phosphate disodium salt hydrate �-GLP C3H7Na2O6P·
denosine triphosphate ATP C10H14N5Na2

denosine diphosphate ADP C10H14KN5O1

denosine monophosphate AMP C10H14N5O7P
hytic acid dipotassium IP6 C6H16K2O24P
odium Tripolyphosphate Poly-P Na5P3O10·6H
yrophosphate sodium Pyro-P Na2P2O7·10H
ta 78 (2009) 1129–1135

stock solution with DIW. A 5% potassium persulfate solution (20 g
potassium persulfate (K2S2O8, Aldrich, AR) in 400 mL of DIW, pH
∼6.5) was stored in a brown polyethylene bottle at room tempera-
ture. This stock persulfate solution was used within a month.

Determination of released phosphate after digestion was based
on the modified method of Murphy and Riley [32] in which the final
pHT of the sample plus reagent mixture solution was 1.0 (H/Mo = 70)
[33]. Two reagents were prepared for phosphate determination. An
ammonium molybdate reagent was prepared by mixing 2.4 g of
ammonium molybdate ((NH4)6MO7O24·4H2O, Merck, GR), 25 mL of
concentrated sulfuric acid (H2SO4, 96–98%, L.T. Baker), and 50 mL
of 0.3% antimony potassium tartrate (K(SbO)C4H4O6)2·H2O, Fisher)
solution and diluting the mixture to 1 L with DIW. An ascorbic
acid solution was prepared daily by dissolving 1 g of ascorbic acid
(C6H8O6, Aldrich, AR) in 100 mL of DIW. These two reagents were
mixed together in a 1 to 1 (V/V) ratio to form a mixed color reagent.

The recovery of two condensed inorganic phosphate and nine
organic phosphorus compounds was examined in the DIW and ASW
mediums. The organic phosphorus compounds included phosphate
esters (compounds with a C–O–P bond), phosphonates (compounds
with a C–P bond), and organic condensed phosphates (compounds
with a C–O–P–O–P bond). All of the organic phosphorus compounds
were stored in a freezer, as recommended by manufacturers. Details
about these phosphorus chemicals are listed in Table 1. A 10 mM
phosphorus stock solution was prepared using DIW for each model
compound and stored in a polyethylene bottle at 4 ◦C in a refriger-
ator. These solutions were used within a week. The lower working
concentration solutions for these model phosphorus compounds
using the DIW and ASW mediums were prepared daily.

A 10 mL water sample was transferred to an acid-washed 30-mL
Teflon (Savillex®) screw-cup vials. A 2 mL of the persulfate solu-
tion was added to each sample and mixed. The caps were placed
firmly to the Teflon vials and then the vials were placed in an oven.
The oven temperature was set at 90 ◦C for sample digestion. After
digestion, a 3 mL of the mixed color reagent was added directly to
the cooled 12 mL digested solution (without neutralization), and
the color fully developed within 8 min. Its absorbance was then
measured at 890 nm by a spectrophotometer with a 5 cm cell.

The amount of persulfate initially varied from 25 to 200 mg for
optimization. A set of 5 �M P solutions of 2-AEP, �-GLP, ADP, and
ATP and 10 �M of �-GLP in the DIW matrix were used for this exper-
iment. Four model compounds (2-AEP, �-GLP, ADP, and ATP) in the
DIW medium were used to optimize digestion time. The concentra-
tion of phosphorus was 5 �M, and 100 mg of potassium persulfate
was used. The digestion times varied from 1, 2, 4, 8, 16, 24, 40, 48,
and 60 h, with two replications at 8–48 h and three replications at
60 h.
The apparent molar absorptivity (ε) and recovery of individ-
ual organic phosphorus compounds after digestion was measured
using a range of phosphorus concentrations (0, 0.5, 1, 2.5, 5, 7.5,
and 10 �M) in both the DIW and ASW matrixes. The statistical
significance of apparent molar absorptivity between different

.

Manufacturer MW nP Purity (%)

Aldrich 125.07 1 99
Aldrich 125.07 1 99
Aldrich 300.4 1 99
Sigma 282.12 1 99

xH2O Sigma 216.04 1 99
O13P3·xH2O Aldrich 551.2 3 99
0P2·2H2O Sigma 501.3 2 95
·xH2O Fluka 391.18 1 99
6 Sigma 736.2 6 95
2O Sigma 475.86 3 98
2O Malinckrodt 446.06 2 99.5
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odel phosphorus compounds to either IP or digested IP was tested
y the analysis of covariance method using R software (version
.7.2).

This method was used to determine the concentrations of total
issolved phosphorus in Florida Bay. A total of 39 stations were
ccupied in a survey cruise during February 13–14, 2007. Samples
ere filtered immediately after collection through a 0.45 �m Nucle-
ore filter to remove particulate matter and stored in plastic bottles

n a cooler at ca. 4 ◦C. The water samples were then transported
o the laboratory and analyzed within a week of their collection.
ince the total dissolved phosphorus in Florida Bay is usually below
�M, the digested samples were measured by a high sensitivity
as-segmented continuous flow analyzer.

. Results and discussion

.1. Optimization of the digestion condition

.1.1. Digestion time
The effect of digestion time on the recovery of different organic

hosphorus compounds is presented in Fig. 1. The amount of
hosphate liberated from the persulfate oxidation of different
rganic phosphorus compounds increased rapidly with digestion
ime within the first 8 h and reached a maxima at 16 h. No signifi-
ant change in the absorbance of phosphoantimonylmolybdenum
lue at 890 nm (or the percentage of the full color) was observed
etween 16 and 60 h. Therefore, a 16-h digestion time was chosen
s the standard procedure for routine sample analysis.

In previous studies, 30 min to 3 h of digestion at boiling temper-
tures was used for acidic persulfate digestion [34,35]. Microwave
vens have also been employed for heating (95 ◦C, 10–40 min)
27,36,37]. However, the most popular heating technique for per-
ulfate digestion is an autoclave [14,15]. Ridal and Moore [24] found
hat the liberation of organically bound phosphorus through the use
f an autoclave was not completed in 30–60 min; organic phospho-
us continually increased between 3 and 6 h. Therefore, Monaghan
nd Ruttenberg [22] recommended a digestion time of 4 h when
sing an autoclave. Persulfate thermal decomposition between 50
nd 130 ◦
C follows an Arrhenius relationship [38,39], and it has been
eported that the half-life of persulfate is about 30 s at 130 ◦C and 4 h
t 75 ◦C [40]. It is logical to assume that the oxidizable organic phos-
horus has been broken down after the sample is digested at 90 ◦C
vernight (16 h). Compared with the autoclave method, digestion at

ig. 1. Effect of digestion time (at 90 ◦C) on the relative recovery of samples contain-
ng 5 �M of ADP, ATP, 2-AEP, and �-GLP. The recovery of each phosphorus compound
as normalized to its value at 60 h.
Fig. 2. Effect of the amount of potassium persulfate on the formation time of
phosphoantimonylmolybdenum blue complex in the 5 and 10 �M �-GLP solu-
tions, respectively. The absorbances at 890 nm were measured at room temperature
(25±2 ◦C).

sub-boiling temperatures in an oven is safer, and a large number of
samples can be heated overnight requiring no constant monitoring.
In fact, the sub-boiling temperature persulfate digestion method
has been used for digestion of soil extracts to determine dissolved
organic carbon (DOC) and nitrogen (DON) [40].

3.1.2. Persulfate concentration
As expected from our previous results [16], the increased

amount of persulfate in the digestion solutions can significantly
increase the time required for full color development during
phosphate measurement, but the maximum absorbance of phos-
phoantimonylmolybdenum at 890 nm does not increase. In other
words, recovery of organic phosphorus does not improve. As shown
in Fig. 2, the maximum absorbance of phosphoantimonylmolybde-
num blue at 890 nm in the 5 and 10 �M �-GLP digested solutions
did not change when persulfate increased from 50 to 200 mg. How-
ever, the time for the digested �-GLP solutions to reach full color
varied from 2 to 12 min, and the difference became greater in sam-
ples containing lower amounts of organic phosphorus. Because

the oxidation residue of the persulfate significantly impedes color
development of phosphoantimonylmolybdenum blue [16], it is rea-
sonable to assume that the higher the concentration of organic
phosphorus in the solution, the less persulfate residue remains in
the solution and, therefore, the shorter the time to reach full color.

Table 2
Effect of the amount of persulfate on the kinetics of formation of phosphoantimonyl-
molybdenum blue complex from oven digested samples containing 5 �M of ADP,
ATP, and 2-AEP, respectively. The formation of the blue complex was measured with
its absorbance at 890 nm at reaction time intervals between 3 and 10 min.

P compounds Time (min) Persulfate amount (mg)

25 50 100 150 200

ADP

3 0.308 0.306 0.298 0.254 0.150
5 0.309 0.309 0.307 0.299 0.245
8 0.309 0.307 0.307 0.306 0.298

10 0.309 0.307 0.307 0.307 0.308

ATP

3 0.353 0.365 0.359 0.302 0.183
5 0.353 0.365 0.367 0.355 0.295
8 0.353 0.366 0.367 0.364 0.352

10 0.354 0.365 0.367 0.365 0.362

2-
AEP

3 0.353 0.350 0.343 0.301 0.157
5 0.353 0.350 0.352 0.347 0.269
8 0.353 0.351 0.351 0.353 0.336

10 0.353 0.352 0.351 0.353 0.347
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Table 3
Apparent molar absorptivity (ε, L mol−1 cm−1) and recovery of 11 phosphorus model compounds in the DIW and ASW matrixes. The apparent molar absorptivity was
determined from a set of solutions that ranged from 0 to 10 �M in the corresponding phosphorus compounds. Samples were digested at 90 ◦C for 16 h with the addition of
10 mg of potassium persulfate per mL of sample.

P compounds DIW matrix ASW matrix

Apparent molar absorptivity (ε) Recovery (%) Apparent molar absorptivity (ε) Recovery (%)

IP Digested IP IP Digested IP

IP 17,432±278 100.0 97.5 17,875±129 100.0 100.9
Digested IP 17,875±84 102.5 100.0 17,720±183 99.1 100.0
�-GLP 13,010±168 74.6 72.8 12,580±38 70.4 71.0
G6P 18,201±103 104.4 101.8 15,373±93 86.0 86.8
2-AEP 17,859±48 102.5 99.9 15,774±213 88.2 89.0
1-AEP 17,379±150 99.7 97.2 17,056±94 95.4 96.3
PFA 17,777±94 102.0 99.5 17,932±78 100.3 101.2
AMP 13,569±166 77.8 75.9 13,591±172 76.0 76.7
ADP 13,710±141 78.6 76.7 18,063±137 101.0 101.9
ATP 15,633±112 89.7 87.5 16,639±110 93.1 93.9
IP6 15,605±678 89.5 87.3 11,727±293 65.6 66.2

Poly-P 17,457±86 100.1 97.7 16,906±60 94.6 95.4
Pyro-P 16,442±94 94.3 92.0 18,247±172 102.1 103.0

Min 13,010 74.6 72.8 11,727 65.6 66.2
Max 18,201 104.4 101.8 18,247 102.1 103.0
A 1.2
S 10.3
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.D. 1,836 10.5

he three other model phosphorus compounds also show a simi-
ar pattern (Table 2): the higher concentrations of persulfate do not
mprove the recovery of organic phosphorus. These results also con-
rm that organic phosphorus can be oxidized in persulfate solution
ithout initial acidification, as the process of persulfate oxidation
roduces a hydrogen ion which can lower the digestion solution to a
H of 2–3 [21]. It should be noted that the effect of persulfate in this
tudy differed from the results of acidic persulfate oxidation by the
utoclave method [24], in which the recovery of dissolved organic
hosphorus from seawater was about 25% higher in high concen-
rations of persulfate (40 mg mL−1) than in low concentrations of
ersulfate (4 mg mL−1).

The results of the experiment with all four model organic phos-
horus compounds (Table 2 and Fig. 2) indicate that 100 mg of
otassium persulfate (10 mg per mL of sample) was sufficient for
0 mL of sample containing 10 �M of organic phosphorus; the phos-
hoantimonylmolybdenum blue complex developed fully within
min. Therefore, the recommended amount of potassium persul-

ate used in digestion was 100 mg for 10 mL of sample, which is
imilar to the amount used by Menzel and Corwin [21].

Koroleff suggested that the amount of persulfate could be
ecreased from 1 to 0.3% if the sample was initially acidified [41].
owever, an acidic medium can significantly impede color devel-
pment in phosphate measurement, especially when the pH of the
ost-digestion solution is less than 1.5. It becomes necessary to
djust the pH of individual samples before the released phosphate
an be determined by spectrophotometry [16].

.2. Recovery of model organic phosphorus compounds

.2.1. Recoveries in the DIW matrix
Traditionally, the recovery of organic phosphorus compounds

y digestion has been based on the measured phosphate released
rom a single concentration of organic phosphorus standard. In this
tudy, the recovery of individual organic phosphorus compounds
ollowing digestion was measured with a series of increasing con-

entrations (0, 0.5, 1, 2.5, 5, 7.5, and 10 �M) of given organic
hosphorus compound in the DIW matrix. A linear relationship
etween the absorbances of the digested samples and their known
rganic phosphorus concentrations was obtained (r2 > 0.99, n = 7),
nd the slope of this linear curve was defined as an apparent molar
16,114 90.1 90.9
2,196 12.3 12.4

absorptivity (ε) of the individual organic phosphorus compounds.
The “net recovery” of an individual organic phosphorus compound
from digestion was calculated as the ratio of its apparent ε relative
to the ε of IP in the same matrix. The advantage of this approach is
not only in averaging the recovery over a wide range of phospho-
rus concentrations, but also in providing an absolute value of ε for
both IP and organic phosphorus, which might provide additional
information when comparing the recovery from different digestion
methods.

As shown in Table 3, the measured apparent ε in DIW ranged
from 1.30×104 L mol−1 cm−1 for �-GLP to 1.82×104 L mol−1 cm−1

for G6P with an average of 1.63±0.18×104 L mol−1 cm−1. It
should be noted that the ε of the digested IP solution
(1.79×104 L mol−1 cm−1) is close to that of the undigested IP
solution (1.74×104 L mol−1 cm−1). No significant differences were
observed between IP and digested IP, as well as between IP
or digested IP and 1-AEP, 2-AEP, PFA, G6P, and polyphosphate
(p > 0.05), respectively. However, the difference between IP or
digested IP and AMP, ADP, ATP, pyrophosphate, IP6, and �-GLP was
very significant (p < 0.001). The relatively greater difference in the
apparent ε between organic phosphorus compounds is largely due
to the differences in their recovery. For a given organic phospho-
rus compound, its recovery is usually assumed to be dependent
only upon the digestion method and should be constant over a
wide range of concentrations. This assumption was verified by
measuring the apparent molar absorptivity in mixed phosphorus
solutions with varying ratios of organic phosphorus to phosphate.
These results indicate that the apparent ε in the mixed phospho-
rus solutions increased with the increasing ratio of IP to total
phosphorus. As mentioned above, lower absorptivity in the 100%
organic phosphorus solutions relative to the 100% phosphate solu-
tions was due to the less than 100% recovery of organic phosphorus
compounds following digestion. For any given organic phospho-
rus mixture, its apparent molar absorptivity can be described by
a linear equation as a function of the ratio of IP to total phos-
phorus (Fig. 3). For the PFA mixture, the apparent ε was almost

constant (ε = 1.80×104 L mol−1 cm−1), whereas for the ATP mix-
ture the equation was ε = 15,680 + 23.28X (X is the ratio of IP to
total phosphorus, r2 = 0.99). For the AMP mixture, the equation was
ε = 13,246 + 45.529X (r2 = 0.96). The linear relationship further con-
firmed that the recovery of each organic phosphorus compound
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ig. 3. Effect of the ratio of inorganic phosphate to total phosphorus on the apparent
olar absorptivity (L mol−1 cm−1) of the mixed phosphorus solution.

as constant and not dependent upon the amount of phosphate in
he mixture.

The recovery calculated from the apparent molar absorptiv-
ty in the DIW matrix ranged from 75 to 104%. Similar to other
igestion methods [14,15,23,42,43], the recovery of phosphorus
as compound specific (Table 3). For the phosphorus compounds

ontaining a C-P bond (1-AEP, 2-AEP, PFA) and a C–O–P bond
G6P), the recoveries were very close to 100%, similar to the val-
es reported using an autoclave with acidic and alkaline persulfate
igestion [26,27]. However, the recoveries for the phosphorus com-
ounds containing a C–O–P bond (AMP and IP6) were only 78–90%,

ower than the values reported by Kerouel and Aminot [42], but
lose to our previous results obtained from autoclave acidic per-
ulfate digestion conducted in our laboratory [43]. For phosphorus
ompounds containing a P–O–P bond (ADP, ATP, polyphosphate,
nd pyrophosphate), the recoveries were 90–100%, similar to the
esults obtained by Worsford et al. [14]. On average, recovery of the
1 tested model phosphorus compounds in the DIW matrix was
4±11%.

.2.2. Recoveries in the ASW matrix
As shown in Table 3, the measured apparent ε of organic phos-

horus compounds in the ASW matrix ranged from 1.17×104 for IP6
o 1.82×104 L mol−1 cm−1 for pyrophosphate. The average appar-
nt ε of the studied phosphorus model compounds in the ASW

atrix was 1.59×104 L mol−1 cm−1. It should be pointed out that

here was no significant difference in the ε of the digested and
ndigested phosphate solutions in the ASW matrix (p = 0.47). Only
hree model phosphorus compounds (ADP, PFA, and pyrophos-

able 4
ethod precision estimated from 2.00 �M phosphorus model compounds in the ASW mat

ersulfate per mL of sample.

compounds Concentration (�M)

Replication 1 Replication 2 Replication 3

-GLP 1.374 1.281 1.250
6P 1.903 1.908 1.895
-AEP 2.085 2.187 2.249
FA 2.085 2.159 2.143
MP 1.785 1.814 1.831
DP 2.059 2.132 2.133
TP 1.914 2.074 2.055

P6 1.635 1.652 1.683
oly-P 1.988 2.134 2.122
yro-P 1.870 1.912 1.904
ta 78 (2009) 1129–1135 1133

phate) were found to have no significant difference from either IP
or digested IP (p > 0.08).

Similar to the behavior of organic phosphorus compounds in
the DIW matrix, the recovery of phosphorus was also compound
specific in the ASW matrix. However, no apparent correlation
between the recovery and compound structures was observed.
For phosphorus compounds containing C–O–P bonds, the recov-
eries were 70.4±0.2% for �-GLP and 86.0±0.5% for G6P. For the
phosphorus compounds containing P–O–P bonds, the recoveries
were 102.1±1.0% for Pyro, 94.6±0.3% for Poly, 101.0±0.8% for
ADP, 93.1±0.6% for ATP, and 76.0±1.0% for AMP, respectively. For
the phosphorus compounds containing C–P bonds (AEP, PFA, IP6),
their recoveries ranged from 66.3 to 101.4%. It is interesting to note
the significant difference (p < 0.001) in recovery between 1-AEP
(95.4±0.5%) and 2-AEP (88.0±1.2%) compounds, even though they
differ only in structure. The average recovery of the 11 compounds
was 90±12%, which is similar to previous results from either
acidic or alkaline persulfate autoclave methods [14,15,23,42,43]. For
example, the recoveries of ATP and G6P using this method were sim-
ilar to the acidic persulfate autoclave methods of Ormaza-Gonzalez
and Statham [23], and the recovery of IP6 was close to Kerouel and
Aminot’s results [26]. The recoveries of 2-AEP, �-GLP, and Poly-P
using this method were slightly higher than the corresponding val-
ues obtained from the acidic persulfate autoclave methods [23],
and the recoveries of �-GLP, G6P, and 2-AEP were slightly lower
than those obtained using alkaline persulfate autoclave methods
[23]. In general, the recovery of this method in the ASW matrix was
also slightly lower than that in the DIW matrix, which was similar
to previous studies that used autoclave digestion [14,15,42].

Traditionally, the calibration standards for determining total dis-
solved phosphorus in water samples have been prepared from
phosphate solutions that have undergone the same procedure
as the samples, namely, persulfate digested phosphate solutions
[14,15,19,20,23,41–43]. However, there is no systematic study that
demonstrates the difference in molar absorptivity of phosphate
between persulfate digested IP standard solutions and simple IP
solutions (no persulfate addition and digestion). Our results indi-
cate that there is no significant difference in ε of phosphate in
the digested and undigested IP in the DIW and ASW matrixes
(p > 0.40). To simplify the analytical procedure for this method,
it is recommended that a simple phosphate solution prepared in
sample matrix, but without involving persulfate digestion as the
calibration standard for determining total dissolved phosphorus
in natural waters. However, using this simple calibration standard
for other methods of total dissolved phosphorus determination
is also negligible for other methods, using a simple phosphate stan-
dard solution has the advantage of making the results of different
methods comparable. At present, the concentration of dissolved
organic phosphorus remains as an operational definition. Efforts to

rix. Samples were digested at 90 ◦C for 16 h with the addition of 10 mg of potassium

Standard deviation (�M) CV (%)

Replication 4 Average

1.335 1.310 0.055 4.21
1.916 1.906 0.009 0.46
2.164 2.171 0.068 3.13
2.179 2.141 0.040 1.89
1.755 1.796 0.033 1.86
2.052 2.094 0.045 2.13
2.089 2.033 0.081 3.96
1.725 1.674 0.040 2.36
2.154 2.100 0.076 3.60
1.960 1.911 0.037 1.96
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Fig. 4. The spatial distribution of dissolved phosphate (A) and d

mprove the accuracy of its determination are mainly hindered by
he unknown chemical composition of total dissolved phosphorus
ool in natural waters and the variable recovery of different organic
hosphorus compounds as shown in this study.

.3. Method precision and its application to natural water
amples analysis

The precision of this method was evaluated by sets of 2.0 �M
rganic phosphorus model compounds in the ASW matrix, and
ach compound had four replications. After 16 h of digestion, the
eleased phosphate was measured against the undigested phos-
hate standard in the ASW matrix. The measured concentration
f these phosphorus compounds ranged from 1.31 to 2.17 �M
Table 4). The coefficient of variation for each phosphorus com-
ound was less than 5% (from 1.9 to 4.2%). This method provides
cceptable precision for determination of total dissolved phospho-

us in natural water samples.

We used this method to determine the total dissolved phospho-
us in Florida Bay waters. The total dissolved phosphorus ranged
rom 103 to 553 nM, whereas the dissolved phosphate ranged from
to 165 nM. It is obvious that the dissolved organic phosphorus in
ed organic phosphorus (B) in the surface waters of Florida Bay.

the water was much higher than that of the inorganic form with a
maximum ratio of 49. Similar to the spatial variations of dissolved
phosphate in the Bay [30], the dissolved organic phosphorus in the
western bay was also much higher than that of the eastern bay
and had a spatial gradient decreasing from the west to the east
(Fig. 4). The spatial pattern indicates that concentrations of dis-
solved organic phosphorus in shallow Florida Bay waters are mainly
regulated by the phosphorus buffering mechanism of sediments
[44,45].

4. Conclusion

A method that uses neutral persulfate oxidation at sub-boiling
temperatures to determine total dissolved phosphorus has been
developed for routine digestion of a large number of samples. It
is recommended that 100 mg of potassium persulfate be added
to 10 mL of the sample, followed by digestion at 90 ◦C in an oven

overnight (16 h). This method does not require an adjustment of
the pH after digestion because neither an acid nor a base is added
to the samples prior to digestion. The full color of phosphoanti-
monylmolybdenum blue in the digested samples develops within
8 min. The apparent ε of the 11 phosphorus compounds ranged from
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.17×104 to 1.83×104 L mol−1 cm−1 in the DIW and ASW matrixes.
he average recovery of these phosphorus compounds was 94±11%
n the DIW matrix and 90±12% in the ASW matrix. No significant
ifference in molar absorptivity was observed between the undi-
ested and digested phosphate, especially in the ASW matrix. It is,
herefore, suggested that orthophosphate solution be used directly
without digestion) as the calibration standard for the routine deter-

ination of total dissolved phosphorus. This method was used to
tudy the spatial distribution of total dissolved organic phosphorus
n surface waters of Florida Bay.
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a b s t r a c t

The principal components, isoflavonoids and astragalosides, in the extract of Radix Astragali were detected
by a high-performance liquid chromatography couple to electrospray ionization ion trap multiple-stage
tandem mass spectrometry (HPLC-ESI-IT-MSn) method. By comparing the retention time (tR) of HPLC,
the ESI-MSn data and the structures of analyzed compounds with the data of reference compounds and
in the literature, 17 isoflavonoids and 12 astragalosides have been identified or tentatively deduced. By
virtue of the extracted ion chromatogram (EIC) mode, simultaneous determination of isoflavonoids and
astragalosides could be achieved when the different components formed overlapped peaks. And this
method has been utilized to analyze the constituents in extracts of Radix Astragali from Helong City
adix Astragali
PLC-ESI-MSn

ntioxidant activity

and of different growth years. Then the antioxidant activity of different samples has been successfully
investigated by HPLC-ESI-MS method in multiple selected ion monitoring (MIM) mode, applying the spin
trapping technology, and the Ferric Reducing Antioxidant Power (FRAP) assay was applied to support the
result. The correlations of the isoflavonoids and astragalosides components and the antioxidant activities
of Radix Astragali were summarized. The present paper demonstrates that HPLC-ESI-MSn is a powerful

izatio
bs.
method for the character
of Chinese medicinal her

. Introduction

Radix Astragali is a commonly used Chinese medicinal herb,
erived from the dry roots of Astragalus membranaceus (Fisch.) Bge.
ar. mongholicus (Bge.) Hsiao or Astragalus membranaceus (Fisch.)
ge. . . Its effects are hepatoprotective, antioxidative, antiviral, anti-
ypertensive and immunostimulant activities, etc. [1–3] The major
ioactive compounds found in it are isoflavonoids and astragalo-
ides. The crude drugs from different habitat, cultural manner, and
arvest time showed different contents of isoflavonoids and astra-
alosides which will lead to different quality of Radix Astragali.
hus, it appeared important for us to investigate the principal com-
onents and bioactivity of Radix Astragali in order to search for the

nfluence of above factors.

So far, several methods have been developed to analyze this

hinese medicinal herb. The detection of isoflavonoids was per-
ormed by LC-UV [4–6] and astragalosides were detected using
C-ELSD [7,8] (evaporative light scattering detector) due to their

∗ Corresponding author. Tel.: +86 431 85262236; fax: +86 431 85262886.
E-mail address: mslab@ciac.jl.cn (S. Liu).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.021
n of the principal components and evaluation of the antioxidant activity

© 2009 Elsevier B.V. All rights reserved.

weak UV absorbance. But UV and ELSD methods appear insufficient
with regard to accurate peak identification and are not sensitive
for determination of low-content constituents. One of the more
important trends in separation-based methodology has been the
increasing use of MS as a post-separation detection technique.
LC–MS combining the efficient separation capability of LC and great
power of structural characterization and high sensitivity of MS,
is becoming a standard protocol to analyze the complex compo-
nents of Chinese medicinal herb extracts [9–12]. Particularly, the
well-known LC-ESI-MSn is being more and more widely applied in
pharmaceutical research [13–16].

Recent findings that many human chronic diseases are associ-
ated with radicals have instigated the search for antioxidants and
evaluation of antioxidant activity so to reduce the risks of those
diseases. Several methods have been described for the detection
of radicals, such as electron spin resonance (ESR) [17,18], chemi-
luminescence (CL) [19], gas chromatography–mass spectrometry

(GC–MS) [20], and HPLC coupled with different kinds of detection,
including UV detection, electrochemical detection (ED), and MS, etc.
[21–25]. As MS technique has many advantages, the application of
LC–MS in the study of radicals has begun to receive more atten-
tion. Yang et al. [26] have analyzed the hydroxyl radical scavenging
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apacity of several phenolic acids by LC–MS. To our knowledge, no
revious studies have been published on the LC-ESI-MS applied
o evaluate the antioxidant activity of crude extracts of Chinese

edicinal herbs.
In the present paper, the identification and elucidation of princi-

al components from extract of Radix Astragali were carried out by
C-ESI-MSn in the positive and negative ion modes. By comparing
he retention time (tR) and ESI-MSn data of the analyzed compounds
ith the data of reference compounds and the literature, a total of

7 isoflavonoids and 12 astragalosides were unambiguously iden-
ified or tentatively characterized. And the constituents of Radix
stragali samples from Helong City and of different growth years
ere analyzed. Then the LC-ESI-MS method was applied to evaluate

he antioxidant activity of different samples in multiple selected ion
onitoring (MIM) mode, using 5,5-dimethyl-1-pyrroline N-oxide

DMPO) as spin-trapped agent and N-methyl-2-pyrrolidone (NMP)
s the internal standard, and the Ferric Reducing Antioxidant Power
FRAP) assay was applied to support the result. Finally, the effect of
rowth years on the principal components and antioxidant activity
f Radix Astragali were assessed. And the correlations of principal
omponents and antioxidant activity were found. So LC-ESI-MSn

ethod is important and useful for controlling and judging Chinese
edicinal herb quality.

. Experimental

.1. Instrumentations

The high-performance liquid chromatography system consisted
f a Waters (Milford, MA, USA) 2690 HPLC, equipped with photodi-
de array detection (DAD) and a Millennium 32 software program
or analysis of the HPLC data. The components analysis was oper-
ted on a Dikma Diamonsil C18 column (250 mm×4.6 mm, 5 �m).
he mobile phase consisted of acetonitrile (A) and 0.5% acetic acid
B). Gradient elution was with 20% A from 0 to 5 min, 20–100% A
rom 5 to 75 min and 100% A from 75 to 80 min. The mobile phase
ow rate was 1.0 mL/min and was reduced to 0.5 mL/min by a split
alve just before the eluent entered the ESI-MS. The column tem-
erature was set at 35 ◦C and the injection volume was 10 �L. The
hotodiode array detector was set to 190–400 nm.

The mass spectrometry determination was performed on an
CQTM ion trap instrument (Finnigan, San Jose, CA, USA) with an
lectrospray source in the positive and negative ion mode. The elec-
rospray voltage was set to 5.0 kV, the capillary voltage to 15 V, the
ube voltage to 20 V and the capillary temperature at 250 ◦C. High
urity nitrogen (N2) was used as the sheath gas and its flow rate
as set to 60 arbitrary units. High purity nitrogen (N2) was used as

he auxiliary gas and its flow rate was set to 10 arbitrary units. HPLC
as connected to the mass spectrometer via the UV cell outlet. The
ass scale was calibrated using standard compounds according to

tandard calibration procedure. The isolation width for MSn was
.0 Da and the collision energies for the MSn analyses ranged from
0 to 35% depending on the mass of the precursor ions.

The HPLC-ESI-MS experiments of antioxidant activity determi-
ation were carried out on 2690 HPLC coupled to LCQTM ion trap

nstrument in the positive ion mode. The mobile phase consisted
f acetonitrile (A) and 0.1% formic acid (B). Isocratic elution was
ith 90% A and 10% B. The runtime was 5 min. The flow rate was

.4 mL/min. The analyzed samples were injected directly into pho-
odiode array detection without the column and the UV cell outlet
as connected to the mass spectrometer. The ESI-MS conditions

ere optimized as follows: electrospray voltage, 6.0 kV; capillary

oltage, 30 V; tube voltage, 55 V; capillary temperature, 110 ◦C;
heath gas, 30 arbitrary units; auxiliary gas, 5 arbitrary units.

The FRAP assay was performed on the Tecan GENios ELIASA
Austria), the absorbance readings were taken at 593 nm.
(2009) 1090–1101 1091

2.2. Reference compounds and chemicals

The reference compounds, calycosin (1), formononetin (2) and
astragaloside IV (3), were purchased from the Chinese Authen-
ticating Institute of Material Medical and Biological Products
(Beijing, China). Acetonitrile (Fisher, USA), formic acid and acetic
acid (Tedia, USA) were of HPLC grade and the other solvents
were of analytical grade. Distilled deionized water was purified
using a Milli-Q water purification system (Millipore, France). 5,5-
Dimethyl-1-pyrroline N-oxide (DMPO), N-Methyl-2-pyrrolidone
(NMP) and 2,4,6-tripyridyl-s-triazine (TPTZ) were obtained from
Sigma Chemical Co. (St. Louis, MO, USA). Ferrous sulfate heptahy-
drate (FeSO4·7H2O), ammonium acetate (NH4Ac), 30% hydrogen
peroxide (H2O2), ferric chloride (FeCl3), l-ascorbic acid, sodium
acetate (NaAc) and hydrochloric acid (HCl) were purchased from
Beijing Chemical Plant (Beijing, China).

2.3. Sample preparation

The roots of Radix Astragali were herborized from Helong City of
Jilin Province and were dried in sunlight. The dried roots were pul-
verized and the powder was screened through 40 mesh sieves. The
fine powder (1 g) was accurately weighed and macerated in 25 mL
methanol for 30 min. Then, the powder was extracted ultrasoni-
cally three times with 25 mL methanol and for 30 min each time at
room temperature. The combined extract was concentrated under
reduced pressure at 50 ◦C. After cooling, the condensed extract was
transfer to 25 mL volumetric flask and methanol was added to the
graduation. The mixture was passed through a 0.45 �m membrane
and then 10 �L of the filtrate was injected into the HPLC system for
the LC–MSn analyses.

3. Results and discussion

At first, a suitable HPLC method for Radix Astragali was
developed. Parameters were optimized in order to improve the sep-
aration. Meanwhile the optimization of MS parameters is also a
necessary step to obtain better selectivity. The mass spectral data
of the methanol extract of Radix Astragali were obtained in the
positive and negative ion mode, which could give more informa-
tion. Fig. 1 lists some principal components that are discussed in
the present paper.

The reference compounds, calycosin, formononetin and astra-
galoside IV, were investigated by LC-ESI-MSn in order to determine
their retention time, mass spectra and fragmentation pathways.
And subsequently the plausible fragmentation mechanisms of them
have been proposed. All the above information was very meaning-
ful, which could be used to identify and characterize the compounds
in Radix Astragali methanol extracts.

3.1. The LC-ESI-MSn investigation of the extract of Radix Astragali

3.1.1. Identification of isoflavonoids by LC-ESI-MSn

The retention time of calycosin is at 34.46 min. The [M+H]+ with
high abundance was at m/z 285 and the [M−H]−was at m/z 283. The
LC–MSn data were obtained in the positive ion mode. The product
ions at m/z 270 and 253 arose from the eliminations of CH3 and
CH3OH, owing to the cleavage of OCH3 group at C-4′. Similarly, the
ion at m/z 241 corresponded to the neutral losses of CO2 at the C-
ring. The important [1,3A+H]+ ion at m/z 137 was formed by the RDA
rearrangement procedure. In addition, the other product ions were

[M+H-CH3-2CO]+ at m/z 214, [M+H-CH3OH-CO]+ at m/z 225 and
[M+H-2CO]+ at m/z 229 due to the concurrent losses. The retention
time of formononetin is at 48.95 min and it gave the [M+H]+ at m/z
269 and [M−H]− at m/z 267. The ions at m/z 254 and 237 were
produced by the losses of CH3 and CH3OH at C-4′. The ion at m/z
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Fig. 1. The isoflavonoids and astra

25 was from the neutral losses of CO2 at the C-ring. The concurrent
osses were also observed, the ions were [M+H-CH3-2CO]+ at m/z
98, [M+H-CH3OH-CO]+ at m/z 209 and [M+H-2CO]+ at m/z 213,
espectively. A characteristic fragment, [1,3A]+ ion at m/z 136, was
ormed by the RDA rearrangement procedure.

Calycosin and formononetin are of isoflavones, so they presented
imilar fragmentation pathway. The results obtained from LC–MSn
ndicated that the losses of CH3 and CH3OH was predominant,
ecause of the OCH3 substituents at C-4′ in the B-ring. The contrac-
ion of C-ring was by the losses of CO and CO2. Furthermore, the
mportant difference between calycosin and formononetin was the
DA rearrangement ions, [1,3A+H]+ and [1,3A]+, which was related to
des compounds in Radix Astragali.

the 3′-hydroxy in the B-ring. The main fragmentation mechanisms
of the isoflavones are summarized in Scheme 1. The above frag-
mentation behaviors could be extended to identifications of other
isoflavonoids.

The LC-UV chromatogram of the isoflavonoids in the methanol
extract of Radix Astragali is shown in Fig. 2. The data of reten-
tion time (tR), ESI-MSn data and the elucidation of individual

peak are listed in Table 1. By comparing the retention time (tR)
and ESI-MSn data of analyzed compounds with the data of ref-
erence compounds and the literature, a total of 17 isoflavonoids
components have been unambiguously identified or tentatively
characterized.
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The LC–MS data of peak F10 (Table 1) demonstrated two abun-
ant ions, [M+H]+ at m/z 285 and [M−H]− at m/z 283. So the molar
ass of this compound was 284. On the basis of its retention time
as at 34.46 min and fragment ions at m/z 270, 214, 253, 225, 229,
41 and 137 were compared with those of reference compounds,
he compound of peak F10 was unambiguously identified as caly-
osin. Peak F2 gave an intense [M+H]+ at m/z 447 and a weak ion
t m/z 285. In the LC–MS2 data, the m/z 447 ion directly gave the
roduct ion at m/z 285 by neutral loss of 162 Da corresponded to

osing a hexose residue. The product ions of m/z 285 ion were con-
istent with that of peak F10. Based on the results discussed above,

eak F2 was tentatively identified as calycosin-7-O-�-d-glycoside.
imilarly, peak F5 showed an intense ion at m/z 533 and a weak
on at m/z 285 in the LC–MS spectrum. In the LC–MS2 data, the

/z 533 ion produced the ion at m/z 285 by expelling 248 Da neu-
rual fragments corresponding to malonylglucosyl. The m/z 285 ion

Fig. 2. The LC chromatogram of the isoflavonoids
on pathways of isoflavones.

gave rise to the same product ions as that of calycosin. This result
indicated that the only difference between peaks F5 and F2 was
the substituted group at C-7. Thus, it was tentatively identified as
calycosin-7-O-�-d-glycoside-6′ ′-O-malonate.

For peak F11, the first loss observed was a CH3 group from the
[M+H]+ at m/z 315. In the LC–MS2 experiment, the loss of a molecule
of CH3OH could be deduced the existence of an OCH3 group at C-4′

as calycosin. Apart from the above losses, m/z 315 ion also expelled
neutral fragments 2CO and CO2, and formed the [1,3A+H]+ ion at m/z
167 from the RDA rearrangement procedure. This result demon-
strated that compound of peak F11 decomposed in a way similar

to calycosin. Thus it was identified as odoratin. As described above,
compounds of peaks F2, F5, F10 and F11 had similar fragmenta-
tion behaviors. According to their structures, they are of the same
isoflavones type, have an OH group at C-3′ and an OCH3 group at
C-4′.

in the methanol extracts of Radix Astragali.
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Table 1
The retention time (tR), ESI-MSn and elucidation of the isoflavonoids in the methanol extract of Radix Astragali.

No. tR (min) M (+) M (−) MSn (the boldfaced one is the base peak) Identification

1 2.48 365 341 203 [M+Na-glc]+, 185 [M+Na-glc-H2O]+ Sucrose

F1 11.76 289 257 [M+H-CH3OH]+, 167 [1,3B]+, 153 [2,3B]+,
149 [M+H-ringB]+, 123 [1,3A]+, 138 [2,3B-CH3]+,
151 [0,3B-CH3OH]+, 105 [1,3A-H2O]+

7,2′ ,3′-Trihydroxy-4′-methoxyisoflavan

F2 13.927 285, 447 283 270 [M+H-CH3]+, 214 [M+H-CH3-2CO]+,
253 [M+H-CH3OH]+, 225 [M+H-CH3OH-CO]+,
229 [M+H-2CO]+, 241 [M+H-CO2]+, 137 [1,3A+H]+

Calycosin-7-O-�-d-glycoside

F3 20.15 285 270 [M+H-CH3]+, 214 [M+H-CH3-2CO]+,
253 [M+H-CH3OH]+, 225 [M+H-CH3OH-CO]+,
229 [M+H-2CO]+, 241 [M+H-CO2]+, 152 [1,3A]+

Biochanin-A

F4 20.98 301 269 [M+H-CH3OH]+, 165 [1,3B]+, 153 [2,3B]+,
121 [2,3B-CH3OH]+, 151 [0,3B-CH3OH]+,
147 [M+H-ringB]+, 137 [1,3A]+, 106 [1,3A-OCH3]+

10-Hydroxy-3,9-dimethoxypterocarpan

F5 24.57 285, 533 283 270 [M+H-CH3]+, 214 [M+H-CH3-2CO]+ Calycosin-7-O-�-d-glycoside-6′ ′-O-malonate
253 [M+H-CH3OH]+, 225 [M+H-CH3OH-CO]+

229 [M+H-2CO]+, 241 [M+H-CO2]+, 137 [1,3A+H]+

F6 26.23 269, 431 267 254 [M+H-CH3]+, 198 [M+H-CH3-2CO]+,
237 [M+H-CH3OH]+, 209 [M+H-CH3OH-CO]+,
213 [M+H-2CO]+, 225 [M+H-CO2]+, 136 [1,3A]+

Ononin

F7 28.58 285, 533 283 270 [M+H-CH3]+, 214 [M+H-CH3-2CO]+,
253 [M+H-CH3OH]+, 225 [M+H-CH3OH-CO]+,
229 [M+H-2CO]+, 241 [M+H-CO2]+, 152 [1,3A]+

5-Hydroxy-4′-methoxyisoflavone-7-O-�-d-
glycoside-6′′-O-malonate

F8 30.62 463, 301 299 269 [M+H-CH3OH]+, 179 [1,3B]+, 167 [2,3B]+,
152 [2,3B-CH3]+, 133 [0,3B-2CH3OH]+,
147 [M+H-ringB]+, 123 [1,3A]+, 105 [1,3A-H2O]+

9,10-Dimethoxypterocarpan-3-O-�-d-
glycoside

F9 31.58 465, 303 301 271 [M+H-CH3OH]+, 181 [1,3B]+, 167 [2,3B]+,
152 [2,3B-CH3]+, 133 [0,3B-2CH3OH]+,
149 [M+H-ringB]+, 123 [1,3A]+, 105 [1,3A-H2O]+

2′-Hydroxy-3′ ,4′-dimethoxyisoflavan-7-O-�-d-
glycoside

F10 32.46 285 283 270 [M+H-CH3]+, 214 [M+H-CH3-2CO]+,
253 [M+H-CH3OH]+, 225 [M+H-CH3OH-CO]+,
229 [M+H-2CO]+, 241 [M+H-CO2]+, 137 [1,3A+H]+

Calycosin

F11 34.53 315 300 [M+H-CH3]+, 244 [M+H-CH3-2CO]+,
283 [M+H-CH3OH]+, 255 [M+H-CH3OH-CO]+,
259 [M+H-2CO]+, 271 [M+H-CO2]+, 167 [1,3A+H]+

Odoratin

F12 39.00 269, 517 267 254 [M+H-CH3]+, 198 [M+H-CH3-2CO]+,
237 [M+H-CH3OH]+, 209 [M+H-CH3OH-CO]+,
213 [M+H-2CO]+, 225 [M+H-CO2]+, 136 [1,3A]+

Formononetin-7-O-�-d-glycoside-6′ ′-O-
malonate

F13 40.97 301, 549 299 269 [M+H-CH3OH]+, 179 [1,3B]+, 167 [2,3B]+,
152 [2,3B-CH3]+, 133 [0,3B-2CH3OH]+,
147 [M+H-ringB]+, 123 [1,3A]+, 105 [1,3A-H2O]+

Astrapterocarpan-3-O-�-d-glycoside-6′ ′-O-
malonate

F14 45.82 303, 551 301 271 [M+H-CH3OH]+, 181 [1,3B]+, 167 [2,3B]+,
152 [2,3B-CH3]+, 133 [0,3B-2CH3OH]+,
149 [M+H-ringB]+, 123 [1,3A]+, 105 [1,3A-H2O]+

Astraisoflavan-7-O-�-d-glycoside-6′ ′-O-
malonate

F15 47.95 269 267 254 [M+H-CH3]+, 198 [M+H-CH3-2CO]+,
237 [M+H-CH3OH]+, 209 [M+H-CH3OH-CO]+,
213 [M+H-2CO]+, 225 [M+H-CO2]+, 136 [1,3A]+

Formononetin

F16 48.65 301 299 269 [M+H-CH3OH]+, 179 [1,3B]+, 167 [2,3B]+,
152 [2,3B-CH3]+, 133 [0,3B-2CH3OH]+,
147 [M+H-ringB]+, 123 [1,3A]+, 105 [1,3A-H2O]+

3-Hydroxy-9,10-dimethoxypterocarpan

F17 49.91 303 271 [M+H-CH3OH]+, 181 [1,3B]+, 167 [2,3B]+,
[0,3B-
23 [1,

7,2′-Dihydroxy-3′ ,4′-dimethoxyisoflavan

T
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152 [2,3B-CH3]+, 133
149 [M+H-ringB]+, 1

he boldfaced one is the base peak.

Peak F15 eluted at 48.95 min and showed an intense [M+H]+

t m/z 269 and [M−H]− at m/z 267, which confirmed the molar
ass to be 268. It is noteworthy that it also produced ions at
/z 254, 198, 237, 209, 213, 225 and 136. Compared with the

nformation of reference compounds, it was therefore identified as
ormononetin. Peaks F6 and F12 showed the intense [M+H]+ at m/z

31 and 517. During the LC–MS2 experiment, these two ions both
ormed m/z 269 ions required the losses of 162 and 248 Da neutral
ragments, respectively. The two m/z 269 ions followed same frag-

entation pathway with formononetin (Table 1). So a conclusion
an be reached that compounds corresponding to peaks F6 and F12
2CH3OH]+,
3A]+, 105 [1,3A-H2O]+

are ononin and formononetin-7-O-�-d-glycoside-6′ ′-O-malonate,
respectively.

The intense [M+H]+ of peak F3 was at m/z 285 and it frag-
mented in a similar way with formononetin in the LC–MSn

experiment. As the [1,3A]+ ion was at m/z 152, it was identi-
fied as biochanin-A. Peak F7 had the intense [M+H]+ at m/z

533, which formed m/z 285 ion by the loss of 248 Da fragments.
And the m/z 285 ion showed same fragmentation behavior with
peak F3 (Table 1). So it can be concluded that compound of
peak F7 is 5-Hydroxy-4′-methoxyisoflavone-7-O-�-d-glycoside-
6′ ′-O-malonate. Consequently, compounds corresponding to peaks
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3, F6, F7, F12 and F15 presented the similar fragmentation
athway and the [1,3A]+ ion is the characteristic of this type

soflavones.
The [M+H]+ ion of peak F16 was at m/z 301 and the [M−H]− ion

as at m/z 299. The product ion at m/z 269 arose from the neu-
ral loss of CH3OH, owing to the cleavage of OCH3 at C-4′. The
on at m/z 147 corresponded to the loss of B-ring, a diagnostic
ragment that not presented in the fragmentation of isoflavones.
he abundant fragment [2,3B]+ ion at m/z 167, [1,3B]+ ion at m/z
79 and [1,3A]+ ion at m/z 123 were produced in the RDA rear-
angement procedure. In addition, the other product ions were
2,3B-CH3]+ ion at m/z 152, [0,3B-2CH3OH]+ ion at m/z 133 and [1,3A-
2O]+ ion at m/z 105 due to the concurrent losses. Comparing the
bove data with the reference compounds and literatures [9], the
ompound of peak F16 presented the characteristic fragmentation
athway of pterocarpans, so it was identified as 3-hydroxy-9,10-
imethoxypterocarpan. Peaks F8 and F13 showed the [M+H]+ at
/z 463 and 549 both directly gave the product ions at m/z 301

y losing hexose residue (162 Da) and malonylglucosyl (248 Da),
espectively. The fragment ions of the m/z 301 ion were consis-
ent with that of peak F16. Based on the above results, peaks F8
nd F13 were tentatively identified as 9,10-dimethoxypterocarpan-
-O-�-d-glycoside and astrapterocarpan-3-O-�-d-glycoside-6′ ′-O-
alonate.
The intense [M+H]+ of peak F4 was at m/z 301. In the

C–MSn experiment, the precursor ion fragmented in a similar

ay with peak F16. The abundant [2,3B]+ ion was at m/z 153 and

he [M+H-ringB]+ ion was at m/z 147. Therefore, it was identi-
ed as 10-hydroxy-3,9-dimethoxypterocarpan. The above analysis
emonstrated that compound corresponding to peaks F4, F8, F13
nd F16 presented the similar fragmentation pathway. The [2,3B]+,

Scheme 2. Main MSn fragmentatio
(2009) 1090–1101 1095

[M+H-ringB]+ and [1,3A]+ ions are the characteristics of this type
isoflavonoids, pterocarpans.

Peak F17 showed the [M+H]+ at m/z 303 with high abundance
and fragmented in a same way as pterocarpans. The only difference
between them is that pterocarpans yielded the [2,3B]+ ion as the
most predominant fragments, whereas peak F17 produced [1,3A]+

ion as the base peak. Comparing the characteristic fragmentation
with that of pterocarpans and structures of isoflavonoids, the com-
pound corresponding to peak F17 was identified of isoflavan type
and as 7,2′-dihydroxy-3′,4′-dimethoxyisoflavan. Peaks F9 and F14
showed the [M+H]+ at m/z 465 and 551, which directly gave the
product ion at m/z 303 by loss of hexose residue (162 Da) and mal-
onylglucosyl (248 Da) fragment, respectively. And the fragment ions
of the m/z 301 ion were consistent with that of peak F17. On the
basis of the above results, peaks F9 and F14 were tentatively iden-
tified as 2′-hydroxy-3′,4′-dimethoxyisoflavan-7-O-�-d-glycoside
and astraisoflavan-7-O-�-d-glycoside-6′ ′-O-malonate. The [M+H]+

of peak F1 was at m/z 289, which fragmented in a similar way
with peak F17. The base peak [1,3A]+ ion was at m/z 123 and
the [M+H-ringB]+ ion was at m/z 149. Therefore, it was identi-
fied as 7,2′,3′-Trihydroxy-4′-methoxyisoflavan. The above analysis
demonstrated that compound corresponding to peaks F1, F9, F14
and F17 presented the similar fragmentation pathway. The [1,3A]+,
[M+H-ringB]+ and [2,3B]+ ions are the characteristics of this type
isoflavonoids, isoflavans. For clarity, the main fragmentation mech-
anisms of the pterocarpans and isoflavans are summarized in

Scheme 2.

In addition, peak 1 showed an intense [M+Na]+ at m/z 365 and
[M−H]− at m/z 341, which confirmed the molar mass to be 342. It is
noteworthy that the product ions at m/z 203 and 185 corresponing
to [hexose + Na]+ and [hexose-H2O + Na]+, respectively. Compared

n pathways of pterocarpans.
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Table 2
The retention time (tR), ESI-MSn and elucidation of the astragalosides in the methanol extract of Radix Astragali.

No. tR (min) M (+) M (−) MSn Identification

S1 22.41 491 489 473 [M+H-H2O]+, 455 [M+H-2H2O]+, 437 [M+H-3H2O]+, Cycloastragenol
419 [M+H-4H2O]+, 401 [M+H-5H2O]+,
297 [M+H-3H2O-(25-hydroxy-20,24-epoxy residue)]+

S2 40.41 947 945 815 [M+H-xyl]+, 785 [M+H-glc]+, 623 [M+H-2glc]+, Astragaloside VII
643 [M+H-(25-glc-20,24-epoxy residue)]+,
605 [M+H-2glc-H2O]+, 491 [M+H-2glc-xyl]+,
473 [M+H-2glc-xyl-H2O]+, 455 [M+H-2glc-xyl-2H2O]+,
437 [M+H-2glc-xyl-3H2O]+, 419 [M+H-2glc-xyl-4H2O]+,
297 [M+H-2glc-xyl-3H2O-(25-hydroxy-20,24-epoxy residue)]+

S3 42.00 947 945 785 [M+H-glc]+, 623 [M+H-2glc]+, 653 [M+H-glc-xyl]+, Astragaloside VI
605 [M+H-2glc-H2O]+, 491 [M+H-2glc-xyl]+,
473 [M+H-2glc-xyl-H2O]+, 455 [M+H-2glc-xyl-2H2O]+,
437 [M+H-2glc-xyl-3H2O]+, 419 [M+H-2glc-xyl-4H2O]+,
297 [M+H-2glc-xyl-3H2O-(25-hydroxy-20,24-epoxy residue)]+

S4 46.10 989 987 927 [M+H-CH3COOH]+, 605 [M+H-CH3COOH-2glc]+, Agroastragaloside IV
685 [M+H-(25-glc-20,24-epoxy residue)]+,
629 [M+H-2glc-2H2O]+, 611 [M+H-2glc-3H2O]+,
813 [M+H-acetylxyl]+, 491 [M+H-acetylxyl-2glc]+,
473 [M+H-acetylxyl-2glc-H2O]+, 455 [M+H-acetylxyl-2glc-2H2O]+,
437 [M+H-acetylxyl-2glc-3H2O]+, 419[M+H-acetylxyl-2glc-4H2O]+,
297 [M+H-acetylxyl-2glc-3H2O-(25-hydroxy-20,24-epoxy residue)]+

S5 46.89 1893, 947 945 785 [M+H-glc]+, 623 [M+H-2glc]+, 653 [M+H-glc-xyl]+, Astragaloside V
643 [M+H-(25-glc-20,24-epoxy residue)]+,
605 [M+H-2glc-H2O]+, 491 [M+H-2glc-xyl]+,
473 [M+H-2glc-xyl-H2O]+, 455 [M+H-2glc-xyl-2H2O]+,
437 [M+H-2glc-xyl-3H2O]+, 419 [M+H-2glc-xyl-4H2O]+,
297 [M+H-2glc-xyl-3H2O-(25-hydroxy-20,24-epoxy residue)]+

S6 48.52 1569, 785 783 653 [M+H-xyl]+, 623 [M+H-glc]+, Astragaloside IV
605 [M+H-glc-H2O]+, 491 [M+H-xyl-glc]+,
473 [M+H-xyl-glc-H2O]+, 455 [M+H-xyl-glc-2H2O]+,
437 [M+H-xyl-glc-3H2O]+, 419 [M+H-xyl-glc-4H2O]+,
297 [M+H-xyl-glc-3H2O-(25-hydroxy-20,24-epoxy residue)]+

S7 50.09 1031 1029 971 [M+H-CH3COOH]+, 911 [M+H-2CH3COOH]+, Agroastragaloside III
749 [M+H-2CH3COOH-glc]+, 587[M+H-2CH3COOH-2glc]+,
727 [M+H-(25-glc-20,24-epoxy residue)]+,
671 [M+H-2glc-2H2O]+, 653 [M+H-2glc-3H2O]+,
815 [M+H-2acetylxyl]+, 491 [M+H-2acetylxyl-2glc]+,
473 [M+H-2acetylxyl-2glc-H2O]+, 455 [M+H-2acetylxyl-2glc-2H2O]+,
437 [M+H-2acetylxyl-2glc-3H2O]+, 419 [M+H-2acetylxyl-2glc-4H2O]+,
297 [M+H-2acetylxyl-2glc-3H2O-(25-hydroxy-20,24-epoxy residue)]+

S8 51.01 1653, 827 825 767 [M+H-CH3COOH]+, 605 [M+H-CH3COOH-glc]+, Astragaloside II
647 [M+H-glc-H2O]+, 629 [M+H-glc-2H2O]+,
653 [M+H-acetylxyl]+, 491 [M+H-acetylxyl-glc]+,
473 [M+H-acetylxyl-glc-H2O]+, 455 [M+H-acetylxyl-glc-2H2O]+,
437 [M+H-acetylxyl-glc-3H2O]+, 419 [M+H-acetylxyl-glc-4H2O]+,
297 [M+H-acetylxyl-glc-3H2O-(25-hydroxy-20,24-epoxy residue)]+

S9 52.34 1653, 827 825 767 [M+H-CH3COOH]+, 605 [M+H-CH3COOH-glc]+, Isoastragaloside II
647 [M+H-glc-H2O]+, 629 [M+H-glc-2H2O]+,
653 [M+H-acetylxyl]+, 491 [M+H-acetylxyl-glc]+,
473 [M+H-acetylxyl-glc-H2O]+, 455 [M+H-acetylxyl-glc-2H2O]+,
437 [M+H-acetylxyl-glc-3H2O]+, 419 [M+H-acetylxyl-glc-4H2O]+,
297 [M+H-acetylxyl-glc-3H2O-(25-hydroxy-20,24-epoxy residue)]+

S10 55.19 1737, 869 867 809 [M+H-CH3COOH]+, 749 [M+H-2CH3COOH]+, Astragaloside I
647 [M+H-CH3COOH-glc]+, 587[M+H-2CH3COOH-glc]+,
689 [M+H-glc-H2O]+, 671 [M+H-glc-2H2O]+,
653 [M+H-2acetylxyl]+, 491 [M+H-2acetylxyl-glc]+,
473 [M+H-2acetylxyl-glc-H2O]+, 455 [M+H-2acetylxyl-glc-2H2O]+,
437 [M+H-2acetylxyl-glc-3H2O]+, 419 [M+H-2acetylxyl-glc-4H2O]+,
297 [M+H-2acetylxyl-glc-3H2O-(25-hydroxy-20,24-epoxy residue)]+

S11 56.39 1737, 869 867 809 [M+H-CH3COOH]+, 749 [M+H-2CH3COOH]+, Isoastragaloside I
647 [M+H-CH3COOH-glc]+, 587[M+H-2CH3COOH-glc]+,
689 [M+H-glc-H2O]+, 671 [M+H-glc-2H2O]+,
653 [M+H-2acetylxyl]+, 491 [M+H-2acetylxyl-glc]+,
473 [M+H-2acetylxyl-glc-H2O]+, 455 [M+H-2acetylxyl-glc-2H2O]+,
437 [M+H-2acetylxyl-glc-3H2O]+, 419 [M+H-2acetylxyl-glc-4H2O]+,
297 [M+H-2acetylxyl-glc-3H2O-(25-hydroxy-20,24-epoxy residue)]+
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Table 2 (Continued )

No. tR (min) M (+) M (−) MSn Identification

S12 61.36 1821, 911 909 851 [M+H-CH3COOH]+, 731 [M+H-3CH3COOH]+, Acetylastragaloside I
689 [M+H-CH3COOH-glc]+, 551 [M+H-3CH3COOH-glc]+,
731 [M+H-glc-H2O]+, 713[M+H-glc-2H2O]+,
653 [M+H-3acetylxyl]+, 491 [M+H-3acetylxyl-glc]+,
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473 [M+H-2
437 [M+H-2
297 [M+H-2

ith the information of literature, [27] it was therefore identified
s sucrose.

.1.2. Analysis of astragalosides by LC-ESI-MSn

Astragaloside IV was analyzed by LC–MSn firstly to obtain the
etention time and characteristic fragmentation pathway data.
hen the LC–MSn method was performed on the astragalosides in
rude methanol extract of Radix Astragali and the data of reten-
ion time (tR), ESI-MSn and the elucidation of individual peak are
isted in Table 2. By comparing the above data of the analyzed astra-
alosides with that of reference compound and in the literature,
2 astragalosides have been unambiguously identified or tenta-
ively characterized. The EIC of analyzed astragalosides are shown in
ig. 3.

The retention time of astragaloside IV is at 48.52 min. The
M+H]+ was at m/z 785, the m/z 1569 ion was the [2M+H]+ and
he [M−H]− was at m/z 783. The LC–MSn data were obtained in
he positive ion mode. The product ions at m/z 653 and 623 arose
rom the eliminations of xylose (132 Da) and hexose (162 Da) frag-

ents, respectively. The ion at m/z 491 was produced from the
imultaneous losses of a xylose and a hexose residue, owing to two
ifferent terminal residues were in the structure of astragaloside

V. In addition, the other product ions were at m/z 473, 455, 437
nd 419 due to the successive losses of several H2O molecules from
he aglycone moiety. The ion at m/z 297 corresponded to the loss of
5-hydroxy-20,24-epoxy residue (140 Da) at C-17 from the m/z 437

on.
As shown in Table 2, peaks S1 to S12 all displayed the characteris-

ic ions at m/z 473, 455, 437, 419 and 297, were consisted with astra-

aloside IV. It demonstrated that all of these astragalosides were of
,19-cyclolanostane aglycone and the differences of sugar moieties
ould distinguish them. On the basis of the retention time and MSn

ata of reference compound, peak S6 was unambiguously identified
s astragaloside IV. Peak S1 did not produce the fragment ion by

Fig. 3. The EIC chromatogram of the astragalosides
xyl-glc-H2O] , 455 [M+H-2acetylxyl-glc-2H2O] ,
xyl-glc-3H2O]+, 419 [M+H-2acetylxyl-glc-4H2O]+,

lxyl-glc-3H2O-(25-hydroxy-20,24-epoxy residue)]+

losing sugar moieties, so it was identified as cycloastragenol. Peaks
S2, S3 and S5 presented the [M+H]+ at m/z 947 and [M−H]− at m/z
945 in the LC–MS experiment. The m/z 947 ion of Peak S2 formed
the [M+H-132]+, [M+H-162]+ and [M+H-162-162]+ indicated this
compound had a xylose and two glucose terminal residues. The
product ion at m/z 643 from loss of 25-glc-20,24-epoxy residue at C-
17 demonstrated one glucose residue was at C-25. Thus, compound
of peak S2 was ascribed to astragaloside VII. In the case of peak S3, it
showed [M+H-162]+, [M+H-162-162]+ and [M+H-162-132]+. It con-
cluded that this compound had a xylose and two glucose residues.
No [M+H-xyl]+ indicated one glucose residue was linked to the
xylose. So compound corresponding to peak S3 was astragaloside
VI. For peak S5, the only difference between it and peak S3 was the
[M+H-(25-glc-20,24-epoxy residue)]+, so compound of peak S5 was
astragaloside V.

Peaks S4, S7 to S12 all gave the fragment ions by losing acetic
acid, owing to the acetyl group in the structure. According to the
fragment ions of peak S4 (Table 2), it had a xylose and two glu-
cose residues, an acetyl group linked to the xylose and one glucose
residue at C-25. The above information coincided with the struc-
ture of agroastragaloside IV, so peak S4 was identified. Take peak
S7 into account, comparing the fragment ions of it with that of peak
S4 and the only difference was peak S7 had one more acetyl group
in the xylose than peak S4. So compound of peak S7 was identified
as agroastragaloside III.

Peak S8 showed the same MSn behaviors with peak S9. Its full
scan mass spectrum presented the [M+H]+ ion at m/z 827, [2M+H]+

ion at m/z 1653 and [M−H]− ion at m/z 825. The fragmentation
of them proved the existence of a xylose linked an acetyl group

and a glycose residue. According to the literature data [11] and the
content difference, peaks S8 and S9 were tentatively identified as
astragaloside II and isoastragaloside II, respectively. Similarly, peaks
S10 and S11 were tentatively assigned to astragaloside I and isoas-
tragaloside I, respectively. As peak S12 just had one more acetyl

in the methanol extracts of Radix Astragali.
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According to the sample information, the growth years are longer
and the quantities are better in one to seven years. The differ-
ent samples of the same growth year showed the similar level of
content. Moreover, the relative peak areas of sucrose gave some

Table 3
The information of the Radix Astragali samples from Helong City and of different
growth years.

Sample no. Origins Growth years

1 Helong City 1
2 Helong City 1
3 Helong City 1
4 Helong City 2
5 Helong City 2
6 Helong City 2
7 Helong City 2
8 Helong City 3
9 Helong City 3

10 Helong City 3
11 Helong City 3
Scheme 3. Main MSn fragmen

roup in the xylose than peak S10, it was therefore ascribed to
cetylastragaloside I.

The analyzed astragalosides possessed the same skeletal struc-
ure, the 9,19-cyclolanostane aglycone system. The similarity of
tructure results in similar fragmentation pathway. On the basis of
he diagnostic fragment ions, the acetyl group, xylose and glucose
esidues, identification of those astragalosides can be achieved. For
larity, the main fragmentation mechanisms of the astragalosides
re summarized in Scheme 3.

.1.3. Analysis of Radix Astragali samples from different planting
rea and of different growth years by LC-ESI-MSn

The LC-ESI-MSn method was applied to qualitative and quan-
itative analysis of the Radix Astragali samples from Helong City
nd of different growth years. The information of different samples
as shown in Table 3. The LC-UV and LC-TIC spectra were obtained.

he relative peak area method was used for the quantitative anal-
ses of the isoflavonoids and astragalosides. Calycosin was used as
he reference standard in the analysis of isoflavonoids. The peak
rea ratio of other isoflavonoids to calycosin is the relative peak
rea, which could reflect the relative contents of analytes. Similarly,
stragaloside IV was used as the standard reference in the analysis
f astragalosides and the relative peak areas of them were obtained.
The relative peak areas of the identified isoflavonoids and astra-
alosides were presented in Table 4. Different samples contained
ifferent quantities of isoflavonoids and astragalosides and the
esults presented some regularity. Among samples 1–16, the rel-
tive peak areas of the isoflavonoids F1, F2, F5, F6, F10, F12 and
pathways of astragaloside IV.

F15 were in relatively high level and the astragalosides S3, S6, S7,
S8, S9, S10 and S11 were more abundant. The major isoflavonoids
and astragalosides presented higher content in samples 8–16,
relative lower in samples 4–7 and the lowest in samples 1–3.
12 Helong City 3
13 Helong City 3
14 Helong City 7
15 Helong City 7
16 Helong City 7



X
.H

uang
et

al./Talanta
78

(2009)
1090–1101

1099

Table 4
The relative peak areas of the identified components and the results of antioxidant activity evaluations of different Radix Astragali samples.

Growth years 1 1 1 2 2 2 2 3 3 3 3 3 3 7 7 7

Sample no. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 15.261 15.714 15.485 10.005 10.092 9.425 9.457 7.659 6.422 5.766 7.021 6.988 6.499 4.878 4.950 5.022
F1 0.999 0.962 0.981 1.141 1.816 0.922 0.569 3.013 0.620 1.525 0.708 0.692 0.550 0.662 1.092 0.929
F2 3.572 3.511 3.542 8.614 8.876 8.021 8.220 10.807 11.033 12.295 11.616 11.407 11.353 11.509 10.891 11.386
F3 0.147 0.193 0.170 0.709 0.760 0.612 0.380 0.668 0.114 0.802 0.305 0.477 0.388 0.609 0.692 0.770
F4 0.033 0.025 0.029 0.060 – – – – 0.315 – – 0.010 0.229 – – –
F5 0.423 0.264 0.343 2.011 1.647 3.185 3.487 2.485 6.922 4.417 4.714 3.629 3.359 6.077 5.691 5.593
F6 0.383 0.343 0.363 2.036 2.607 2.401 2.259 3.749 4.327 2.769 3.304 3.021 3.272 3.098 3.211 3.806
F7 0.049 0.048 0.048 0.505 0.356 0.254 0.135 0.549 0.295 0.891 0.056 0.155 0.090 0.910 0.607 0.186
F8 – – – 0.308 0.274 0.152 0.121 0.126 1.160 0.442 - - 0.151 0.005 0.005 0.004
F9 0.054 0.036 0.045 – 0.796 0.450 0.190 1.015 - 1.091 - 0.395 0.305 0.626 0.445 0.462
F10 2.443 2.427 2.435 3.312 2.786 2.152 3.357 6.096 6.322 6.288 6.619 6.489 5.480 5.317 6.302 6.308
F11 0.751 0.740 0.746 0.727 0.742 0.098 0.218 0.156 0.234 0.407 0.405 0.410 0.699 1.413 1.610 1.998
F12 0.130 0.117 0.123 1.271 1.158 1.126 1.631 1.831 0.142 1.624 1.637 0.926 0.334 1.805 1.711 1.853
F13 0.208 0.190 0.199 0.889 0.476 0.321 0.511 0.946 1.104 1.240 0.205 0.591 0.311 1.358 1.198 0.886
F14 0.017 0.067 0.042 0.157 0.032 0.027 0.232 0.163 1.991 0.163 0.021 0.094 0.101 0.406 0.544 0.231
F15 1.374 1.424 1.399 1.328 1.448 1.157 1.041 2.433 1.960 2.430 2.123 2.804 2.863 2.344 2.234 2.104
F16 0.641 0.642 0.641 0.846 0.723 0.244 0.447 0.945 0.450 0.664 0.400 0.297 0.526 1.662 1.297 1.731
F17 0.564 0.585 0.575 0.523 0.428 0.286 0.492 1.548 0.945 1.366 0.694 0.651 1.640 1.318 1.341 1.310

SUM 11.79 11.57 11.68 24.44 24.93 21.41 23.29 36.53 37.93 38.41 32.81 32.05 31.65 39.12 38.87 39.56

S1 0.775 0.644 0.526 0.885 0.789 1.196 0.793 1.082 1.771 1.115 0.421 0.993 0.144 1.213 1.080 1.074
S2 0.638 0.449 0.697 0.601 0.265 0.189 0.299 0.120 0.152 0.140 0.364 0.514 0.364 0.266 0.178 0.111
S3 1.126 1.585 1.643 2.433 2.059 2.498 2.757 4.337 4.310 4.661 4.787 4.738 4.138 6.075 5.497 5.686
S4 0.805 1.041 1.378 1.181 1.252 1.071 1.331 1.248 1.368 1.075 1.157 1.974 1.308 1.919 1.483 1.544
S5 0.896 1.225 0.941 0.379 0.277 0.268 0.422 0.392 0.168 1.797 1.304 0.224 0.406 0.203 0.674 0.491
S6 1.691 1.993 1.067 2.497 2.169 2.164 1.966 4.970 4.225 4.042 4.925 4.941 4.169 5.466 6.269 5.894
S7 1.359 1.298 1.317 2.281 2.389 3.052 1.953 3.043 2.204 7.182 2.433 1.314 0.414 2.808 2.120 2.593
S8 3.737 4.479 4.254 5.951 5.398 5.199 5.788 8.282 8.857 8.004 8.246 8.420 8.451 10.894 10.153 9.895
S9 1.399 1.424 0.998 1.230 1.758 1.271 1.663 2.778 2.312 2.555 2.850 2.232 3.253 2.052 2.473 2.541
S10 12.890 11.789 12.813 15.371 16.010 15.217 15.668 26.712 28.197 24.778 26.252 21.554 23.517 24.115 25.094 25.345
S11 0.277 0.213 0.168 1.085 1.511 1.637 1.141 1.261 1.430 1.100 1.050 1.338 1.369 1.020 1.583 1.877
S12 0.093 0.073 0.090 0.162 0.184 0.264 0.242 0.243 0.215 0.285 0.287 0.146 0.191 0.616 0.347 0.191

SUM 25.69 26.21 25.89 34.06 34.06 34.03 34.02 54.47 55.21 56.73 54.07 48.39 47.72 56.65 56.95 57.24

P (%) 35.13 36.02 35.74 49.90 49.92 42.92 43.14 55.54 55.95 56.39 55.36 55.20 55.10 57.46 58.01 58.75
FRAP Value (�M) 805.84 993.70 879.33 1453.82 1539.89 1089.71 1372.23 2021.53 2162.40 2190.42 1879.86 1861.72 1840.20 2100.49 2297.35 2327.14



1 nta 78 (2009) 1090–1101

d
c
o
c

4

w
e
F
t
E
o

4

t
d
u

a
a
N
m
o
t
a
e
p
a

c
o
i
n

a
fl
a
t
1
m
t
s
c
m
i

D
n
t
2
t
e
w
a
p
e
r
I
o
I
c

100 X. Huang et al. / Tala

ifference. The one growth year samples contained the highest
ontent sucrose among the 16 samples. This result indicated that
ligosaccharide is concerned with biosynthesis course of glycoside
ompounds.

. Investigation of antioxidant activity of Radix Astragali

Firstly, a LC-ESI-MS method for evaluation of antioxidant activity
as developed. Then the antioxidant activities data of the methanol

xtracts of different Radix Astragali samples were obtained. And the
erric Reducing Antioxidant Power (FRAP) assay was also applied
o evaluate the antioxidant activity and support the result of LC-
SI-MS. Finally, the effects of growth years on antioxidant activity
f Radix Astragali from Helong City were assessed.

.1. Evaluation of antioxidant activity using LC-ESI-MS

The hydroxyl radical (•OH) is the most reactive radical among
he reactive oxygen species and play an active role in a number of
iseases. In general, detection of •OH is indirect and trap agents are
sually applied, including chemical traps and spin traps.

In this study, the Fenton reaction was used as the •OH generator
nd 5,5-dimethyl-1-pyrroline N-oxide (DMPO) as spin-trapped
gent. The spin-adduct DMPO-OH and the internal standard
-methyl-2-pyrrolidone (NMP) were investigated by LC-ESI-MS in
ultiple selected ion monitoring (MIM) mode. The peak area ratio

f DMPO-OH to NMP could indicate the change of •OH concentra-
ion as they were positively correlated with each other. When the
ntioxidant was added to the reaction system, part of •OH was scav-
nged and the content of DMPO-OH was reduced. So the decrease
ercentage (P, %) of the peak area ratio of DMPO-OH to NMP before
nd after the antioxidant was added could reflect its activity.

The Fenton reaction is Fe2+ and H2O2 give rise to the •OH, which
an be trapped by trap agents for detection. So the concentrations
f reagents, pH value and reaction time were optimized in order to
ncrease the yield of •OH. Optimization of LC–MS parameters is a
ecessary step to obtain better selectivity.

The chromatographic analysis was carried out without column,
s the analytes have no retention. The samples were delivered at a
ow rate of 0.3 mL/min, an appropriate rate coupled to MS. So the
nalytes were detected rapidly just within 2.5 min. The mass spec-
rum of the analytes showed the [M+H]+ ion of DMPO-OH at m/z
30 and that of NMP at m/z 100. The ions at m/z 130 and 100 were
onitored in MIM mode to quantify DMPO-OH and NMP, respec-

ively. NMP was selected as the internal standard due to its similar
tructure to DMPO-OH resulting in similar ionization efficiency and
ould not trap •OH and affect detection. Fig. 4 shows the chro-
atograms of DMPO-OH and NMP recorded by the LC–MS method

n MIM mode.
In the experiment, suitable concentrations of Fe2+ (2.0 mM),

MPO (2 mM), and H2O2 (0.01%) were added orderedly in ammo-
ium acetate buffer (pH 5, 10 mM) and incubated at 20 ◦C for 20 min
hen NMP (100 �M) was added and the sample was vortexed for
0 s. Then, a 20 �L of the mixture was injected into the LC–MS sys-
em for analysis. All the reaction solutions were freshly prepared
very time. When the Radix Astragali sample was determined, it
as added into the reaction system just before H2O2 and operated

s above. All treatments were run in five times and the average
eak area ratio was obtained. So the decrease percentages of differ-

nt samples were calculated and were shown in Table 4. Then the
eference compounds, calycosin, formononetin and astragaloside
V, were detected as above, the decrease percentages of them were
btained (calycosin 83.90%, formononetin 57.15% and astragaloside
V 64.13%). So the isoflavonoids and astragalosides are the major
omponents presented the antioxidant activities.
Fig. 4. The LC–MS chromatograms of DMPO-OH and NMP in the MIM mode.

4.2. FRAP assay measure of antioxidant activity

The FRAP assay was applied for measuring the total antioxidant
activity, which is based on the reducing power of a compound. A
potential antioxidant will reduce the ferric ion (Fe3+) to the fer-
rous ion (Fe2+) and the latter forms a blue complex with TPTZ
(Fe2+/TPTZ), which increases the absorption at 593 nm.

Briefly, the FRAP reagent was prepared by mixing NaAc buffer
(300 mM, pH 3.6), 10 mM TPTZ in 40 mM HCl and 20 mM FeCl3 at
10:1:1 (v/v/v). l-ascorbic acid was prepared at 500 �M in methanol
and was used as reference standard. The 150 �L FRAP reagent and
the 5 �L l-ascorbic acid or sample solutions were added to the well
of the microplate. The absorbance readings were taken at 593 nm
immediately at 0 min and 4 min after. The plate was incubated at
37 ◦C for the duration of the reaction. All treatments were run in five
times and the average value was obtained. The absorbance changes
between 0 and 4 min of the l-ascorbic acid and sample solutions
were obtained. So the FRAP values (�M) of the samples was calcu-
lated on the basis of l-ascorbic acid (Table 4). Then the FRAP values
of reference compounds, calycosin, formononetin and astragaloside
IV, were obtained (calycosin 698.99 �M, formononetin 161.62 �M
and astragaloside IV 193.94 �M).

The total antioxidant activity of the Radix Astragali crude
methanol extracts has never been reported. The results of LC-ESI-
MS measure correlated well to those found in the FRAP assay, an
indication that the antioxidant activities found in the two model
systems supported each other. The antioxidant activities of the ref-
erence compounds, calycosin, formononetin and astragaloside IV,
were evaluated. The three compounds all presented antioxidant

activities, the P and FRAP value of calycosin was higher than the
other two compounds. Astragaloside IV showed higher activity than
formononetin. Then different Radix Astragali samples were ana-
lyzed. Samples 1–16 from the Helong City with different growth
years, the P and FRAP values of the seven years ones were a little
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igher than the three years ones and significantly higher than the
ther ones. As for the samples of the same growth years ones, the
and FRAP values were insignificantly different with each other.

amples of the three years ones, the P and FRAP value of them were
igher than the two years ones. And the P and FRAP values of the
wo years ones were all higher than the one year ones. So the effect
f the growth years on the antioxidant activity was obtained in this
tudy, which was the important influencing factor. In a word, the
hree years ones presented the best excellent antioxidant quality.

The isoflavonoids and astragalosides are the major bioactivity
ngredients of antioxidant activity in Radix Astragali. Compre-
ensive analysis of the above results, the contents of principal
omponents and antioxidant activities are correlated. So the three
ears were the optimal growth year for Radix Astragali.

. Conclusions

In the present paper, the structural elucidations of isoflavonoids
nd astragalosides in the methanol extracts of Radix Astragali have
een carried out by means of LC-ESI-MSn method. The quality
nd quantity of different growth year samples from Helong City
ere analyzed. And then LC-ESI-MS method was performed on

he evaluation of antioxidant activity. Meantime, FRAP assay was
pplied to support the antioxidant activity result of LC-ESI-MS.
he experimental results demonstrated that the contents of the
rincipal components and the antioxidant activity of the Radix
stragali are positively correlated. The effect of growth year is sig-
ificant on the antioxidant activities of Radix Astragali. In short, the
C-ESI-MSn method is a powerful and reliable analytical tool for
apidly identifying isoflavonoids and astragalosides and evaluating
he antioxidant activity of Radix Astragali.
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a b s t r a c t

A novel fluorescent peptide sensor containing tryptophan (donor) and dansyl fluorophore (acceptor) was
synthesized for monitoring heavy and transition metal (HTM) ions on the basis of metal ion binding
motif (Cys-X-X-X-Cys). The peptide probe successfully exhibited a turn on and ratiometric response for
several heavy metal ions such as Hg2+, Cd2+, Pb2+, Zn2+, and Ag+ in aqueous solution. The enhancements
of emission intensity were achieved in the presence of the HTM ions by fluorescent resonance energy
transfer (FRET) and chelation enhanced fluorescence (CHEF) effects. The detection limits of the sensor for
Cd2+, Pb2+, Zn2+, and Ag+ were lower than the EPA’s drinking water maximum contaminant levels (MCL).
eywords:
RET
HEF
eptide
atiometric
luorescent sensor
d2+

We described the fluorescent enhancement, binding affinity, and detection limit of the peptide probe for
HTM ions.

© 2009 Elsevier B.V. All rights reserved.
g2+

. Introduction

Chemical sensors that monitored metal ions are of current
opical interest because a variety of natural and environmental
ontaminations of heavy and transition metal (HTM) ions causes
erious problems for human health and ecology [1–3]. As monitor-
ng of a low level contamination of HTM ions such as Hg2+, Cd2+,
nd Pb2+ has become significant, fluorescent chemical sensors that
rovide immediate and sensitive responses to HTM ions are par-
icularly valuable. Many kinds of fluorescent chemical sensors for
TM ions such as Hg2+, Cd2+, and Pb2+, have been reported [4–15].
ost of the known fluorescent chemical sensors monitored these

ations by fluorescence quenching effects via enhanced spin-orbital
oupling (e.g. Hg2+) or energy or electron transfer and suffered lim-
tations in aqueous solution due to poor solubility. Thus, the sensors
hat exhibit turn on response for HTM ions in aqueous solution are
equired. In addition, ratiometric sensors for heavy metal ions are
esirable because they make it possible to measure the analytes

ore accurately with minimization of background signal [16,17].
owever, ratiometric fluorescent probes useful for monitoring HTM

ons in aqueous solution were rarely reported [18–20].

∗ Corresponding author. Tel.: +82 32 860 7674; fax: +82 32 867 5604.
E-mail address: leekh@inha.ac.kr (K.H. Lee).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.062
Various proteins including metallo-proteins interact with small
molecules such as metal ions and this event induces conforma-
tional change of the proteins. Several metal binding motifs have
been identified in various metallo-proteins [21–25]. Cysteine rich
metal ion binding motifs that commonly shared Cys-X2–4-Cys
sequences have been identified in metallo-proteins such as metal-
lothineins, Menkes, MerR, and CueR protein [26,27]. Furthermore,
the small peptide fragments based on the metal binding motifs
showed nanomolar and micromolar affinity for several HTM ions
(Group 11 and 12) including Hg2+, Cd2+, and Zn2+ [28–30]. Thus,
the peptides containing metal binding motifs have potential appli-
cations as chemical sensors. In the present study, we focused on
the design of ratiometric fluorescent sensors for monitoring HTM
ions on the basis of metal binding motifs because peptide sen-
sors have several advantages. Peptides consisting of natural amino
acids can be easily synthesized by solid phase synthesis with 9-
fluorenylmethoxycarbonyl (Fmoc) or tert-butyloxycarbonyl (Boc)
chemistry [31,32]. Peptide sensors are generally working well in
aqueous solution or mixed organic-aqueous solution due to their
good solubility, and their sensitivity and selectivity can be opti-
mized by further tuning of the amino acid sequences [33–38].

Peptide sensors can be facilely conjugated into solid support in the
device for further applications.

Peptides and proteins do not have fluorescent properties to be
essential for sensing. Conjugation of a fluorophore group (a signal
transduction site) into the peptides is a critical step for developing
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Scheme 1. Structure of 3

eptide sensors. If the fluorophore site may directly contact bound
etal ions, the metal recognition event will be fully monitored. Pre-

iously, we and other research groups independently reported the
ynthesis of fluorescent peptide and chemical probes containing
ansyl fluorophore for metal ions [33,35–44] because the sulfon
mide of dansyl group has been applied to the chelation enhanced
uorescence (CHEF) system and some of the probes sensed metal

ons efficiently by a CHEF [33,35–39] effect. In addition, the emis-
ion spectrum of dansyl group is sensitive to its microenvironments
45]. Thus, a short fluorescent peptide sensor consisting of less than
1 amino acids was designed and dansyl group was chosen as a fluo-
ophore group. To design a ratiometric peptide sensor, a Trp residue
s a donor and a dansyl group as an acceptor were introduced into
he peptide (Scheme 1) [17].

We synthesized a fluorescent peptide probe (3G, Dansyl-Ala-
la-Cys-Ala-Ala-His-Cys-Trp-Ala-Glu-CONH2) on the basis of the
mino acid sequence of the metal binding motifs. His residue,
nown to be a heavy metal binding ligand [21], was included in
etal ion binding site of the peptide. A Glu residue in the pep-

ide probe was introduced for improving solubility. As shown in
cheme 1, we assume that when the peptide probe interact with
etal ions, it may fold and bring the Trp and dansyl closer to each

ther, resulting in the increase of emission intensity by a fluorescent
esonance energy transfer (FRET) effect. In addition, if direct inter-
ctions between the dansyl fluorophore and metal ions may occur,
nhanced emission intensity will be observed because the com-
lexation of the sulfonamide group of dansyl fluorophore by cations

ay inhibits photoinduced electron transfer (PET) i.e., that there is
CHEF effect. The synthesized peptide probe successfully exhibited

urn on fluorescent response for several heavy metal ions in aque-
us solution. The peptide probe showed a ratiometric response with
eavy metal ions such as Hg2+, Cd2+, Zn2+, and Ag+ by FRET and CHEF

ig. 1. Fluorescence response of 3G (20 �M) to the addition of Hg2+ at 0, 2, 4, 6, 8, 9, 10, 1
.4).
possible binding mode.

effects. We described the fluorescent enhancement, binding affin-
ity, detection limit, and the pH dependent sensitivity of the peptide
probes for HTM ions.

2. Experimental

2.1. Reagents

Fmoc protected amino acids, N,N′-diisopropylcarbodiimide, 1-
hydroxybenzotriazole, and Rink Amide MBHA resin were from
Novabiochem. Other reagents for peptide synthesis including tri-
fluoroacetic acid (TFA), tri-isopropylsilane (TIS), dansyl chloride,
triethylamine, diethyl ether, dimethyl sulfoxide (DMSO), N,N-
dimethylformamide (DMF) and piperidine were purchased from
Aldrich.

2.2. Peptide synthesis

The peptides were synthesized using Fmoc chemistry by solid
phase peptide synthesis with Fmoc chemistry [31]. The coupling
of dansyl chloride was performed by applying the following pro-
cedure. To the resin bound peptide (65 mg, 0.05 mmol), dansyl
chloride (40 mg, 0.15 mmol, 3 eq.) in DMF (3 ml) containing tri-
ethylamine (20 �l, 0.15 mmol, 3 eq.) were added and kept for 2 h
at room temperature. Deprotection and cleavage was achieved by
treatment with a mixture of TFA/TIS/H2O (9.5:0.25:0.25, v/v/v) at
room temperature for 3–4 h. After cleavage of the product from

resin, the peptides were purified by preparative-HPLC using a
water (0.1% TFA)/acetonitrile (0.1% TFA) gradient (5–50% acetoni-
trile over 45 min). The peptide mass (3G [M + H]+ calcd. 1263.40;
obsd. 1263.17) were characterized by ESI mass spectrometer (Plat-
form II, Micromass, Manchester, UK). The homogeneity (>95%) of

1 �M with an excitation at (A) 295 nm and (B) 330 nm in 10 mM HEPES buffer (pH
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ig. 2. Fluorescence response of 3G (20 �M) to the addition of Cd2+ at 0, 2, 4, 6, 8, 1
uffer (pH 7.4).

he compound was confirmed by analytical HPLC on a C18 col-
mn.

.3. General fluorescence measurements

Fluorescence emission spectrum of a peptide probe in a 10 mm
ath length quartz cuvette was measured in 10 mM HEPES buffer
olution (pH 7.4) using a PerkinElmer luminescence spectropho-

ometer (model LS 55). Emission spectra (300–650 nm) of the
eptide probes (20 �M) in the presence of various metal ions (Hg2+,
a2+, Cd2+, Co2+, Pb2+, Ag+, Mg2+, Cu2+, Mn2+, Ni2+, and Zn2+ as
erchlorate anion; and Na+, Al3+, and K+, as chloride anion) were
easured by excitation with 295 nm for FRET measurement or

ig. 3. Fluorescence response of 3G (20 �M) in the presence of various metal ions (1 eq.) w
.4).
14, 16, 18, 20 �M with an excitation at (A) 295 nm and (B) 330 nm in 10 mM HEPES

by excitation with 330 nm for chelation enhanced fluorescence
measurement. The slit size for excitation and emission was 6 nm,
respectively. The concentration of peptide probe was confirmed by
UV absorbance at 330 nm for dansyl group.

2.4. Determination of binding stoichiometry and binding constant

The binding stoichiometry of peptides with metal ions was

determined by using Job’s plot [17,46,47]. A series of solutions with
varying mole fraction of metal ions were prepared by maintaining
the total peptide and metal ion concentration constant (2.5 �M).
The fluorescence emission was measured for each sample by excit-
ing at 330 or 295 nm and spectra were measured from 300 to

ith an excitation at (A) 295 nm and (B) 330 nm in 10 mM HEPES buffer solution (pH
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50 nm. The fitting data were acquired by plotting a straight line
hrough the maximum or minimum emission intensity in the titra-
ion curve and were plotted against the mole fraction of the metal
on versus emission intensity.

The association constants were calculated based on the titration
urve of the probes with metal ions. Association constants were
etermined by a nonlinear least squares fit of the data with the
ollowing equation as referenced elsewhere [48,49].

(x) = a+ b× cxn

1+ cxn

here x is the concentration of metal ions, F(x) is the intensity, a is
he intensity of probe without metal ions, b is the intensity at the
aturation, n is the binding stoichiometry, and c is the association
onstant.

.5. Detection limit

The detection limit was calculated based on the fluorescence
itration. To determine the S/N ratio, the emission intensity of
G without any metal ions was measured by 10 times and the
tandard deviation of blank measurements was determined. Three
ndependent duplication measurements of emission intensity were
erformed in the presence of metal ions and each average value
f the intensities was plotted as a concentration of metal ions for
etermining the slope. The detection limit is then calculated with
he following equation.

ectetion limit = 3�bi

m

here �bi is the standard deviation of blank measurements, m is
he slope between intensity versus sample concentration.

. Results and discussion

.1. Fluorescence response of 3G to heavy metal ions

As the peptide sensor is fully water soluble, we investigated
he fluorescence response of the sensor to HTM ions in 10 mM
EPES buffer solution (pH 7.4). As shown in Scheme 1, fluorescence

esponse of the probe to metal ions might occur via two ways. If
etal ions directly interact with a dansyl fluorophore, the emission

ntensity of a dansyl group will change by a CHEF effect. If the pep-
ides will fold in the presence of metal ions, the distance between
rp (donor) and dansyl (acceptor) may decrease, resulting in the
ncrease of emission intensity by a FRET effect. Thus, fluorescent
pectra of 3G in the presence of HTM metal ions were measured by
xcitation at a wavelength of 295 nm for the Trp residue or 330 nm
or the dansyl fluorophore, respectively.

The fluorescence response of 3G toward Hg2+ was measured
ith a wavelength of 295 nm in HEPES buffer solution (pH 7.4).

ig. 1 showed that 3G exhibited a fluorescence turn-on response
ith Hg2+. With the increasing concentration of Hg2+, a signifi-

ant increase of the emission intensity around 495 nm and decrease
t 340 nm were observed with an isosbestic point at 407 nm. The
ntensity ratio at 495 and 340 nm increased from 0.9 to 8.9. Upon the
ddition of 1 eq. Hg2+, about 4-fold increase of the intensity at 495
nd 30 nm blue shift from 525 to 495 nm of the maximum emission
ntensity were observed. This result indicated that the sensor (3G)
howed a ratiometric, turn-on fluorescence response with Hg2+ by
FRET effect.
When the probe was excited with a wavelength of 330 nm for
he dansyl group, 3G exhibited a fluorescence turn-on response
ith Hg2+. Upon the addition of 1 eq. Hg2+, about 3-fold intensity

ncreased and 30 nm blue shift from 525 to 495 nm of the maximum
mission intensity were observed. This result indicated that direct
8 (2009) 903–909

interactions between the dansyl fluorophore with Hg2+ resulted in
the increase of emission intensity by a CHEF effect. The blue shift
may be due to the change of circumstances of dansyl fluorophore
because the emission intensity of dansyl fluorophore is sensitive to
its local environment [45]. The blue shift indicated that when the
peptide probe fold in the presence of Hg2+, the hydrophilic environ-
ment of dansyl group of the free peptide probe was changed into
hydrophobic environment.

Fig. 2 indicated that 3G showed a ratiometric, turn-on response
with Cd2+. Upon the addition of 1 eq. Cd2+, 7.5-fold intensity
increase and 30 nm blue shift of the maximum emission intensity
were observed with a wavelength of 295 nm. When the probe was
excited with a wavelength of 330 nm, 4.3-fold increase and 30 nm
blue shift of the maximum emission intensity were observed. In the
presence of Hg2+ and Cd2+, the enhancement of emission spectrum
measured by excitation with 295 nm was greater than those mea-
sured by excitation with 330 nm. To investigate direct interactions
between the dansyl fluorophore and metal ions, UV–vis absorption
spectra were measured (Fig. S1). In the presence of heavy metal
ions, the absorbance maximum blue shift and the extinction coef-
ficient change were observed, which indicated direct interactions
between the fluorophore and HTMs. When the lone pair electrons
in sulfone amide of dansyl interacted with cations, the resulting
reduction of conjugation of the fluorophore could induce a blue
shift of the absorption and emission spectrum. Overall results indi-
cated that 3G exhibited a fluorescence response with Hg2+ and Cd2+

via FRET as well as CHEF effects.

3.2. Binding stoichiometry and binding affinity

To investigate the response of the peptide to various metal ions,
we measured the fluorescence change of the peptide probe in the
presence of several metal cations (Hg2+, Ca2+, Cd2+, Co2+, Pb2+, Cu2+,
Ag+, Mg2+, Mn2+, Ni2+, and Zn2+ as perchlorate anion and Na+, Al3+,
K+, as chloride anion). When 3G was excited with a wavelength
of 330 or 295 nm respectively, 3G exhibited a fluorescence turn-
on response with HTM ions including Hg2+, Ag+, Cd2+, Pb2+, and
Zn2+ whereas 3G exhibited a turn-off response with Cu2+ (Fig. 3).
However, the probe exhibited no response with a representative
selection of alkali and alkaline earth metal ions. This selectivity of
the peptide sensor for HTM ions would be anticipated because the
metal binding motif (CXXXC) of the peptide was reported to bind
with several HTM ions including Hg2+, Cd2+, Pb2+, and Zn2+ [25].

We investigated the binding stoichiometry and binding affini-
ties of the peptide sensor for Hg2+, Ag+, Cd2+, Pb2+, and Zn2+. In the
titration curve, about 10 �M of Hg2+ was required for the saturation
of the emission intensity of 3G (20 �M), indicating that the binding
ratio between the peptide with Hg2+ is 2:1 (Fig. 1). Moreover, Job’s
plot analysis was conducted to determine the binding stoichiom-
etry [17,46,47]. Job’s plot of 3G exhibited a maximum at 0.4 mol
fraction of Hg2+ (Fig. S1). Generally, a Job’s plot with a maximum
at any other value besides 0.5 reveals that the peptide did not form
1:1 complex. In the titration curve for Cd2+, Zn2+, Pb2+, and Ag+,
0.5 eq. of metal ion was required for the saturation of the emission
intensity of 3G. Job’s plot exhibited a maximum at 0.35–0.4 mol
fraction of Cd2+, Zn2+, Pb2+, and Ag+ respectively. (Fig. S2). The
titration data and a Job’s plot analysis indicated that a 2:1 com-
plex might be predominant. It is not surprising that two peptides
that contained two Cys residues were required to bind one heavy
metal ion because metal binding sites in metallo-proteins often

include four Cys residues (i.e. CXXXXC—CXXXC) and tetrahedral
coordination geometries between a protein and a metal ion were
frequently observed [30]. The association constants of 3G for Hg2+,
Cd2+, Zn2+, Pb2+, and Ag+ were calculated by 2:1 complex model.
Table 1 summarized the association constants and enhancement
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Table 1
Enhancement factors, detection limits, and association constants of 3G.

Metal �max (nm) Enhancement factor
(absorbance = 295 nm)

Enhancement factor
(absorbance = 330 nm)

Detection limit
(�g/L)

Ka M−2 (2:1 binding)

Hg2+ 495 4.0 2.6 5.2 5.5 ± 0.6×1010

C 2+ 4.3 10

P 2.2
A 3.5
Z 4.8

f
p
a
s
w
e
a
f
t
c
s
A
f
f

c
o
W
o
H
m
t
q

d 495 7.5
b2+ 495 3.6
g+ 495 4.5
n2+ 495 9.0

actors for several heavy metal ions. The fitting of titration curve
rovided less than 15% errors. Even though this error was accept-
ble, this was larger than those of the reported small chemical
ensors [8–13] because the emission intensity increased via FRET as
ell as CHEF effects and some heavy metal ions showed quenching

ffect on the emission of Trp (explained later). It is observed that the
ssociation constants did not correlate well with the enhancement
actors measured by excitation with 295 nm or measured by excita-
ion with 330 nm. The enhancement factors depend on the electron
onfiguration of metal species and the distance between the dan-
yl fluorophore and the metal ion in the peptide–metal complex.
lthough Ka for Zn2+ is similar to that for Pb2+, the enhancement

actors measured by excitation with 295 nm are considerably dif-
erent.

The large difference between the enhancement factors (295 nm)
an be explained by several factors such as the secondary structure
f peptide–metal complex, and the quenching effect of metal ions.
hen the peptide folded in the presence of metal ions, the sec-
ndary structures would be different depending on metal species.
owever, the main reason may be the quenching effect of some
etal ions. It was reported that if heavy metal ions were close

o Trp residue, the emission spectrum of Trp residue was often
uenched by some heavy metal ions (Pb2+ and Hg2+) [44,50,51].

Fig. 4. Linear intensity change region as a fun
4.6 2.6 ± 0.3×10
11.0 4.5 ± 0.6×1010

4.3 3.3 ± 0.3×1010

2.8 4.0 ± 0.4×1010

To confirm this explanation, we synthesized the peptide contain-
ing a Trp residue (Acetyl-Cys-Ala-Ala-His-Cys-Trp-Ala-Glu-CONH2)
and measured emission intensity in the presence of various metal
ions. Noticeably, Pb2+, Hg2+, Cd2+, and Ag+ among various metal
ions showed quenching effects on the emission spectrum of Trp of
this peptide (data not shown). The quenching effect of Pb2+ was the
greatest and 1 eq. of Pb2+ almost completely quenched the emis-
sion intensity of the Trp residue. As some of heavy metal ions (Pb2+,
Hg2+, Cd2+, and Ag+) might have a quenching ability for the emis-
sion intensity of the Trp residue of 3G, we made a titration curve
by excitation with 330 nm and calculated Ka values for Pb2+, Hg2+,
Cd2+, and Ag+. Except Pb2+, Ka values calculated from the titration
curve measured by excitation with 330 nm was similar to those
calculated from the titration curve measured with 295 nm. As Pb2+

showed a strong quenching effect on the emission spectrum of the
Trp residue, fluorescence titration curve for Pb2+ was obtained by
excitation with 330 nm and the association constant was calculated.
3.3. Detection limit

The binding process of HTM ions to the peptide probe in buffer
solution was found to be fast. After adding the metal ions, the emis-
sion intensity instantly increased and reached the plateau region

ction of the concentration of HTM ions.
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ig. 5. Emission intensity of 3G in the presence HTM ions (Hg2+, Cd2+, and Pb2+) and
b2+) are one equivalent to 3G (20 �M) and Na+, K+, Ca2+, and Mg2+ are used at 250

ess than 2–3 s, suggesting that equilibrium might reach instantly
nd the probe has rapid detection ability for HTM ions. The fluores-
ence response of the probe for HTM ions was reversible because
he addition of excess EDTA to the probe–metal complex resulted
n the return of the original metal free emission spectrum. Fig. 4
howed a linear response region of the emission intensity as a

unction of the concentration of metal ions. 3G showed a linear
esponse of emission intensity to the concentration of HTM ions if
he intensity was less than about 80% of maximum emission inten-
ities acquired with excess amounts of HTM ions. The fluorescence
ensitivities for HTM ions were calculated on the basis of the lin-

ig. 6. pH dependence of fluorescence response of 3G (5 �M) and 3G-HTM ions
Hg2+, Cd2+, Pb2+, Ag+, and Zn2+).
ional various metal ions at pH 7.4 (10 mM HEPES buffer). HTM ions (Hg2+, Cd2+, and

ear relationships between the emission intensity and concentration
of metal ions, as shown in Fig. 4. The detection limits of 3G for
Hg2+, Ag+, Cd2+, Pb2+, and Zn2+ were calculated and were summa-
rized in Table 1. The detection limits for Zn2+ (2.8 �g/L) and Ag±

(4.3 �g/L) were much lower than the EPA’s drinking water max-
imum contaminant level (MCL) [52] and the detection limits for
Cd2+ and Pb2+ were also below the EPA’s drinking water MCL of 5
and 15 �g/L, respectively. Even though the detection limit for Hg2+

was slightly higher than the EPA’s drinking water MCL of 5.2 �g/L,
this value is much lower than the detection limits of the previ-
ously reported Hg2+ chemical and peptide sensors [39,44,53,54].
We expect that this detection limits can be optimized by further
tuning of the amino acid sequences and can be improved by opti-
mization techniques such as a more intense light source, a longer
integration time, and slit size. Holcombe and co-workers reported
a turn-on fluorescent peptide sensor based on the mercury bind-
ing protein MerP [44]. The peptide that has a long size (23 mer)
showed turn-on response with several heavy metal ions in aque-
ous solution by a FRET effect. However, the peptide probe has more
than two binding sites for HTM ions and the detection limits for
several HTM ions were much higher than those of 3G. For example,
the detection limit (103 �g/L) for Cd2+ was at least 20 times higher
than that of 3G, whereas the detection limit (496 �g/L) for Ag+ was
almost 100 times higher.

3.4. Fluorescence study in the presence of alkali and alkaline

earth metal ions and different pH

We investigated the fluorescence response of 3G-Hg2+, 3G-Cd2+,
and 3G-Zn2+ in the presence of group I, II metal ions, and Al3+. The
metal-dependent emission intensities of 3G-Hg2+, 3G-Cd2+, and 3G-
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n2+ complex were not affected by the presence of 5 mM alkali and
lkaline earth metal ions (Fig. 5). We investigated the pH influence
n the fluorescence intensities of the peptide probe in the absence
nd presence of heavy metal ions. Fig. 6 indicated that the probe in
he presence or absence of HTM ions exhibited little fluorescence
ntensity at pH lower than 5.5. This might be due to the protona-
ion of the dimethylamino group (pKa∼4) of the dansyl fluorophore
55]. At pH 6.5, the intensity of 3G increased by increasing pH and
he enhancement factors also increased by increasing pH. Overall
esults indicated that 3G was useful for monitoring HTM’s in neutral
nd basic pH.

. Conclusion

The fluorescent peptide probe containing Trp as a donor and
ansyl as an acceptor was synthesized on the basis the amino
cid sequences of the metal binding motifs. This peptide probe
howed a fluorescent turn-on response for several heavy metal
ons by FRET as well as CHEF effects. The peptide probe suc-
essfully exhibited a ratiometric response for several heavy metal
ons in aqueous solution with a low detection limit. The pep-
ide sensor is useful for monitoring HTM’s in neutral and basic
H.
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a b s t r a c t

On-line preconcentration and determination of transition and rare-earth metals in water samples was
performed using a Multi-Auto-Pret system coupled with inductively coupled plasma-atomic emission
spectrometry (ICP-AES). The Multi-Auto-Pret AES system proposed here consists of three Auto-Pret
systems with mini-columns that can be used for the preconcentration of trace metals sequentially or
simultaneously, and can reduce analysis time to one-third and running cost of argon gas and labor. A
newly synthesized chelating resin, ethylenediamine-N,N,N′-triacetate-type chitosan (EDTriA-type chi-
tosan), was employed in the Multi-Auto-Pret system for the collection of trace metals prior to their
measurement by ICP-AES. The proposed resin showed very good adsorption ability for transition and
rare-earth metal ions without any interference from alkali and alkaline–earth metal ions in an acidic
media. For the best result, pH 5 was adopted for the collection of metal ions. Only 5 mL of samples could
helating resin
CP-AES

be used for the determination of transition metals, while 20 mL of samples was necessary for the deter-
mination of rare-earth metals. Metal ions adsorbed on the resin were eluted using 1.5 M nitric acid, and
were measured by ICP-AES. The proposed method was evaluated by the analysis of SLRS-4 river water
reference materials for trace metals. Good agreement with certified and reference values was obtained
for most of the metals examined; it indicates that the proposed method using the newly synthesized

sed f
resin could be favorably u
by ICP-AES.

. Introduction

Increasing use of metals in industrial activities and agricultural
ractices can increase the possibility of metals release into the envi-
onment. Metal species in the biotic environment pose not only
otential ecological risks, but also the possible introduction of these
lements in the food chain and severe risks to human health. From
his viewpoint, river water is of interest because it can transport

etals, and it is also used as drinking water [1].
The attractiveness of the inductively coupled plasma-atomic

mission spectrometry (ICP-AES) [2] has increased their use for the
etermination of trace metals in various kinds of samples, such as
aters [3-6], oils [7,8], medicines [9-11], foods [12-14], metrology

15-17], hair and mussel samples [18,19]. However, in such sam-

les as river or seawater, a preconcentration is necessary, especially
or the determination of rare-earth elements, since their concen-
ration are usually low and their detection limits are limited and
ot so good [20-22].The use of carboxyamino or carboxyimino

∗ Corresponding author.
E-mail address: motomizu@cc.okayama-u.ac.jp (S. Motomizu).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.015
or the determination of transition and rare-earth metals in water samples

© 2009 Elsevier B.V. All rights reserved.

resins for the preconcentration of transition metals [4,5,23-25]
and rare-earth metals [26-28] in water samples has been well
done. In our previous work [29], a new-type chitosan-based
chelating resin, ethylenediamine- N,N,N′-triacetate-type chitosan
(EDTriA-type chitosan) resin was synthesized, and was used in a
batch-wise column pretreatment method for multi-element collec-
tion/preconcentration of transition and rare-earth metals and for
removing the matrix in seawater before measuring the trace met-
als by inductively coupled plasma-mass spectrometry (ICP-MS).
However, the batch-wise method used was very tedious and time
consuming. It was much beneficial to perform such procedures on-
line and automatically, which could save our labor analysis time,
reduce contaminations and errors [30]. However, on-line methods
themselves could introduce several problems: mainly, the separa-
tion/preconcentration step took more than 10 min, and during this
stage, the ICP-AES was idle and waiting for the sample to reach the
plasma, thus it wasted expensive resources. To shorten the time

for the separation/preconcentration procedure, on-line techniques
could be much more efficient.

This work aimed at developing a simple and cost effective ICP-
AES detection system which could enable to determine transition
and rare-earth metals at ppt (part per trillion) levels, which are
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Table 1
ICP-AES operating conditions.

System ICP-AES VISTA - PRO

RF generator Frequency 40 MHz, power 1.1 kW
Plasma gas flow Ar 15.0 L min−1

Auxiliary gas flow Ar 1.50 L min−1

Nebulizer gas flow Ar 0.75 L min−1

Spray chamber Glass cyclonic spray chamber
Nebulizer K-style concentric glass nebulizer

F
I

ig. 1. Structure of ethylenediamine N,N,N′-triacetate-type chitosan (EDTriA-type
hitosan) resin.

omparable to ICP-MS. For such a purpose, an automated on-line
retreatment system with three collection systems (Multi-Auto-
ret AES), which are synchronized, was developed for the rapid
etermination of trace metals in water samples. The Multi-Auto-
ret AES system consists of three sets of the single Auto-Pret system
23]. Each single Auto-Pret system had one mini-column (40 mm
ength×2 mm i.d.), which was filled with EDTriA-type chitosan
esin. Therefore, the Multi-Auto-Pret AES system consisted of three
ini-columns that could be used for the preconcentration of trace
etals sequentially or simultaneously, which could reduce analysis

ime and running cost.

. Experimental

.1. Reagents and chemicals
The EDTriA-type chitosan resin was synthesized in the same
anner as in the previous work [29]. The chemical structure of the

esin was shown in Fig. 1.
A multi-element stock standard solution (57 elements,

�g mL−1) was prepared by diluting analytical multi-element stan-

ig. 2. Multi-Auto-Pret AES system. Pump, 10 mL syringe pump; HC, holding coil; SV, 8-
CP-AES system.
Torch One-piece low flow extended torch in the axial view mode
Measurement mode Time scan mode

dard solutions, XSTC-13 (Li, Be, Na, Mg, Al, K, Ca, V, Cr, Mn, Fe, Co,
Ni, Cu, Zn, Ga, As, Se, Rb, Sr, Ag, Cd, In, Cs, Ba, Hg, Tl, Pb, Bi, Th, and
U), XSTC-1 (Ce, Dy, Er, Eu, Gd, Ho, La, Lu, Nd, Pr, Sm, Sc, Tb, Tm, Yb,
and Y), purchased from Spex CertiPrep Inc. (Metuchen, NJ, USA),
and standard solutions for a single element for AAS (W, Ge, Zr, Pd,
Sn, Sb, Te, Hf, Pt, and Au) from Wako Pure Chemicals Industries,
Ltd. (Osaka, Japan) in 0.01 M of a nitric acid solution. Working stan-
dard solutions were prepared daily by diluting the stock standard
solution with nitric acid. All dilution procedures were performed
by weight.

Nitric acid for the analysis of poisonous metals with 60–62%,
density 1.38 g mL−1 from Wako Pure Chemicals Industries, Ltd. was
used; it was diluted with an ultra-pure water to give a 0.01, a 1.5 or
a 2 M solution.

A stock solution of 4 M ammonium acetate buffer solution
was prepared by mixing appropriate amounts of concentrated
acetic acid and a concentrated ammonia solution, and diluted
with ultra-pure water. Both solutions were of electronic indus-
trial reagent grade from Kanto Chemical Co., Inc. (Tokyo, Japan).
Buffer solutions of 0.2 and 0.5 M ammonium acetate were pre-
pared by diluting the stock buffer solution and adjusting to
pH 3–9 with small amounts of concentrated ammonia or acetic

acid.

The ultra-pure water (18.3 M� cm−1 resistivity) was prepared
by an Elix-3/Milli-Q element system, Nihon Millipore (Tokyo,
Japan).

port selection valve; SW, 6-port switching valve; PP, peristaltic pump equipped to
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An artificial river water sample containing Na+ (2.6×10−4 M),
a2+ (3.8×10−4 M), K+ (7.0×10−5 M), Mg2+ (1.7×10−4 M), SO4

2−

1.1×10−4 M) and Cl− (2.2×10−4 M) was prepared by mixing
ppropriate amounts of salts of sodium sulfate, sodium nitrate, cal-
ium chloride, calcium nitrate, potassium nitrate, and magnesium
itrate in 0.01 M nitric acid solution [31]. All of the reagents were of
nalytical reagent grade from Wako Pure Chemical Industries, Ltd.

River water samples were collected from Asahi River, Nishi River,
nd Zasu River, which flow around Okayama City. All of the sample
olutions were acidified to pH 2 by adding a small amount of nitric
cid and filtered through a 0.45 �m membrane filter made of mixed
ellulose ester, Toyo Roshi Kaisha, Ltd. (Tokyo, Japan), before storing
32]. The pH of the sample solutions was adjusted to 5 just before
pretreatment with the Multi-Auto-Pret system by adding small

mounts of a concentrated ammonia solution.
SLRS-4 water reference material for trace metals was purchased

rom Institute for National Measurement Standards, National
esearch Council of Canada (Ontario, Canada).

.2. Apparatus

Measurements were carried out on a Vista-Pro ICP-AES system
eiko Instruments Co. & Varian Australia Pty. Ltd. (Chiba, Japan
Melbourne, Australia). The operating conditions were listed in

able 1. The ICP-AES was coupled with a Multi-Auto-Pret system.
he Multi-Auto-Pret AES system was built from three sets of a single
uto-Pret system [23], an eight-port selection valve and a six-port
witching valve, as shown in Fig. 2. Each single Auto-Pret system
as equipped with one syringe pump of Hamilton (Reno, NV, USA)
ith volume capacity of 10 mL, an eight-port selection valve and a

ix-port switching valve of Hamilton.

.3. Procedure for collection and concentration of trace metals

sing Multi-Auto-Pret AES system

Before use for the collection and the concentration of trace met-
ls, the EDTriA-type chitosan resin was cleaned to remove any metal
mpurities in the resin. Ten milliliters of wet resin was transferred to

able 2
rocedure for preconcentration using Multi-Auto-Pret system.

tep Operation description Pump SVa SWb Flow

Resin shaking
ultra-pure water In 1 300

Out 5 1 40
Out 5 1 40
Out 5 1 40
Out 5 1 40
Out 5 1 40

Conditioning
0.5 M buffer Out 1 1 100

Out 5 1 40

Sample loading
sample Out 6 1 100

Out 5 1 40

Matrix removing
ultra-pure water In 1 300
0.2 M buffer Out 2 1 100

Out 5 1 40

Eluting and cleaning
ultra-pure water In 1 300
1.5 M HNO3 Out 3 1 100

Out 5 2 40
Pump/SV/SW moving
TOTAL TIME

a SV, position of the selection valve.
b SW, position of the switching valve.
78 (2009) 1043–1050 1045

a plastic beaker; to it, 50 mL of 2 M nitric acid was added. The mix-
ture was carefully stirred at low speed for 6 h. The aqueous solution
was decanted, and the resin was rinsed with ultra-pure water until
the pH of the effluent was similar to that of the ultra-pure water.

Procedure for the collection/concentration of trace metals using
a Multi-Auto-Pret AES system was done in four steps, and an addi-
tional step for resin shaking was inserted to restore the resin
packing in the column in order to avoid high pressure that might
be happened because of resin packing that used on previous cycle.

The preconcentration procedures shown in Table 2 are explained
in details as follows. The mini-columns (2.0 mm i.d.×40 mm) were
filled with EDTriA-type chitosan resin. At the loading stage (switch-
ing valve or SW at the position 1), 0.5 mL of 0.5 M ammonium
acetate buffer solutions (pH 5) were passed through the columns
for conditioning (Step 2). After the pretreatment of the columns,
5 mL of sample solutions at pH 5 was passed through the columns
(Step 3) followed by 0.5 mL of 0.2 M ammonium acetate buffer solu-
tions (pH 5) and 0.5 mL of ultra-pure water for eliminating sample
matrix (Step 4). Switching valves were moved to the position 2 for
the eluting stage, then 1 mL of 1.5 M nitric acid followed by 2 mL
ultra-pure water were passed through the columns for eluting met-
als adsorbed on the resin and for cleaning the resin for the next cycle
(Step 5), respectively. At this eluting stage, all of the solutions were
flowed to the ICP-AES.

The time required for the whole procedures was 6.3 min for the
treatment of 5 mL samples and 15 min for the treatment of 20 mL
samples. Since the Multi-Auto-Pret AES system consisted of three
sets of the single Auto-Pret system, and the different time of each
single system was 2.1 and 5 min, therefore the sample through-
put was 28 and 12 h−1 for the treatment of 5 and 20 mL sample,
respectively.

3. Results and discussion
3.1. Adsorption behavior of metal ions on EDTriA-type chitosan
resin

The adsorption behavior of 57 elements on the EDTriA-type chi-
tosan at various pHs was investigated by an off-line method using

rate (�L s−1) Volume (�L) Action of flow Time required (s)

100 aspirate 0.3
100 dispense 2.5
100 aspirate 2.5
100 dispense 2.5
100 aspirate 2.5
100 dispense 2.5

500 aspirate 5
500 dispense 12.5

5000 aspirate 50
5000 dispense 125

500 aspirate 1.7
500 aspirate 5

1000 dispense 25

2000 aspirate 6.7
1000 aspirate 10
3000 dispense 75

51
379.7 s = 6.3 min
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F Samp
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t
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b
t
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ig. 3. Adsorption behavior of EDTriA-type chitosan for metals at various pH values.
cid.

he Multi-Auto-Pret system, and measured by an ICP-AES. As shown

n Fig. 3, most transition and rare-earth metals (29 metal ions) could
e collected quantitatively from pH 3 to 7 and recovered at greater
han 95% with 3 mL of 2 M nitric acid. The resin did not adsorb
oth alkali and alkaline–earth metals in acidic media (pH < 6). In

Fig. 4. Examples of the repeatability of Multi-Auto-Pret AES system.
le volume, 3 mL; concentration of each metal, 20 ng mL−1; eluent, 3 mL of 2 M nitric

Fe(III) and Al(III), the calibration graphs at concentration range of
1–50 ng mL−1 were not linear. This is probably because the chela-
tions of such metal ions with the resin at pH 5 were weak due to
the formation of hydroxo complexes. When Multi-Auto-Pret sys-
tem was used for on-line collection/concentration, the calibration

graphs were linear at least for very important and interesting 24
metal ions. Therefore, in the present study, the proposed resin was
used for the collection/concentration of the 24 metal ions, transition
and rare-earth metal ions.

Fig. 5. Comparison of slopes of trace metal ions in artificial river water and that in
standard samples.
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Table 3
Wavelengths, enrichment factors and detection limits.

Elements Wavelengtha (nm) Enrichment factorb LOD (ng mL−1)

This workd Direct ICP-AESe

Cd 226.502 116c 0.002c 0.3
Co 228.615 93c 0.022c 0.8
Cu 324.754 35 0.066 0.3
Mn 257.610 14 0.018 0.7
Ni 231.604 16 0.12 0.9
Pb 220.353 112c 0.080c 3.7
Sc 361.383 30 0.007 0.3
V 292.401 19 0.15 0.8
Zn 213.856 25 0.048 1.2
Y 371.029 25 0.020 0.2
Ce 418.659 120c 0.095c 1.8
Dy 353.171 89c 0.020c 0.3
Er 337.275 92c 0.007c 0.5
Eu 381.967 83c 0.008c 0.3
Gd 342.246 89c 0.022c 0.4
Ho 345.600 90c 0.007c 0.5
La 408.671 93c 0.014c 0.3
Lu 261.541 90c 0.002c 0.08
Nd 401.224 104c 0.081c 2.4
Pr 390.843 110c 0.023c 2.2
Sm 359.259 92c 0.024c 1.6
Tb 350.914 93c 0.050c 0.6
Tm 346.220 92c 0.047c 0.6
Yb 328.937 87c 0.002c 0.07

a Emission wavelengths were selected to give the best intensity without any interference [33,34].
b ed sys

he con

3

p
e
b

T
A

C
C
C
M
N
P
S
V
Z
Y
C
D
E
E
G
H
L
L
N
P
S
T
T
Y

Enrichment factor for 5 mL sample, the ratio of peak height obtained by propos
c Sample volume was 20 mL.
d Limit of detection, corresponding to three (S/N).
e Instrumental detection limit, corresponding to three SD of blank measured by t

.2. Optimization of the parameters of Auto-Pret system
Basically, the parameters of Auto-Pret system, such as a sample
H, a sample loading flow rate, an eluent flow rate, and an elu-
nt concentration should be optimized in order to obtain a lower
ackground, higher sensitivity and shorter measuring time.

able 4
nalytical results of trace metals in the SLRS-4a (ng mL−1).

This study Certified

d 0.013 ± 0.001b 0.012 ± 0.002
o 0.034 ± 0.002b 0.033 ± 0.006
u 1.85 ± 0.02 1.81 ± 0.08
n 3.39 ± 0.27 3.37 ± 0.18
i 0.69 ± 0.01 0.67 ± 0.08
b 0.093 ± 0.004b 0.086 ± 0.007
c (0.028 ± 0.005)c –

0.32 ± 0.03 0.32 ± 0.03
n 0.85 ± 0.08 0.93 ± 0.10

(0.11 ± 0.01)b,c

e (0.39 ± 0.07)b,c

y (0.026 ± 0.000)b,c

r (0.015 ± 0.003)b,c

u (0.009 ± 0.003)b,c

d (0.038 ± 0.006)bc

o < 0.007b

a (0.29 ± 0.04)b,c

u (0.004 ± 0.002)b,c

d (0.29 ± 0.07)b,c

r (0.074 ± 0.003)b,c

m (0.052 ± 0.003)b,c

b < 0.050
m < 0.047
b (0.010 ± 0.003)b,c

a River water reference material for trace metals issued by National Research Council C
b Sample volume was 20 mL.
c Figure in parentheses was information value.
d Cited from Yeghicheyan, et al. [35].
e Cited from Lawrence, et al. [36].
tem and that by conventional nebulization of ICP-AES.

ventional nebulization of ICP-AES.

As mentioned before, the EDTriA-type chitosan resin could

adsorb a numbers of metal ions at pH 3–7 by the off-line method
examined in the previous study [29]. When the Multi-Auto-Pret
system was used for on-line measurement, pH 5 gave the highest
peak intensity for almost the entire metal ion examined. Therefore,
pH 5 was selected for further investigations.

Reference 1d Reference 2e

0.15 ± 0.01 0.14 ± 0.01
0.36 ± 0.01 0.38 ± 0.01

0.024 ± 0.002 0.024 ± 0.001
0.013 ± 0.001 0.014 ± 0.001

0.0080 ± 0.0006 0.0081 ± 0.0006
0.034 ± 0.002 0.035 ± 0.001

0.0047 ± 0.0003 0.0049 ± 0.0001
0.29 ± 0.01 0.30 ± 0.01

0.0019 ± 0.0001 0.0019 ± 0.0001
0.27 ± 0.01 0.28 ± 0.01

0.069 ± 0.002 0.074 ± 0.001
0.057 ± 0.003 0.059 ± 0.001

0.0043 ± 0.0004 0.0045 ± 0.0002
0.0017 ± 0.0002 0.0019 ± 0.0001

0.012 ± 0.000 0.012 ± 0.001

anada.
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Other parameters for Auto-Pret pretreatment were optimized
sing a 5 mL standard solution containing 1 ng mL−1 of metal ions.
hen an eluent flow rate was varied from 10 to 50 �L s−1, a sam-

le loading flow rate was kept constant at 40 �L s−1. Peak height
ntensity was increased by increasing an eluent flow rate from 10

o 30 �L s−1, and became constant when an eluent flow rate was
aster than 30 �L s−1, then decreased after 40 �L s−1. A faster flow
ate was preferred to decrease a measuring time and to increase a
ample throughput. Therefore, a 35 �L s−1 of the eluent flow rate
as selected.

able 5
nalytical results of trace metals in river water samples.

lements Spiked (ng mL−1) Asahi River N

Found (ng mL−1) Recovery (%) F

d – 0.025±0.001
0.05 0.079±0.001 108

o – 0.047±0.008
0.05 0.100±0.009 105

u – 1.06±0.05
0.5 1.58±0.02 104

n – 4.8±0.1
i – 0.34±0.01

0.5 0.83±0.04 98

b 0.14±0.05
0.5 0.69±0.01 108

c – 0.025±0.004
0.05 0.074±0.002 98

– 0.59±0.04
0.5 1.12±0.03 106

n – 3.94±0.04
0.5 4.44±0.05 98

– 0.050±0.000
0.05 0.097±0.005 94

e – 0.16±0.05
0.5 0.67±0.06 102

y – 0.047±0.004
0.05 0.093±0.008 93

r – 0.15±0.01
0.05 0.20±0.01 101

u – 0.013±0.001
0.05 0.064±0.003 101

d – 0.046±0.003
0.05 0.098±0.002 105

o – 0.039±0.004
0.05 0.086±0.006 93

a – 0.104±0.008
0.05 0.156±0.005 103

u – 0.002±0.002
0.05 0.056±0.002 106

d – 0.29±0.01
0.5 0.76±0.05 95

r – 0.049±0.003
0.05 0.098±0.006 98

m – 0.049±0.007
0.05 0.103±0.005 109

b – < 0.050 <
0.5 0.51±0.04 101

m – < 0.047 <
0.5 0.53±0.01 106

b – 0.009±0.001
0.05 0.059±0.002 101

ll data were averaged using three replicate measurements.
78 (2009) 1043–1050

A sample loading flow rate was studied by varying from 10 to
50 �L s−1. When the sample loading flow rate was varied, an eluent
flow rate was kept constant at 35 �L s−1. There was no significant
difference in signal intensity obtained by varying of sample loading
flow rates. To avoid the probability of high pressure, the sample

loading flow rate of 40 �L s−1 was adopted.

As an eluent, a diluted nitric acid was used. At the optimized flow
rate, the concentration of nitric acid was varied from 0.5 to 3.0 M.
Increase in the nitric acid concentration from 0.5 to 1.5 M increased
the peak height intensity. The intensity signal became identical at

ishi River Zasu River

ound (ng mL−1) Recovery (%) Found (ng mL−1) Recovery (%)

0.038±0.004 0.041±0.004
0.084±0.003 91 0.087±0.005 91

0.033±0.001 0.034±0.002
0.089±0.006 110 0.083±0.008 92

0.92±0.02 1.18±0.01
1.40±0.06 97 1.69±0.01 101

4.6±0.1 6.8±0.1
0.26±0.04 0.23±0.03
0.79±0.01 107 0.73±0.05 99

0.31±0.02 0.17±0.01
0.82±0.07 102 0.69±0.02 102

0.033±0.001 0.042±0.006
0.078±0.003 91 0.087±0.004 90

0.50±0.03 0.46±0.01
1.03±0.02 104 1.00±0.08 108

1.4±0.2 1.9±0.1
2.0±0.2 107 2.4±0.1 106

0.044±0.002 0.043±0.004
0.092±0.006 96 0.093±0.004 100

0.12±0.00 0.12±0.01
0.62±0.08 100 0.64±0.02 104

0.030±0.000 0.026±0.002
0.082±0.003 104 0.077±0.008 101

0.11±0.01 0.078±0.003
0.16±0.01 99 0.128±0.003 101

0.012±0.000 0.013±0.002
0.062±0.005 100 0.060±0.001 95

0.075±0.005 0.021±0.005
0.121±0.006 91 0.067±0.006 92

0.020±0.001 0.008±0.000
0.074±0.004 109 0.058±0.002 100

0.040±0.000 0.047±0.001
0.090±0.009 101 0.096±0.001 99

0.002±0.001 0.003±0.001
0.049±0.004 94 0.049±0.004 92

0.34±0.05 0.36±0.02
0.80±0.05 93 0.86±0.01 101

0.022±0.004 0.028±0.002
0.076±0.007 106 0.077±0.003 98

0.055±0.003 0.031±0.002
0.104±0.000 98 0.086±0.004 109

0.050 < 0.050
0.52±0.03 103 0.53±0.02 104

0.047 < 0.047
0.52±0.01 104 0.54±0.05 108

0.007±0.001 0.005±0.001
0.054±0.002 94 0.050±0.000 91
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oncentrations higher than 1.5 M. Lower concentrations of the nitric
cid was preferable to decrease the amount of nitric acid used and
asted; therefore, a 1.5 M nitric acid solution was employed as an

luent.

.3. Repeatability of the Multi-Auto-Pret AES system

Under the optimized conditions, repeatability of the Multi-Auto-
ret AES system was examined by passing 5 mL standard solutions
ontained 1 ng mL−1 of metal ions through the mini-columns filled
ith EDTriA-type chitosan resin. The repeatability was calculated

s a relative standard deviation (RSD) for repeated measurements
n same mini-column and single measurement using different

ini-column. The repeatability of same mini-column and differ-
nt mini-column gave similar results, which are less than 10% of
SD for almost all of the metal ions examined. Peak profiles for all
lements were very similar, and therefore Cu that is a representa-
ive of the transition metal and La that is a representative of the
are-earth metal were selected as examples of signal profiles, as
hown in Fig. 4. The results indicate that the Multi-Auto-Pret AES
ystem with EDTriA-type chitosan resin has good repeatability, and
ould be used for the preconcentration and the determination of
race metals.

.4. Effect of river water matrix on the determination of trace
etals

The effect of river water matrix was studied using artificial river
ater containing alkali and alkaline–earth metal salts that usually
resent in the river water. The slopes of calibration graphs of trace
etal ions in artificial river water were compared with those in

tandard samples. As shown in Fig. 5 both calibration graphs for
etal ions were in good agreement with one another (slope ratio
as about 1). It means that the river water matrix did not interfere
ith the collection of trace metals on the column containing the

DTriA-type chitosan resin.

.5. Enrichment factor and detection limit

The enrichment factors (EF) and the limits of detection (LOD)
f metal ions examined at their wavelength under the optimized
onditions were shown in Table 3. The emission wavelengths were
elected to give the best intensity without any interference [33,34].

The EFs were estimated by comparing the peak heights obtained
y the proposed method (using 3 ng mL−1 of standard solution)
ith those obtained by a direct nebulization method of ICP-AES

using 30 ng mL−1 of standard solution). The enrichment factors of
he trace metals were in the range of 14 (Mn) to 35 (Cu), when
mL of the sample solutions was used. The EF of 120 fold could be
btained for Ce when 20 mL of sample solution was used.

LODs of this work were determined as the concentrations
orresponding to three times of the signal-to-noise ratio of the
ackground. LODs of the direct ICP-AES instrument were deter-
ined as the concentration corresponding to three times of the

tandard deviations of the blank solution measured by the conven-
ional nebulization of ICP-AES (for 10 measurement replicates).

From data shown in Table 3, the proposed method with only 5 mL
f sample solutions was found to be sensitive enough for determin-
ng transition metals in river water samples, while 20 mL of sample
olutions was necessary for determining rare-earth metals. Such
ensitivity and LODs are almost comparable to those of ICP-MS.
.6. Accuracy

The river water reference material for trace metals, SLRS-4
ssued by the National Research Council of Canada (Ottawa, Ontario,

[

[

78 (2009) 1043–1050 1049

Canada), was used to evaluate the accuracy of the proposed Multi-
Auto-Pret AES method. The sample pH was adjusted to 5, and the
samples were used in the similar manner to the standard solution.

As shown in Table 4, the results obtained for the transition met-
als were in good agreement with the certified values. Since there
are no certified values for rare-earth metals, the results obtained
in this work were compared with the reference values reported
by Yeghicheyan et al. [35] and Lawrence et al. [36]. The results for
rare-earth metals also were in good agreement with the reference
values, except for Tb and Tm, which could not be detected because
of lower concentrations than their LODs.

Such a good agreement indicates that the present method will
certify a good accuracy and is applicable to the multi-element pre-
concentration and determination of trace metals in river water
samples.

3.7. Application to the river water samples

The proposed method was successfully applied to the determi-
nation of trace metals in river water samples of Asahi River, Nishi
River, and Zasu River, which were collected in Okayama City. The
samples were spiked with several concentrations of metal ions; the
spiked concentrations were as close as possible to the concentra-
tions found, and the recovery tests were examined.

As shown in Table 5, all of the transition and rare-earth metals in
river water samples can be determined with good recovery results
in the range of 90–110%, except for Tb and Tm; the LODs of these two
metal ions are relatively high compared with their concentrations
in river water samples.

4. Conclusions

Ethylenediamine N,N,N′-triacetate-type chitosan (EDTriA-type
chitosan) was developed and used for the collection/concentration
of transition and rare-earth metals without any interferences from
alkali and alkaline–earth metals.

The Multi-Auto-Pret AES system was developed for a rapid auto-
mated on-line pretreatment procedures coupled with ICP-AES. The
proposed method is fully automated, and therefore it can be prefer-
ably applied to the routine analysis of water samples. The proposed
system using EDTriA-type chitosan resin was successfully applied to
the simultaneous determination of transition and rare-earth metals
in environmental water samples by ICP-AES.
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a b s t r a c t

Based on the principle of liquid core waveguide, a novel microfluidic device with micro-scale detec-
tion window capable of sensing flashlight emitted from rapid 1,1′-oxalyldi-4-methylimidazole (OD4MI)
chemiluminescence (CL) reaction was fabricated. Light emitted from OD4MI CL reaction occurring in
the micro-dimensional pentagonal detection window (length of each line segment: 900.0 �m, depth:
50.0 �m) of the microfluidic device with two inlets and one outlet was so bright that it was possible
to take an image every 1/30 s at the optimal focusing distance (60 cm) using a commercial digital cam-
era. Peaks obtained using a flow injection analysis (FIA) system with the micro-scale detection window
and OD4MI CL detection show excellent resolution and reproducibility without any band-broadening
eroxyoxalate
iquid core waveguide (LCW)
icrofluidic device

ab on a chip

observed in analytical devices having additional reaction channel(s) to measure light generated from
slow CL reaction. Maximum height (Hmax) and area (A) of peak, reproducibility and sensitivity observed
in the FIA system with the microfluidic device and OD4MI CL detection depends on (1) the mole ratio
between bis(2,4,6-trichlorophenyl) oxalate and 4-methyl imidazole yielding OD4MI, (2) the flow rate to
mix OD4MI, H2O2 and 1-AP in the detection window of the microfluidic device, and (3) H2O2 concentra-
tion. We obtained linear calibration curves with wide dynamic ranges using Hmax and A. The detection

with
limit of 1-AP determined

. Introduction

Since the first introduction of capillary electrophoresis on a chip
ith fluorescence detection [1], an enormous number of microflu-

dic devices with various optical detections (e.g., UV–vis absorbance
2–4], fluorescence [5–7], chemiluminescence [8–12]) have been
eveloped because of the advantages of these miniaturized devices,

ncluding rapid separation of complex sample mixtures, porta-
ility, reagent/solvent economy, low cost, and broad applications

n diverse fields such as biochemistry, environmental toxicology,
enetics, and medical diagnostics.

The primary objective of fabricating microfluidic devices is to
evelop totally minimized analytical systems capable of diagnos-

ng and monitoring various diseases or quantifying environmental
oxic molecules including biological and chemical warfare agents.

hus, appropriate optical detection for microfluidic devices should
ave good sensitivity and selectivity as well as be cost effective,
mall and simple. Application of UV/vis absorbance detection for
icrofluidic devices with very short optical pathlengths (>30 �m)

∗ Corresponding author. Tel.: +1 301 393 9091; fax: +1 301 393 9092.
E-mail address: jhlee@luminescentmd.com (J.H. Lee).

1 Author Seok Oh Ko has equivalently contributed on this paper as a Corresponding
uthor.

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.004
Hmax and A was as low as 0.05 fmole/injection (signal/background = 3.0).
© 2009 Elsevier B.V. All rights reserved.

is generally limited because of the low sensitivity [13]. Laser
induced fluorescence (LIF) detection for microfluidic devices is
widely applied because of the high sensitivity. However, LIF may
not be suitable light source as a detection of the totally minimized
analytical systems because it is expensive, complicate and relatively
large [13]. Light-emitting diode (LED) fluorescence detection for
microfluidic devices has been developed to solve the problems of LIF
detection [7,13]. However, sensitivity of LED detection is not as good
as that of LIF detection because of a higher level of background sig-
nal generated from the wide half-bandwidth of light emitted from
LED [13]. Chemiluminescence (CL) emitted by a chemical reaction
is more sensitive and selective than UV/vis and fluorescence gen-
erated by a light source because of the low background [13]. Thus,
various kinds of microfluidic devices with CL detection have been
fabricated [8–12]. However, microfluidic devices with CL detec-
tion reported so far are more complicate and larger than those
with UV/vis and fluorescence detections because the former needs
long reactions channels and wide detection windows to measure
optimum emission intensity generated by slow CL reactions (e.g.,
luminol [12], peroxyoxalate [11]). For example, microfluidic devices

with extra flow elements to measure CL do not have better res-
olution due to the wide band-broadening [13]. Also, it is difficult
to measure slow and relatively dim CL using micro-scale detec-
tion windows. The smallest dimension of detection window for
microfluidic device with CL detection was 2.0 mm×3.0 mm [13].
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Recently, we reported that the maximum intensity, Imax, and
ime required to reach the maximum emission, �max, for analyti-
al sample monitored in 1,1′-oxalyldiimidazole (ODI) derivative CL
eaction are much higher and faster than their values measured in
eroxyoxalate (PO) CL reaction [14,15]. For example, values for Imax

nd �max observed with emission of 1-AP in ODI derivative CL reac-
ion are 61.1 times larger and 15.8 times faster than their respective
alues obtained from emission of 1-aminopyrene (1-AP) in PO-CL
eaction [15]. Ultrafast �max (>0.3 s) measured in ODI derivative CL
eaction was apparently independent of physical properties (e.g.,
xidation potential, dielectric constant, viscosity) of fluorescent
olecules and solvents even though �max obtained in PO-CL was

learly dependent on the factors [15–17]. Additionally, using the
apid ODI derivative CL reaction, it was possible to quantify ana-
ytical molecules dissolved in water without considering critical
nterferences (e.g., decomposition of CL reagents, side reaction of
nalytes and CL reagent) observed in relatively slow PO-CL [16,17].
sing the advantages of ODI derivative CL reaction in analytical
hemistry, we fabricated a new and simple microfluidic device not
aving extra flow elements.

1-AP selected as an analyte in this research can emit strong
ight in ODI derivative CL reaction [15–17]. Also, 1-AP formed under
arious biological and environmental conditions was quantified
nd monitored [18–21]. For example, 1-nitropyrene is one of the
ost mutagenic and carcinogenic nitrated polycyclic hydrocarbons

ontained in diegel exhaust particular matter [18,19]. 1-AP, as a
iomarker, formed in the in vivo metabolism of 1-nitropyrene in

iving cells was quantified [18,19]. 1-AP formed from the reduction
eaction of 1-nitropyrene was quantified to indirectly monitor 1-
itropyrene having poor fluorescence and CL quantum efficiency
20,21]. In this paper, we report that the novel microfluidic device
ith ODI derivative CL detection can quantify trace level of 1-AP
ith better resolution and reproducibility.

. Experimental

.1. Chemicals
1-Aminopyrene, bis(2,4,6-trichlorophenyl)oxalate (TCPO), 4-
ethylimidazole (4MImH), and H2O2 (50%) were purchased from
ldrich. Spectroscopic grade solvents (acetonitrile, ethyl acetate,
nd acetone) were purchased from Burdick & Jackson.

ig. 1. Fabrication of lab on a chip capable of sensing ultrafast ODI derivative CL based on
ound quartz plates (diameter: 15.2 cm, thickness: 0.5 mm), (b) design to fabricate microch
diameter: 0.8 mm), (d) reservoir and in-flow (width: 450.0 �m, depth: 50.0 �m, length:
wo in-flow and out-flow channels and pentagonal CL detection area (length of each line
(2009) 998–1003 999

2.2. Fabrication of lab on a chip

As shown in Fig. 1, we designed a new microfluidic device
capable of sensing flash light emitted from ultrafst ODI deriva-
tive CL reaction. The microfluidic device has two inlets, one
outlet and a pentagonal chamber. The micro-dimensional pen-
tagonal chamber was designed to apply as a high-efficiency
mixing and reaction channel as well as a detection window.
The microfluidic device we designed was fabricated as fol-
lows.

The lab on a chip shown in Fig. 1 was fabricated at the
Institute of Advanced Machinery & Design Korea Bio-IT Foundry
Center in Seoul, Republic of Korea. Six microchips like that
(26.0 mm×19.0 mm) shown in Fig. 1(b) were fabricated using
two round quartz plates (diameter: 15.2 cm, thickness: 0.5 mm) to
observe and quantify OD4ML CL in organic solvent mixture. The
diameter and depth of each reservoir on the bottom quartz plate
were 2.0 mm and 50.0 �m. Holes (diameter: 0.8 mm) for deliver-
ing CL reagents or analyte into each reservoir and taking out waste
from the chip were drilled into the cover plate (see Fig. 1(c)). Depth,
length, and width of in-flow channel between the reservoir and the
pentagonal chamber shown in Fig. 1(d) and (e) were 50 �m, 1.0 cm,
and 450 �m, respectively. The depth of the pentagonal chamber,
shown in Fig. 1(e), was 50 �m, while its line segment, shown in
Fig. 1(f), was 900 �m. Depth, length, and width of out-flow chan-
nel between the waste reservoir and the CL detection area shown
in Fig. 1(d) were 50 �m, 1.0 cm, and 900 �m, respectively. The sur-
face of the bottom plate mediated with 1% HF was bonded with
the cover plate under constant high pressure (0.16 MPa) at room
temperature for 24 h. Three PEEK tubings (Inner and outer diam-
eters: 250 �m and 1/32 in., length: 60 cm) purchased from VICI
were connected with two inlets and an outlet of the microfluidic
device using commercial epoxy glue (Permatex). The other side
of the two PEEK tubings connected to the inlets of the microflu-
idic device was each connected to a 3.0 ml Luer-Lok syringe (BD
Medical). Using a high-resolution microscope (Labophot-2, Nikon)
with a color video camera (VK-C370, Hitachi) and a syringe pump
(975, Harvard Apparatus) having four syringe holders, we con-

firmed that aqueous and organic solvents inserted through the
two inlets (both sides in Fig. 1(b)) were mixed smoothly and com-
pletely on the detection area shown in Fig. 1(e) and (f) and flowed
out into the outlet (center in Fig. 1(b)) under various flow rates
(26.0–390 �l/min).

the principle of liquid core waveguide. (a) Design to fabricate 6 microchips on two
ip (26.0 mm×19.0 mm), (c) reservoir (diameter: 2.0 mm, depth: 50.0 �m) and hole
1.0 cm) or out-flow (width: 900.0 �m, depth: 50.0 �m, length: 1.0 cm) channel, (e)
segment: 900.0 �m, depth: 50.0 �m), (f) pentagonal CL detection area.
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.3. Measurement CL emission with microfluidic device

Fig. 2 shows the flow injection analysis (FIA) system with the
icrofluidic device and 1,1′-oxalyldi-4-methylimidazole (OD4MI),

ne of ODI derivatives, CL detection. It consists of a syringe pump
975, Harvard Apparatus) capable of pumping 1–4 syringes at the
ame flow rate, an injection valve (D) having 250 nl loop (CN2-4340,
alco Instruments Co, Inc. (VICI)), a microfluidic device (F) we fab-
icated, detection system (G) having a photomultiplier tube (PTI,
nc.), and a personal computer (H) for data collection and analysis.
n order to protect light from the exterior, F and G were placed
n a chamber (E, PTI, Inc). One (A) of the two syringes contains
cetonitrile and the other syringe (B) has OD4MI formed from the
eaction between TCPO and 4MImH in ethyl acetate at room tem-
erature (21–23 ◦C). 1-AP solution containing H2O2 was injected

nto D through D-1 with a microsyringe (10.0 �l). Constant loading
ime for the sample solution was 30 s. The sample solution filled in
he 250 nl loop connected between D-3 and D-6 was inserted into
he detection area in F through D-5 and one of the two inlets of F.
D4MI was inserted into the detection area in F through the other

nlet of F. Flow rate range of CL reagents and sample inserted into
he microfluidic device was 26.0–390 �l/min. CL emitted with the
ast OD4MI CL reaction in the detection area was detected with G
t 427 nm, which is the fluorescence emission wavelength of 1-AP
n the solvent of acetonitrile and ethyl acetate mixture. CL mea-
ured with G was transferred to H for data collection and analysis.
n order to quantify 1-AP under the optimum condition of the FIA
ystem with the microfluidic device and OD4MI CL detection, we
bserved three parameters (maximum height (Hmax), half-width
W1/2), and area (A)) of each peak under chemical and physical con-
itions. Experimental results under each reaction condition were
nalyzed with Origin 7.5 (OriginLab Corporation).

. Results and discussion

.1. Imaging of CL emitted from OD4MI CL reaction in the
etection area of the microfluidic device
Using the movie mode (resolution: 640 pixels×480 pixels,
0 frame/s) of a digital camera (Powershot A640, Canon), instead
f the PMT (G) and the computer (H) shown in Fig. 2, we obtained
L images emitted with the ultrafast OD4MI CL reaction in the pen-
agonal chamber of the microfluidic device. Distance between the

ig. 2. Diagram of the flow injection analysis (FIA) system with a microfluidic device
nd OD4MI CL detection. (A) Solvent (acetonitrile), (B) OD4MI, (C) syringe pump, (D)
njection valve ((1) sample, (2) vent/waste, (3 and 6) sample loop, (4) carrier/solvent,
5) microfluidic device), (E) chamber, (F) microfluidic device, (G) photomultiplier
ube (PMT) and (H) data collection and analysis.
Fig. 3. Images of CL emitted in the detection area of microfluidic device in FIA system.
Integration time for each image: 1/30 s, [1-AP] = 20 fmol/injection, [TCPO] = 5.0 mM,
[4MImH] = 60.0 mM, [H2O2] = 1.0 M, Flow rate for 1-AP and OD4MI CL reagents:
100 �l/min.

microfluidic device and the camera to maintain optimum focus was
60.0 cm. The peak shown in Fig. 3 was obtained with FIA system
shown in Fig. 2, and the experimental condition for obtaining the
peak was the same as that for obtaining the images.

As shown in Fig. 3, brightness of CL emitted in the pentago-
nal chamber was dependent on the concentration of 1-AP. In other
words, (1) CL emission was not observed in the absence of 1-AP,
(2) brightness of CL was enhanced with the increase of 1-AP con-
centration, and (3) brightness of CL began to dim with the decrease
of 1-AP. The CL emission in the presence of relatively high concen-
tration of 1-AP was observed in the pentagonal chamber as well
as outside the pentagonal chamber (out-flow channel and outlet)
because the half-life of bright CL emitted in OD4MI CL reaction was
as long as 1.7 (±0.2) s [15,16]. The outlet diameter (2.0 mm) of the
microfluidic device is wider than the width (900 �m) of the flow
channel. As a result, CL was observed in the outlet while CL in the
flow channel next to the outlet was not apparent.

Based on the results observed in the section, we studied in detail
the effects of OD4MI CL reagents and flow rate in FIA system with
PMT instead of a commercial digital camera.

3.2. 4MImH effect in FIA system with microfluidic device and
OD4MI CL detection

Scheme 1 shows the mechanism of OD4MI CL reaction.
High-energy intermediates (X) capable of transferring energy to
fluorescent compounds (F) are produced when OD4MI molecules
formed from the 1:2 chemical reactions between TCPO and 4MImH
react with H2O2 [14,15]. Finally, ultrafast and strong CL emitted from
the interaction between X and fluorescent compound (F), based on
the chemically initiated electron exchange luminescence (CIEEL)
mechanism [18], is observed. Even though OD4MI molecules are
formed from the 1:2 reactions between TCPO and 4MImH, as shown
in Scheme 1, we reported that appropriate mole ratio in the chem-
ical reaction between TCPO and 4MImH for the fast formation of

OD4MI should be larger than 1:2 [14,22]. This is necessary in order
to enhance quantum efficiency and sensitivity of OD4MI CL with
the elimination of interference effects observed from other PO-
CL reactions (e.g., TCPO-CL reaction) occurring competitively with
OD4MI CL reaction [14,22]. This is because 4MImH molecules act
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detection area of microfluidic device when the flow rate is slower
than 100.0 �l/min. The other reason is that 200.0 and 390 �l/min is
so fast that mixture, capable of emitting CL, in the pentagonal cham-
ber flow out to the out-flow channel before attaining the highest
CL peak.
Scheme 1. O

s a reagent to form OD4MI as well as a catalyst. However, maxi-
um CL intensity (Imax) observed in the presence of over a certain

oncentration of 4MImH decreased as excess 4MImH molecules
ecompose OD4MI quickly before it reacts with H2O2 to form X [14].
hus, it is important to determine appropriate mole ratio between
CPO and 4MImH for quantifying trace level of analytes using the
IA system we developed.

We prepared five different 4MImH solutions (20.0–100.0 mM
n ethyl acetate) based on the previous research results (observ-
ng steady-state OD4MI CL using a stopped-flow injection) [15–17].
able 1 shows that sensitivity of the FIA system shown in Fig. 2 is
ependent on 4MImH concentration used to produce OD4MI. The
ixture of 1-AP and H2O2 was injected into the FIA system after
D4MI was formed from the reaction between TCPO and 4MImH

or 1 min in the FIA system. Based on our previous batch experi-
ental results obtained with a stopped-flow system [15–17], we

xpected that relative Hmax and A in the presence of 80 or 100 mM
MImH would be higher and wider than those in the presence of

ower 4MImH concentrations, respectively. However, the concen-
ration of 4MImH to obtain the best Hmax and A observed in the
IA system was 20 mM (TCPO:4MImH = 1:4) and then, Hmax and A
ecreased proportionally with the increase of 4MImH concentra-
ion. This indicates that environmental condition emitting CL in the

etection area of the microfluidic device of FIA system is different
rom that in the stopped-flow injection system.

The W1/2 of peak as shown in Table 1 was constant in the pres-
nce of various concentrations of 4MImH because it is dependent
n the fixed flow rate (100.0 �l/min) of FIA system. However, the

able 1
MImH effect in FIA system with the microfluidic device and OD4MI CL detection at
oom temperature.

MImHa Hmax (×104) W1/2 (s) A (×105)

20.0 4.43 (±0.078) 7.56 (±0.14) 3.41 (±0.064)
40.0 3.38 (±0.065) 7.42 (±0.21) 2.63 (±0.039)
60.0 2.22 (±0.059) 7.54 (±0.26) 1.97 (±0.041)
80.0 1.39 (±0.062) 7.52 (±0.39) 1.22 (±0.052)
00.0 0.96 (±0.069) 7.66 (±0.37) 0.76 (±0.047)

low rate: 100.0 �l/min [1-AP] = 4.34 fmol/injection in acetonitrile, [H2O2] = 1.0 M
n acetone, [TCPO] = 5.0 mM in ethyl acetate. Mean value and standard deviation
alues for Hmax and W1/2 and A obtained under each experimental condition were
etermined with values measured with the injection of 1-AP five consecutive times
t 30 s intervals.

a [mM].

2

CL reaction.

results shown in Table 1 imply that the appropriate mole ratio
between TCPO and 4MImH to enhance the sensitivity of OD4MI
CL depends on the flow rate of 1-AP and OD4MI CL reagents in FIA
system.

3.3. Flow rate effect in FIA system with the microfluidic device
and OD4MI CL detection

Table 2 shows the results observed under different flow rates
of 1-AP and OD4MI CL reagents in the presence of ODI molecules
formed under two different mole ratios (1:4 and 1:8) of TCPO and
4MImH. The mixture of 1-AP and H2O2 was injected into the FIA sys-
tem after OD4MI was formed from the reaction between TCPO and
4MImH for 1 min in the system. Hmax measured in OD4MI CL reac-
tion in the presence of OD4MI formed from the reaction between
TCPO and 4MImH (mole ratio = 1:8) increased with the increase of
flow rate up to 100 �l/min and then began to decrease. One reason
is that excess 4MImH acts as a quencher of OD4MI CL emitted in the
Table 2
Flow rate effect in FIA system with the microfluidic device and OD4MI CL detection
at room temperature.

Flow ratea Hmax (×104) W1/2 (s) A (×105)

TCPO:4MImH = 1:8
26.0 2.42 (±0.088) 16.78 (±0.45) 4.67 (±0.100)
52.0 3.10 (±0.073) 11.15 (±0.24) 3.58 (±0.074)

100.0 3.38 (±0.065) 7.42 (±0.21) 2.63 (±0.039)
00.0 1.63 (±0.069) 4.83 (±0.23) 0.83 (±0.010)

390.0 0.83 (±0.015) 3.23 (±0.14) 0.29 (±0.007)

TCPO:4MImH = 1:4
26.0 8.29 (±0.141) 16.48 (±0.49) 14.19 (±0.265)
52.0 6.49 (±0.105) 11.16 (±0.24) 7.00 (±0.134)

100.0 4.43 (±0.078) 7.56 (±0.14) 3.41 (±0.064)

[1-AP] = 4.34 fmol/injection in acetonitrile, [H2O2] = 1.0 M in acetone,
[TCPO] = 5.0 mM in ethyl acetate, [4MImH] = 40.0 mM in ethyl acetate. Mean
value and standard deviation values for Hmax and W1/2 and A obtained under each
experimental condition were determined with values measured with the injection
of 1-AP five consecutive times at 30 s intervals.

a (�l/min).
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Table 3
H2O2 effect in FIA system with the microfluidic device and OD4MI CL detection at
room temperature.

H2O2
a Hmax (×104) W1/2 (s) A (×105)

0.2 1.74 (±0.034) 7.67 (±0.23) 1.23 (±0.011)
0.4 2.12 (±0.028) 7.56 (±0.31) 1.51 (±0.076)
0.6 2.57 (±0.047) 7.54 (±0.28) 1.81 (±0.091)
0.8 3.19 (±0.052) 7.38 (±0.33) 2.47 (±0.081)
1.0 3.17 (±0.046) 7.43 (±0.29) 2.44 (±0.058)

Flow rate: 100.0 �l/min. [1-AP] = 3.20 fmol/injection in acetonitrile, [TCPO] = 5.0 mM
in ethyl acetate, [4MImH] = 40.0 mM in ethyl acetate. Mean value and standard devi-
ation values for H and W and A obtained under each experimental condition
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under the experimental condition and the linear calibration curve
for Hmax shown in Fig. 4.

Table 2 indicates that 26.0 �l/min is the best flow rate to quantify
1-AP using Hmax and A. The detection limits set with Hmax and A at
26.0 �l/min were about 2 times lower than those at 100.0 �l/min,
max 1/2

ere determined with values measured with the injection of 1-AP five consecutive
imes at 30 s intervals.

a [M].

However, A measured in OD4MI CL reaction in the presence of
D4MI formed from the reaction between TCPO and 4MImH (mole

atio = 1:8) decreased proportionally with the increase of flow rate.
his result indicates that A is more dependent on the flow rate than
he chemical reaction in the pentagonal chamber while the opposite
s true for Hmax.

The effects of flow rate in OD4MI CL reaction under 1:4
ole ratio between TCPO and 4MImH were different from those

nder 1:8 mole ratio between TCPO and 4MImH. Hmax, W1/2,
nd A increased as flow rate decreased because OD4MI molecules
nserted into the pentagonal chamber of microfluidic device at
6.0 �l/min can stably produce high-energy intermediates in the
resence of relatively lower 4MImH, predominantly acting as a cat-
lyst instead of quencher [15–17]. The reason why Hmax decreases
ith the increase of flow rate is that a portion of OD4MI CL reagents
ows out from the pentagonal chamber before producing high-
nergy intermediate.

.4. H2O2 effect in FIA system with microfluidic device and
D4MI CL detection

Table 3 shows the effects of H2O2 concentration in the FIA sys-
em with microfluidic device and OD4MI CL detection. With the
ncrease of H2O2 concentration up to 0.8 M in acetone, Hmax and A
ncreased. And then, Hmax and A measured in the presence of 1.0 M

2O2 concentration were similar to those in the presence of 0.8 M
2O2 because, based on the CIEEL mechanism, excess H2O2 does
ot act as an activator to form high-energy intermediate capable of
ransferring energy to 1-AP [18].

.5. Stability of OD4MI and reproducibility

The results shown in Table 1 and our previous research results
14,16] indicate that the stability and reproducibility of microflu-
dic device are dependent on the mole ratio between TCPO and
MImH to form OD4MI. In other words, it is important to identify
he optimum ratio between TCPO and 4MImH in order to obtain
ood results within the statistical error range.

CL peaks of 1-AP (4.3 fmol/injection) measured under the 1:4
ole ratio between TCPO and 4 MIm were constant within statis-

ical error range (coefficient of variation (CV): 3.7%) when 1-AP
as injected into the FIA system every 2 min for over 30 min at

he flow rate of 26 �l/min. We confirmed that Hmax, W1/2, and A
nder the same reaction condition decreased with the increase of
ow rate from 26 to 390 �l/min as shown in Table 2. However, the

eproducibility for relative CL peaks was not affected by the flow
ate.

With the increase of mole ratio between TCPO and 4MImH,
he reproducibility for CL peak measured at 2 min intervals for
0 min dropped sharply. This is because excess 4MImH, acting as
(2009) 998–1003

a quencher instead of a catalyst, competitively broke down OD4MI
formed from the reaction between TCPO and 4MImH within the
syringe. For example, relative Hmax measured after 10 min of reac-
tion between TCPO and 4MImH of 1:20 mole ratio was 5.3 times
higher than that measured after 30 min of reaction.

3.6. Sensitivity of FIA system with microfluidic device and OD4MI
CL detection

Based on the results obtained in this research, we deter-
mined the appropriate experimental conditions (e.g., 1:4 mole ratio
between TCPO and 4MImH, 100 �l/min flow rate) to quantify 1-AP
using the FIA system we developed. As shown in Fig. 4, we obtained
linear calibration curves with good R-square values with Hmax and
A measured in the presence of 7 different 1-AP concentrations
(0.11–2.3 fmol/injection). The background measured in the absence
of 1-AP was 483.5±36.5. The detection limit of 1-AP determined
with Hmax using signal to background test (signal/background = 3:1)
was as low as 0.05 fmole/injection. It was comparable to that
determined with A even though the slope (0.7607±0.00414) of
calibration curve for A is smaller than that (0.9941±0.0106) for
Hmax. Using signal to background test, the detection limits deter-
mined with FIA system with OD4MI CL detection are about 30
times lower than that (1.5 fmol/injection) [21] obtained using HPLC
with conventional PO-CL detection and about 500 times lower
than that (25 fmol/injection) [21] obtained using HPLC with flu-
orescence detection. Two apparent peaks (signal/background = 2)
obtained in the presence of 0.03 fmole/injection 1-AP (see Fig. 4)
had good reproducibility even though the concentration of 1-AP
was lower than the detection limit (0.05 fmole/injection) deter-
mined with FIA system using signal to background test. This
indicates that the FIA system with a microfluidic device and OD4MI
CL detection has good reproducibility. Also, the lower limit of
detection (LOD = 0.018 fmol/injection) and the limit of quantifica-
tion (LOQ = 0.043 fmol/injection) were determined using the mean
value and standard deviation measured in the absence of 1-AP
Fig. 4. Calibration curves of 1-AP based on relative Hmax (�) and A (�) in OD4MI
CL reaction. Reaction condition: [H2O2] = 0.8 M in acetone, [TCPO] = 5.0 mM and
[4MImH] = 20.0 mM in ethyl acetate, flow rate: 100.0 �l/min. The measurement of
Hmax and A at the same concentration of 1-AP were replicated 3 times. The CV for
Hmax and A at each concentration of 1-AP were lower than 5.0%.
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hown in Fig. 4. However, W1/2 measured in the former was about 2
imes longer than that in the latter condition. Thus, for rapid quan-
ification of many analytes without band broadening, 26 �l/min is
ot as good as 100.0 �l/min as the appropriate flow rate of the FIA
ystem we developed.

. Conclusions

Based on the principle of liquid core waveguide, we fabricated
novel microfluidic device capable of detecting ultrafast OD4MI

L. Peaks obtained in FIA system with the micro-scale pentagonal
hamber and OD4MI CL detection showed good resolution as well
s excellent reproducibility without band-broadening observed in
nalytical devices with slow CL detection. As shown in Fig. 1, CL
mitted in the micro-scale detection area was so bright that we
ere able to obtain the integrated CL image within 1/30 s. This

ndicates that it is possible to monitor and quantify many analytes
apidly and simultaneously using microarray with the OD4MI CL
etection. The results shown in Tables 1–3 indicate that amount
f 4MImH staying in the pentagonal chamber is in inverse propor-
ion to the flow rate. Also, brightness of CL emitted in the detection
rea depends on the flow rate of sample and OD4MI CL reagents. In
onclusion, based on the results of this research, it will be possible
o fabricate advanced microfluidic devices having a smaller detec-
ion window, higher efficiency and shorter W1/2 than that shown in
ig. 1. We expect that the FIA system we developed can be applied
s a prototype of totally minimized analytical system capable of
uantifying environmental toxic chemicals as well as monitoring
nd diagnosing various diseases.
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a b s t r a c t

A polymer inclusion membrane (PIM) is reported consisting of 45% (m/m) di(2-ethylhexyl)phosphoric
acid (D2EHPA) immobilized in poly(vinyl chloride) (PVC) for use as a solid phase absorbent for selec-
tively extracting Zn(II) from aqueous solutions in the presence of Cd(II), Co(II), Cu(II), Ni(II) and Fe(II).
Interference from Fe(III) in the sample is eliminated by precipitation with orthophosphate prior to the
vailable online 30 December 2008

eywords:
olid phase extraction
olymer inclusion membrane
i(2-ethylhexyl)phosphoric acid (D2EHPA)

extraction of Zn(II). Studies using a dual compartment transport cell have shown that the Zn(II) flux
(2.58×10−6 mol m−2 s−1) is comparable to that observed for supported liquid membranes. The stoichiom-
etry of the extracted complex is shown to be ZnR2·HR, where R is the D2EHPA anion.

© 2008 Elsevier B.V. All rights reserved.
inc(II) extraction
n(II) separation

. Introduction

Recently, polymer inclusion membranes (PIMs) have attracted
onsiderable attention for use as solid phase absorbents in separa-
ion problems because they eliminate the need for the flammable
iluents required in solvent extraction systems while retaining the
electivity associated with the extractant [1]. In addition, when
IMs are incorporated into a transport cell, they allow both extrac-
ion and back-extraction to proceed simultaneously at opposite
ides of the membrane. This speeds up the separation process
ompared to conventional adsorption (e.g., ion-exchange resins) or
olvent extraction-based separation.

PIMs consist of a carrier immobilized in a base-polymer and our
apers using the commercial extraction reagent Aliquat 336 have
emonstrated that PIMs can be successfully applied to a variety of
eparation problems involving metal ions [2–7].

The extraction and separation of Zn(II) from aqueous solutions
as achieved great importance because of the widespread industrial

se of zinc and its classification as a dangerous substance, partic-
larly in waste streams and saline waters [8]. Some studies on the
pplication of PIMs for Zn(II) extraction and transport have been
ublished [9–11].

∗ Corresponding author. Tel.: +61 3 83447931; fax: +61 3 93475180.
E-mail address: s.kolev@unimelb.edu.au (S.D. Kolev).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.047
Ulewicz and Walkowiak [9] studied the separation of Zn(II),
Co(II), Ni(II), Cu(II) and Cd(II) from aqueous chloride solutions
using a cellulose acetate (CTA)-based PIM containing di(2-
ethylhexyl)phosphoric acid (D2EHPA) as carrier and 2-nitrophenyl
pentyl ether as a plasticizer. In another study, Resina et al. [10] stud-
ied the transport of Zn(II), Cd(II) and Cu(II) from chloride solutions
across CTA/sol–gel hybrid membranes with D2EHPA and di-(2-
ethylhexyl)dithiophosphoric acid as carriers and 2-nitrophenyl
pentyl ether or tris(2-butoxyethyl)phosphate as plasticizers.

There have also been reports of other solvent extraction reagents
being used to extract Zn(II) with PIMs such as basic ion carriers
like tri-n-octylamine immobilized in CTA [11]. However, to our
knowledge, there have been no studies on the membrane extrac-
tion of Zn(II) that involve poly(vinyl chloride) (PVC)-based PIMs.
PVC-based membranes are more resistant to acidic solutions than
CTA-based membranes [1] and this is expected to offer advantages
in terms of a wider working pH range and prolonged membrane
lifetime.

D2EHPA is an acidic carrier used for the extraction of metal ions
[12], which shows good selectivity for the extraction of Zn(II) in the
presence of other metal ions (e.g., Co(II), Ni(II), Cu(II), Cd(II), Ca(II)

and Mn(II)). The most seriously interfering ion is Fe(III) and this is
usually eliminated in solvent extraction by its reduction to Fe(II).

In this paper we report on the use of a PVC/D2EHPA mem-
brane for the solid phase extraction and transport of Zn(II) from
acidic chloride solutions. We also demonstrate that the PVC-based
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In the first hour of the transport experiment mentioned above
the Zn(II) concentration in the source solution (C) was found to
decrease linearly with time thus allowing to approximate (dC/dt)
in Eq. (1) by (Ct−Ct=0)/t.
96 S.D. Kolev et al. / Ta

embranes used in this study do not require the inclusion of an
dditional plasticizer in their composition as has been the case with
TA-based PIMs. This is due to the inherent plasticizing properties
f D2EHPA itself towards PVC [1].

. Experimental

.1. Chemical analysis and measurement of membrane thickness

The concentration of Zn(II) in the solutions used in the extraction
nd transport experiments was determined by atomic absorption
pectrometry (AAS) (Shimadzu AA-3600, Japan). The experi-
ental conditions were: slit width—0.7 nm; Zn hollow-cathode

amp (Photron, Australia); current—8 mA; working wavelength—
13.9 nm and burner height—7 mm. The flow rates of acetylene and
ir were 2.0 and 15.0 L min−1, respectively.

The concentrations of Co(II), Ni(II), Cu(II), Cd(II), Fe(II), and Fe(III)
n the solutions used in the interference studies were determined
y inductively coupled plasma-optical emission spectrometry (ICP-
ES) (Varian Vista Pro Axial, USA). The measurements were
onducted under the following conditions: power level—1.00 kW;
oolant flow—15.0 L min−1; auxiliary flow—1.50 L min−1; nebulizer
ow—0.90 L min−1 and sample aspiration rate—1.50 mL min−1.

The pH measurements were conducted with a SmartChem-Lab
ombined pH/conductivity meter (TPS, Australia).

The thickness of the PIMs was measured along their diame-
ers using an optical microscope (LH50A, Olympus, Japan) with a
alibrated Nikon lens (Carton Optical Ind., Japan).

.2. Reagents

The commercial extractant, di(2-ethylhexyl)phosphoric acid
Tokyo Chemical Industry Co. Ltd., Japan), was used as received.
igh molecular weight PVC (Selectophore, Fluka, Switzerland) was
sed to prepare membranes. Tetrahydrofuran (THF) (Wako Pure
hemical Industries Ltd., Japan) was of analytical reagent grade and
as treated to remove the stabilizer and any peroxides immediately
efore use by passing through an activated alumina column.

Analytical reagent grade ZnCl2, KCl, CH3COONa, CH3COOH,
NO3 and HCl (Wako Pure Chemical Industries, Ltd., Japan); FeCl2
nd FeCl3 (Fluka, Switzerland); NiCl2 and CoCl2 (Sigma, USA); CuCl2
Ajax Chemicals, Australia); CdCl2 and Na2HPO4 (BDH, UK) were
sed in the extraction, transport and interference experiments.

Zinc(II) standards for the atomic absorption measurements were
repared from a 1000 mg L−1 spectroscopic standard (Wako Pure
hemical Industries Ltd., Japan).

Deionized water (18 M� cm, Millipore, Synergy 185, France) was
sed for the preparation of all solutions.

.3. Membrane preparation

PIMs were prepared by dissolving weighed amounts of D2EHPA
nd PVC in 10 mL of THF and then pouring the solution into a 7.5 cm
iameter glass ring sitting on a glass plate. The THF was allowed
o evaporate slowly over 24 h at room temperature to yield a trans-
arent, flexible and mechanically strong membrane. The membrane
as then peeled from the glass plate. A square piece with a mass of

14±2 mg was cut out of its central section and subsequently used
n the solid/liquid extraction experiments. The average thickness of
he membrane studied was 71 �m.
.4. Solid/liquid extraction of zinc(II)

The extraction experiments were conducted in triplicate. The
verage relative standard deviation for a typical extraction exper-
ment conducted in triplicate was 3.9±1.5%. Each experiment
8 (2009) 795–799

involved the immersion of a square membrane piece with an aver-
age mass of 114±2 mg into a 100 mL solution containing Zn(II) and
in some cases also other base metal ions (e.g., Cd(II), Co(II), Cu(II),
Ni(II), Fe(II) and Fe(III)). Each solution was mechanically stirred in
a water-jacketed beaker thermostated at 30.0±0.1 ◦C. The stirring
rate was maintained at 120 rpm and it was monitored with a digital
tachometer (HT-4100, Ono Sokki Co. Ltd., Japan). The PIMs studied
contained 15, 20, 25, 30, 40 or 45% (m/m) D2EHPA.

Zinc(II) solutions (15–80 mg L−1) were prepared in the pH range
1.0–3.0 using 1.0 M acetic acid/acetate buffer (with addition of HCl
where necessary) and all contained 0.2 M KCl for maintaining a con-
stant ionic strength. The solution pH was monitored during the
extraction process and 0.1 mL samples were taken at preselected
times and replaced with an equal volume of deionized water. The
Zn(II) concentration was determined by AAS after appropriate dilu-
tion of the original sample with 10 mM HCl solution.

2.5. Membrane transport of zinc(II)

Membrane transport studies of Zn(II) were carried out in
triplicate in a two compartment transport cell thermostated at
30±0.1 ◦C (Fig. 1). Each compartment had a volume of 100 mL and
the membrane was sandwiched between the two compartments.
The solutions in both compartments were mechanically stirred
during the transport experiment at 120 rpm. The exposed mem-
brane surface area was 1.25×10−3 m2. The source phase consisted
of a 22 mg L−1 Zn(II) solution containing 0.2 M Cl− and 1.0 M acetic
acid/acetate buffer at pH 3.0 and the receiving phase was 0.1 or 1.0 M
HCl. Similarly to the extraction experiments, samples (0.1 mL) from
each compartment were taken at preselected time intervals and
replaced with equal volumes of deionized water. The Zn(II) concen-
tration was determined as in the extraction experiments outlined
above.

The maximum Zn(II) flux (Jmax) at the source solution/
membrane interface during the transport experiment involving
1.0 M HCl receiving solution was calculated by Eq. (1).

Jmax = V

A

(
dC

dt

)
t=0

(1)

where V is the volume of the source solution (1.00×10−4 m3), A
the exposed membrane surface area (1.25×10−3 m2), C the Zn(II)
concentration (mol m−3) and t is the time (s).
Fig. 1. Schematic of the two compartment transport cell.
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.6. Interference studies

The interference studies followed the procedure used in the
xtraction experiments. A 45% (m/m) D2EHPA membrane with a
ass of 114±2 mg was immersed in a 100 mL solution containing

.2 M Cl− and 1.0 M acetic acid/acetate buffer (pH 3.0). The solu-
ion also contained 20 mg L−1 of each of the following ions: Zn(II),
d(II), Co(II), Cu(II), and Ni(II). Samples (1.0 mL) were taken at pre-
elected time intervals and replaced with 1.0 mL of fresh solution.
fter dilution with 2% HNO3, the concentrations of the metals ions
entioned above were measured by ICP-OES.
The elimination of Fe(III) interference was based on its precipi-

ation with orthophosphate. This approach was applied to aqueous
olutions (100 mL) containing 20 mg L−1 Zn(II) and Fe(III) in con-
entrations of 20, 50, 100 or 200 mg L−1. These solutions were
reated with a solution of disodium hydrogen orthophosphate
n mole ratio of Fe(III):Na2HPO4 of 1:3. The iron(III) phosphate
recipitate was removed by centrifugation and Zn(II) was sub-
equently extracted into a PVC/D2EHPA membrane as described
arlier.

. Results and discussion

.1. Effect of D2EHPA concentration

Membrane pieces (total mass 114±2 mg) containing 15, 20, 25,
0, 40 and 45% (m/m) D2EHPA were studied for their Zn(II) extrac-
ion efficiency using an aqueous solution containing 22 mg L−1

n(II) at pH 3.0 and the results are shown in Fig. 2. These mem-
ranes were all homogeneous and transparent with an oil free
urface and met the requirements of a stable PIM as described
n our recent paper [13]. As expected, both the extraction effi-
iency, determined by the amount of metal extracted, and the
ate of extraction increased with increasing the D2EHPA content
f the membrane. The 45% (m/m) membrane produced optimum
xtraction conditions for Zn(II) (Fig. 2). The extraction equilib-

ium in the corresponding PIM/solution system was established
n around 2.5 h. Consequently, the 45% (m/m) PIM was used
n all subsequent membrane extraction and transport experi-

ents.

ig. 2. Effect of the D2EHPA concentration in the membrane (� 15; �20; � 25;
30; ♦ 40 and � 45% (m/m)) on the extraction of Zn(II) (100 mL aqueous phase:

2 mg L−1 Zn(II), 1.0 M acetic acid/acetate buffer (pH 3.0) and 0.2 M Cl−; 114±2 mg
VC/D2EHPA membrane).
Fig. 3. The effect of pH (� 1.00; � 1.50; � 1.75;© 2.00; ♦ 2.25; � 2.50; � 2.75 and�
3.00) on the extraction of Zn(II) (400 mg 45% (m/m) PIM) (experimental conditions
as in Fig. 2).

3.2. Effect of pH

The effect of pH on the Zn(II) extraction efficiency of the 45%
(m/m) PVC/D2EHPA PIM is illustrated in Fig. 3. The pH of the acetate
buffer solution was adjusted with HCl. It can be seen in Fig. 3 that
the extraction increases at higher pH values in accordance with
expectations for an acidic extractant like D2EHPA. The pH depen-
dence approaches 100% extraction at pH 3.0 thus resembling very
closely that observed for the analogous solvent extraction system
for Zn(II) [12]. Therefore, all subsequent experiments were carried
out at pH 3.0.

3.3. Effect of initial Zn(II) concentration

The effect of the initial Zn(II) concentration on the membrane

extraction process involving a 45% (m/m) PIM at pH 3 is shown in
Fig. 4. It can be seen that for lower initial Zn(II) concentrations (10,
20 and 30 mg L−1) virtually all the Zn(II) ion has been extracted.
However, this was not the case for higher initial concentrations

Fig. 4. Effect of initial Zn(II) concentration (� 10; © 20; � 30; ♦ 40; � 60 and �
80 mg L−1) on the extraction of Zn(II) (experimental conditions as in Fig. 2).
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transport process was completed much faster for a receiving phase
containing a higher concentration of the stripping reagent, i.e., HCl
(Fig. 6b).
ig. 5. Extraction of Zn(II) (�) with 20 mg L−1 initial concentration in the presence
f Cd(II) (©), Co(II) (�), Cu(II) (♦) and Ni(II) (�) with the same initial concentrations
experimental conditions as in Fig. 2).

40, 60 80 mg L−1) due to insufficient D2EHPA in the membrane.
or each one of these three initial concentrations the amount of
n(II) extracted was 5.1×10−5 mol, which gives a mole ratio of
2EHPA:Zn(II) of 3.3. It can be assumed that practically all D2EHPA

1.7×10−4 mol) in the membrane has been complexed with Zn(II)
hus suggesting a stoichiometry of the extracted complex corre-
ponding to the formula ZnR2·HR, where R is the D2EHPA anion.
his stoichiometry is the same as that found for the Zn(II)–D2EHPA
omplex in solvent extraction systems [14,15].

.4. Interferences

Common base metal ions expected to be present in sam-
les requiring treatment with the PIM to extract Zn(II) either for

ts determination or its recovery are Cd(II), Co(II), Cu(II), Ni(II),
e(III) and possibly Fe(II). From the solvent extraction behaviour
f D2EHPA towards these ions [12] only Fe(III) is expected to co-
xtract with Zn(II) at pH 3.0. Extraction experiments were carried
ut with the 45% (m/m) membrane immersed in a solution at pH 3
hat contained 20 mg L−1 of each of the following ions: Zn(II), Cd(II),
o(II) and Cu(II). Fig. 5 shows that only Zn(II) was extracted in the
resence of Cd(II), Co(II), Cu(II) and Ni(II) which demonstrated that
he PVC/D2EHPA PIM studied could be used to selectively extract
n(II) in the presence of these frequently encountered base metal
ons.

The extraction of Zn(II) was also studied in the presence of
e(II) and Fe(III). As expected, the interference effect of Fe(III) was
ound to be severe because it readily extracted into the mem-
rane thus substantially decreasing the extraction of Zn(II). Fe(II)
id not extract if O2 was excluded from the system. The solution
as bubbled with nitrogen for 15 min and then the extraction ves-

el was sealed from the ambient atmosphere. However, excluding
2 from the membrane extraction system for prolonged periods
f time proved difficult and impractical and it was decided to
vercome the Fe(II)/(III) interference by removing Fe(III) from the
xtraction equilibrium. Attempts to mask the Fe(III) by complexa-

−
ion with F failed as Zn(II) was also complexed. Attempts were
lso made to reduce Fe(III) to Fe(II) by the addition of ascorbic
cid and continuously bubbling N2 through the solution during
he extraction process. While this succeeded initially, the relatively
ong extraction time made these protection measures impractical
8 (2009) 795–799

and did not allow the efficient isolation of the extraction system
from ambient oxygen and some Fe(II) was subsequently reoxi-
dized to Fe(III). Thus, it was decided to investigate possibilities
for the removal of Fe(III) from the sample prior to the mem-
brane extraction of Zn(II). This was carried out by the addition
of Na2HPO4 to the sample containing Fe(III), Cd(II), Co(II), Cu(II)
and Ni(II). The mole ratio of Fe(III):Na2HPO4 was 1:3 and the
amount of Fe(III) was varied from 20 to 200 mg L−1. The pH of
these solutions varied between 6.5 and 6.8. Under these conditions
Fe(III) was precipitated quantitatively as its insoluble phosphate
salt, which was removed by centrifugation. The subsequently
conducted PIM extraction of Zn(II) resulted in its quantitative recov-
ery.

3.5. Transport study

The results of the Zn(II) transport study using a source phase
containing 20 mg L−1 Zn(II) at pH 3.0 and 1.0 or 0.1 M HCl as receiv-
ing phase are shown in Fig. 6a and b. In both cases fast and virtually
complete transport of Zn(II) took place. However, as expected, the
Fig. 6. Transport of Zn(II) across a 45% (m/m) PIM (source phase (©): 22 mg L−1

Zn(II), 1.0 M acetic acid/acetate buffer, pH 3.0, 0.2 M Cl−; receiving phase (�): (a)
0.1 M HCl and (b) 1.0 M HCl).
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The extraction and back-extraction processes can be described
y the following stoichiometric equations:

ource phase : Zn(II)a+3/2(HR)2m � ZnR2·HRm+2H+a

eceiving phase : ZnR2·HRm+2H+a � Zn(II)a+3/2(HR)2m

here a and m refer to the aqueous and membrane phases.
The maximum flux for Zn(II) at the source solution/membrane

nterface when the receiving solution was 1.0 M HCl (Fig. 6b) was
alculated as 2.85×10−6 mol m−2 s−1. This flux value is comparable
o those reported for supported liquid membrane systems [1].

. Conclusions

The results presented in this paper demonstrate that Zn(II) can
e selectively and quantitatively extracted into a polymer inclusion
embrane of composition 45% (m/m) D2EHPA and 55% (m/m) PVC

rom aqueous solutions at pH 3.0 which may contain other base
etals ions, such as Cd(II), Co(II), Cu(II), Ni(II) and Fe(II). Poten-

ial interference from Fe(III) can be removed by precipitation with
rthophosphate prior to the membrane extraction of Zn(II). The sto-
chiometric formula of the extracted Zn(II) complex has been shown
o be ZnR2·HR, where R is the D2EHPA anion.

The membrane can also be used to selectively transport Zn(II)
rom a pH 3.0 source phase to an HCl receiving phase and the rate

f this transport assessed on the basis of the initial Zn(II) flux value
n the source phase is comparable to those reported for supported
iquid membrane systems.

The PVC/D2EHPA membrane studied shows a considerable
romise for the separation and pre-concentration of Zn(II) prior

[

[
[

8 (2009) 795–799 799

to its analytical measurement. It also has potential use in the
removal of Zn(II) contamination from waste streams and saline
waters.
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a b s t r a c t

Nanocrystalline TiN/NiTi thin films have been grown on silicon substrate by dc magnetron sputtering to
improve the corrosion and mechanical properties of NiTi based shape memory alloys without sacrificing
the phase transformation effect. Interestingly, the preferential orientation of the TiN films was observed
to change from (1 1 1) to (2 0 0) with change in nature of sputtering gas from 70% Ar + 30% N2 to 100% N2.
In present study the influence of crystallographic orientation of TiN on mechanical and corrosion prop-
eywords:
iN/NiTi heterostructures
anoindentation
ensors
orrosion resistance

erties of TiN/NiTi thin films was investigated. TiN (2 0 0)/NiTi films were found to exhibit high hardness,
high elastic modulus, and thereby better wear resistance as compared to pure NiTi and TiN (1 1 1)/NiTi
films. Electrochemical test revealed that TiN coated NiTi film exhibits better corrosion resistance in 1 M
NaCl solution as compared to uncoated NiTi film. The application of TiN/NiTi films in the electrochemi-
cal sensing of dopamine, which has a critical physiological importance in Parkinson’s disease, has been
demonstrated. A comparison of voltammetric response of dopamine at silicon based electrodes modified

lline
with different nanocrysta

. Introduction

It has been demonstrated that NiTi shape memory alloy (SMA)
hin films are promising materials to fabricate micro devices for

icro-electro-mechanical systems (MEMS) and bio-MEMS such as
icropumps, microwrappers and stents for neurovascular blood

essels [1–3]. However, there are still some concerns for the
ide application of SMA thin films because of their unsatisfactory
echanical and tribological performances, chemical resistance and

iological reliability. High nickel content in NiTi alloys often stim-
lated suspicion for their medical use because of nickel toxicity
4,5]. The limited hardness and wear resistance of NiTi make it dif-
cult to be used in orthodontic and MEMS applications. In order to

mprove surface properties, corrosion resistance and suppression
f Ni ions release of NiTi shape memory alloys, many techniques
uch as nitrogen ion implantation [6], laser surface treatment [7],
hermal and anodic oxidation [8,9], have been employed. The prob-
ems of these surface treatments are high cost, possible surface or

on induced damage, amorphous phase formation, or degradation
f shape memory effects. The magnetron sputtering has impor-
ant specific advantages such as low levels of impurities and easy
ontrol of the deposition rate and also enables the production of

∗ Corresponding author. Tel.: +91 1332 285794.
E-mail address: rngcyfcy@iitr.ernet.in (R.N. Goyal).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.005
coatings indicated that these films catalyze the oxidation of dopamine.
© 2009 Elsevier B.V. All rights reserved.

thin films of various morphology and crystallographic structure.
The deposition of nanocrystalline and nanocomposite thin films via
magnetron sputtering has been reported in literature [10,11].

The present study explored the insitu deposition of hard and
adherent nanocrystalline titanium nitride (TiN) protective coating
on NiTi thin films by dc magnetron sputtering. TiN is chosen for
passivation layer due to its superior mechanical properties, excel-
lent corrosion, wear resistance and good biocompatibility and TiN
coatings are often used to modify the orthopedic implant mate-
rials to extend their life span [12,13]. The purpose of the present
study is to examine the effect of crystallographic orientation of TiN
on mechanical and corrosion properties of TiN/NiTi heterostructure
thin films. The investigation revealed better mechanical and corro-
sion properties in case of TiN (2 0 0)/NiTi films as compared to TiN
(1 1 1)/NiTi and pure NiTi films. The present study also explores the
utility of TiN (2 0 0), TiN (2 0 0)/NiTi, TiN (1 1 1)/NiTi nanocrystalline
coatings over Si (1 0 0) substrate as working electrode material for
electroanalytical purpose.

In recent years the electrodes modified with various nanomate-
rials have been used for the electrochemical sensing of biologically
important compounds as the surface modification has been found

to exhibit electrocatalytic effect [14–18]. As electrochemical meth-
ods have distinct advantages [19,20] over other conventional
methods for determination of dopamine (DA), a catecholamine
neurotransmitter generated in various parts of central and periph-
eral nervous system, hence, careful monitoring of dopamine



lanta 78 (2009) 964–969 965

c
c
i
t
n
d
t
f

2

s
s
n
t
h
fi
t
t
p
o
u
N

a
�
s
(
t
c
s
s
f
w
e
t
l
a
a
p
(

t
p
h
l
a
t
l

(
m
u
t
c
d
(
s
d
e
s
a
I
t

Table 1
A comparison of hardness and reduced elastic modulus for nanocrystalline thin films
at different temperatures.

Sample Temperature
(K)

Hardnessa

(GPa)
pcReduced
modulusa,
Er (GPa)

H/Er
a

NiTi 298 7.3 ± 0.6 134.8 ± 6.4 0.054 ± 0.002
323 8.0 ± 1.2 123.2 ± 8.9 0.065 ± 0.004
380 7.8 ± 1.1 102.6 ± 7.4 0.076 ± 0.004

TiN (1 1 1)/NiTi 298 5.9 ± 0.7 123.6 ± 8.7 0.047 ± 0.003
323 6.1 ± 0.9 126.1 ± 8.9 0.048 ± 0.003
380 6.6 ± 1.1 128.7 ± 10.3 0.051 ± 0.004

TiN (2 0 0)/NiTi 298 12.0 ± 0.8 139.8 ± 4.0 0.086 ± 0.003
A. Kumar et al. / Ta

oncentration is considered necessary. Parkinson’s disease, asso-
iated with tremor, rigidity, bradykinesia and postural instability,
s one of the most dreadful neurodegenerative disorders of cen-
ral nervous system (CNS). The disease occurs when dopaminergic
eurons decrease or malfunction which is accompanied by a sharp
ecline in dopamine level [21,22]. Therefore, in the present inves-
igation, the prepared nanocrystalline thin films have been tested
or first time as working electrode for dopamine sensing.

. Experimental

Pure NiTi and TiN/NiTi thin films were deposited on (1 0 0)
ilicon substrate of dimensions 1.5 cm×2 cm by dc magnetron
puttering system (Excel Instruments). High purity (99.99%) tita-
ium and nickel metal targets of 50 mm diameter and 3 mm
hickness were used. Substrate holder was rotated at 20 rpm in a
orizontal plane to achieve a uniform film composition. All the NiTi
lms of approximately 2 �m thickness were prepared at substrate
emperature of 823 K in an argon (99.99% pure) atmosphere. The
arget to substrate distance was fixed at approximately 5 cm. No
ostannealing was performed after deposition. For the deposition
f TiN passivation layer, two different sputtering gas mixtures were
sed: 70% Ar + 30% N2 (referred henceforth as Ar + N2); and 100%
2.

The orientation and crystallinity of the films were studied using
Bruker advanced diffractometer of CuK� (1.54 Å) radiations in

–2� geometry at a scan speed of 1◦/min. X-ray diffraction (XRD)
tudies revealed that the NiTi film exhibits austenite phase with
1 1 0) reflection at room temperature and the orientation of pro-
ective TiN layer was found to change from (1 1 1) to (2 0 0) with
hange in sputtering gas from 70% Ar + 30% N2 to 100% N2. The
urface morphology of these films was studied using field emis-
ion scanning electron microscope (FEI Quanta 200F) and atomic
orce microscope (NT-MDT: NTEGRA Model). The film thickness
as measured using a surface profilometer and cross sectional field

mission scanning electron microscopy (FESEM). The resistivity of
he films was measured by a four probe resistivity method using a
iquid nitrogen cryocooler and Keithley instruments over a temper-
ture range 90–450 K. The values of martensite start temperature
nd austenite final temperature were found to be 290 K, 320 K for
ure NiTi; 260 K, 326 K for TiN (1 1 1)/NiTi and 242 K, 326 K for TiN
2 0 0)/NiTi films, respectively.

A Hysitron Triboindenter was used to perform nanoindentation
ests. Sixteen nanoindentation tests were performed on each sam-
le using a diamond Berkovich indenter probe to determine the
ardness and reduced modulus. Each test consisted of a 5-s linear

oading segment to a peak load, followed by a 2-s holding segment
t the peak load, and finally a 5-s linear unloading segment. The
esting temperatures were 298 K, 323 K and 380 K. The maximum
oad was set at 5 mN.

The electrochemical experiments were performed with BAS
Bioanalytical Systems, West Lafayette, IN, USA) CV-50W Voltam-

etric analyzer. A conventional three electrode glass cell was
sed with a platinum wire as an auxiliary electrode, Ag/AgCl elec-
rode as reference (model MF-2052 RB-5B) and TiN or TiN/NiTi
oated silicon as working electrodes. The nanocrystalline thin film
eposited on silicon substrate was connected to a thin copper strip
5 mm×60 mm) and molded between two pieces of scotch tape of
ize 50 mm×18 mm. One side of the tape was punched for 3 mm
iameter hole to provide the contact of films with the solution. The

lectrode was then ready for use and was kept in air with contact
ide upwards. All measurements were carried out at room temper-
ture. Dopamine was purchased from Sisco Research Laboratory,
ndia. All other reagents used were of analytical grade. All solu-
ions were prepared in double distilled water. Phosphate buffer
323 12.2 ± 1.0 140.2 ± 7.2 0.087 ± 0.004
380 12.7 ± 0.9 142.6 ± 9.7 0.089 ± 0.004

a The values are mean± root mean square deviation (RSD) for n = 16.

solutions were prepared according to the method of Christian and
Purdy [23] and the final pH of the solutions was recorded with the
pre-calibrated digital pH meter. Stock solution of DA was prepared
in doubly distilled water. Required amount of the stock solution was
added to 2 ml of phosphate buffer solution (� = 1.0 M, pH 7.2) and
the total volume was made to 8.0 ml with double distilled water.
The electrochemical measurements were then carried out with
voltammetric analyser. Differential pulse voltammetry employed
had the following parameters: initial E: 0 mV, final E: 750 mV, sweep
rate: 20 mV/s, sensitivity: 10 �A/V. The corrosion behaviour of pure
NiTi and TiN/NiTi films were recorded in 1 M NaCl solution. Before
measurement, each sample was immersed in to the electrolyte for
20 min. The sample area exposed to the electrolyte was 0.0707 cm2

(3 mm diameter).

3. Results and discussion

3.1. Structural properties

The surface morphology of the TiN/NiTi films prepared in dif-
ferent gas environment were studied using FESEM and is shown
in Fig. 1. Pure NiTi film shows uniform, fine and homogenous
microstructures with grain size of 96 nm (Fig. 1(a)). Fig. 1(b) and
(c) clearly shows the change in grain morphology from strongly
faceted pyramid like grains to nonfaceted spherical grains in case
of TiN/NiTi films, with change in crystallographic orientation of
TiN from (1 1 1) to (2 0 0). The average surface roughness of the
pure NiTi, TiN (1 1 1)/NiTi and TiN (2 0 0)/NiTi was measured using
atomic force microscopy (AFM) and found to be 10.84, 7.44 and
4.75 nm, respectively.

3.2. Mechanical properties

Fig. 2 shows the normalized indentation load–depth curves for
NiTi, TiN (1 1 1)/NiTi, TiN (2 0 0)/NiTi thin films at three different
temperatures of 298 K, 323 K and 380 K. Fig. 2(b) and (c) exhibits
a deflection in load–displacement curve at the contact depth of
∼80 nm (shown by the circle), which could be due to the transition
from upper TiN layer to underneath NiTi layer. Hardness, reduced
modulus and wear behaviour were evaluated using these curves
and are summarized in Table 1. The indentation induced superelas-
tic energy recovery ratio (�w) was also calculated using following
relation [24]:

∫ hmax
�w = We

Wt
= hr

Fdh∫ hmax

0
Fdh

where We is the reversible work and Wt is the total work done.
Superelastic energy recovery ratio at room temperature was found
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ig. 1. FESEM images of (a) NiTi film (b) TiN (1 1 1)/NiTi (c) TiN (2 0 0)/NiTi thin films.

o be 0.44, 0.42 and 0.49 for pure NiTi, TiN (1 1 1)/NiTi and TiN

2 0 0)/NiTi films, respectively. Low values of superelastic recov-
ry under Berkovich tip were expected due to the generation of
igh peak strain levels below the tip that generates high density
f dislocations through the conventional plastic deformation. High
8 (2009) 964–969

dislocation density stabilizes the parent phase and prevents its
transformation to martensite thus the high peak strains under a
sharp indenting tip inhibit the superelastic recovery. The highest
value of indent depth recovery ratio in NiTi using Berkovich inden-
ter has been reported to be 45% at low loads [24]. Inset of Fig. 2
depicts the temperature dependence of superelastic energy recov-
ery ratio (�w). It was observed that TiN/NiTi films also exhibit SE
energy recovery ratio as comparable to pure NiTi film, which could
be due to combined composite properties from top nanocrystalline
TiN layer and underneath NiTi layer.

The average hardness (H) and reduced elastic modulus (Er) were
calculated for each sample from indentation load–depth curves at
room temperature and are summarized in Table 1. TiN (2 0 0)/NiTi
films were found to exhibit maximum hardness (12.0±0.8) and
elastic modulus (139.8±4.0 GPa). Hardness (H) to Young mod-
ulus (E) ratio has been proposed as the key factor to measure
the behaviour of wear resistance of bilayer coatings. It has been
reported that the deformation around the indenter surface exhibits
piling-up and sinking-in and the tendency of sinking-in increases
with increasing H/E ratio [25]. A relative low value of H/E ratio
(0.054) for pure NiTi films indicate that more fraction of work is
consumed in plastic deformation and large plastic strain is expected
when contacting a material. In case of TiN (2 0 0)/NiTi film the
H/E ratio (0.086) was found to be higher as compared to NiTi and
TiN (1 1 1)/NiTi, which indicate that the TiN (2 0 0) passivated NiTi
exhibit better wear resistance.

3.3. Electrochemical properties

3.3.1. Voltammetric behaviour of dopamine
It was observed that TiN (2 0 0), TiN (2 0 0)/NiTi and TiN

(1 1 1)/NiTi coated silicon electrode exhibit a sharp oxidation peak
for dopamine at Ep∼400, 380, and 365 mV, respectively which is
much lesser than oxidation peak potential observed at bare silicon
(800 mV) as shown in Fig. 3(a) and (b). On the contrary, NiTi coated
silicon does not show any oxidation peak for dopamine in the poten-
tial range 0–1000 mV (Fig. 3(a)). Since both the TiN/NiTi coated
silicon electrodes showed better response for dopamine oxidation,
a systematic concentration study of the dopamine was carried out at
TiN (2 0 0)/NiTi coated silicon electrode in the concentration range
1–10 �M. The peak current as found to increase with the increase
in concentration of dopamine is shown in Fig. 4. The linear depen-
dence of peak current on concentration (Fig. 5) can be represented
by the relation

ip = 5.059[DA]+ 6.874

where ip is the current in nA and [DA] is the concentration of
dopamine in �M. The correlation coefficient for the linear rela-
tion was 0.995. It was observed that TiN/NiTi exhibit dominant
catalytic behaviour as compared to TiN/Si film. One of the reasons
for this behaviour could be the fact that these films are deposited at
high substrate temperature (Ts = 823 K), hence, there are favourable
chances of silicon diffusion in TiN film that can be responsible for
the suppression of catalytic activity of TiN. While in the case of
TiN/NiTi, NiTi is acting as a buffer layer and prevent the silicon
diffusion to upper TiN film. Also the calculated value of lattice mis-
matches for TiN (1 1 1)/NiTi and TiN (2 0 0)/NiTi and was found to
be 0.5% and 0.2%, respectively. Therefore, it is concluded that NiTi
does not exhibit catalytic activity but acts as a good buffer layer and
prevents the silicon diffusion to upper TiN layer.
3.3.2. Interference effect
Biological samples contain many electroactive metabolites,

which can interfere in voltammetric determination of any com-
pound. Among these ascorbic acid and uric acid are most
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Fig. 2. Normalized indentation load vs. depth curves of (a) NiTi film (b) TiN
(1 1 1)/NiTi and (c) TiN (2 0 0)/NiTi thin films.

Fig. 3. A comparison of voltammogram of dopamine at pH 7.2 at different working
electrodes (a) Si (1 0 0), NiTi and TiN (2 0 0); (b) TiN (1 1 1)/NiTi and TiN (2 0 0)/NiTi.

Fig. 4. Voltammograms of dopamine at different concentration using TiN
(2 0 0)/NiTi as working electrode.
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ig. 5. Observed dependence of peak current on concentration of dopamine at TiN
2 0 0)/NiTi working electrode at pH 7.2.

bundantly present in biological samples. Hence, the effect of these
wo common interferents, which may interfere with determination
f dopamine in blood or urine samples was also studied using TiN
2 0 0)/NiTi coated silicon electrode. It was found that ascorbic acid
nd uric acid showed well-defined peaks at modified electrode with
p∼608 and 812 mV vs. Ag/AgCl, respectively at pH 7.2. To check
he interference of these two compounds, voltammograms were
ecorded at fixed concentration of dopamine (5 �M) with vary-
ng concentration of ascorbic acid and uric acid. It was found that
eak current of dopamine remained practically unaffected when
scorbic acid and uric acid were added in the concentration range
0–500 �M as shown in Table 2.

On the basis of the observations presented in Table 2, it can
e concluded that ascorbic acid and uric acid do not interfere
ith voltammetric determination of dopamine even when they

re in 100-fold excess with respect to dopamine. However, further
ncrease in concentration of ascorbic acid beyond 100 times excess,
auses a tendency to merge oxidation peak of ascorbic acid with
xidation peak of dopamine.

.3.3. Stability of modified electrode
Stability and reproducibility of an electrode are the two impor-
ant features which should be evaluated for analytical purpose.
iN (1 1 1)/NiTi and TiN (2 0 0)/NiTi coated silicon electrodes were
ested for both the features so that a time period can be rec-
mmended for assured and accurate use of modified electrode.
he variation in current response was observed for six successive

able 2
ffect of interferents on peak current of 5 �M dopamine at pH 7.2.

nterferent Concentration of
interferents (�M)

Peak current (ip) of
dopamine (�A)

Change in ip of dopamine

(�A) (%)

scorbic acid 50 0.351 +0.005 1.4
125 0.353 +0.007 2.1
250 0.356 +0.010 2.8
500 0.363 +0.017 4.9

ric acid 50 0.349 +0.003 1.1
125 0.341 −0.005 1.4
250 0.355 +0.009 2.6
500 0.360 +0.014 4.2
Fig. 6. Potentiodynamic polarization curves of NiTi, TiN (1 1 1)/NiTi and TiN
(2 0 0)/NiTi films.

sweeps in a solution of fixed concentration to check the repro-
ducibility of the electrode. It was noticed that the current was
within 97–99% of the ip observed for the first sweep. To determine
long-term stability of TiN/NiTi coated silicon electrode, current
response of dopamine was monitored daily for one week. The elec-
trode was kept in dry conditions after use and it was found that the
electrode retained 96–99% current for first three days. After three
days, a considerable decline in the peak current was observed and
only 91–95% of initial ip was recorded. Thus, the electrode can be
used for approximately three days without any significant error.

3.3.4. Corrosion resistance
Potentiodynamic polarization curves of NiTi, TiN (1 1 1)/NiTi and

TiN (2 0 0)/NiTi films are shown in Fig. 6. The corrosion resistance
of TiN coated NiTi films was found to be improved, which can
be observed by a shift of whole polarization curve towards the
region of lower current density and higher potential. The values
of corrosion potential and corrosion current density were found
to be 0.635 V and 1.1×10−5 A cm−2 for pure NiTi film, 0.248 V
and 2.8×10−7 A cm−2 for TiN (1 1 1)/NiTi film and 0.212 V and
1.4×10−7 A cm−2 for TiN (2 0 0)/NiTi film, respectively. High corro-
sion potential and low corrosion current density of the TiN coated
NiTi films suggests that these films exhibit a low corrosion rate and
a good corrosion resistance. TiN (2 0 0)/NiTi film exhibited better
corrosion resistance than that of TiN (1 1 1)/NiTi film, which could
be due to the fact that TiN (2 0 0) coated film exhibit higher real
surface area/projected area and lower inhomogeneous surface. The
real surface area is likely to be in the order, TiN (2 0 0)/NiTi > TiN
(1 1 1)/NiTi > NiTi because, the grain size of these films follow the
trend like TiN (2 0 0)/NiTi < TiN (1 1 1)/NiTi < NiTi. Therefore, smaller
the grain size, higher will be the real surface area. The lower surface
area and inhomogeneities might be responsible for weak points on
the surface cause corrosive attacks.

4. Conclusions
A systematic study was performed to see the influence of crys-
tallographic orientation of TiN passivation layer on mechanical and
corrosion properties of NiTi thin films. The preferred orientation of
the TiN films was observed to change from (1 1 1) to (2 0 0) with
change in nature of sputtering gas. The shape of the crystallite
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as also observed to change from a faceted pyramid to nonfaceted
pherelike structure with change in crystallographic orientation of
anocrystalline TiN from (1 1 1) to (2 0 0). Nanoindentation studies
evealed that the TiN (2 0 0)/NiTi films exhibit high hardness, high
educed elastic modulus and thereby better wear resistance as com-
ared to pure NiTi and TiN (1 1 1)/NiTi. Electrochemical test reveals
hat TiN coated NiTi film exhibited better corrosion resistance as
ompared to pure NiTi film. It was also observed that TiN (2 0 0)/NiTi
oated silicon electrode showed better response as compared with
iTi coated silicon with straight line calibration in dopamine con-
entration range 1–10 �M. One of the probable reasons for this
bservation is that as TiN (2 0 0)/NiTi film exhibits higher real sur-
ace area due to small grain size as compared to NiTi film, TiN
2 0 0)/NiTi film showed better oxidation peak even at low concen-
ration of dopamine. A significant decrease in peak potential was
lso observed at modified electrode. An advantage of using these
anocrystalline films in comparison to conventional films used for
urface modification is that the films are sufficiently stable and
o not require frequent replacements. Such replacement not only
equires sufficient time but may also lead to change in the area of
he electrode. In addition the films exhibit excellent electrocatalytic
ehaviour. Thus, it is concluded that use of nanocrystalline TiN

ayer with preferred (2 0 0) orientation on NiTi thin films improves
echanical, corrosion and electrocatalytic properties and hence

an be successfully used as working electrode in voltammetric
etermination of biomolecules.
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a b s t r a c t

A sensitive, label free electrochemical aptasensor for small molecular detection has been developed in
this work based on gold nanoparticles (AuNPs) amplification. This aptasensor was fabricated as a tertiary
hybrid DNA–AuNPs system, which involved the anchored DNA (ADNA) immobilized on gold electrode,
reporter DNA (RDNA) tethered with AuNPs and target-responsive DNA (TRDNA) linking ADNA and RDNA.
Electrochemical signal is derived from chronocoulometric interrogation of [Ru(NH3)6]3+ (RuHex) that
quantitatively binds to surface-confined DNA via electrostatic interaction. Using adenosine triphosphate
(ATP) as a model analyte and ATP-binding aptamer as a model molecular reorganization element, the
introduction of ATP triggers the structure switching of the TRDNA to form aptamer–ATP complex, which
old nanoparticles
hronocoulometry

results in the dissociation of the RDNA capped AuNPs (RDNA–AuNPs) and release of abundant RuHex
molecules trapped by RDNA–AuNPs. The incorporation of AuNPs in this strategy significantly enhances
the sensitivity because of the amplification of electrochemical signal by the RDNA–AuNPs/RuHex sys-
tem. Under optimized conditions, a wide linear dynamic range of 4 orders of magnitude (1 nM–10 �M)
was reached with the minimum detectable concentration at sub-nanomolar level (0.2 nM). Those results
demonstrate that our nanoparticles-based amplification strategy is feasible for ATP assay and presents a

d for
potential universal metho

. Introduction

Detecting and quantifying small molecular substances such
s drugs, hormones and adenosine phosphorylated derivatives
re increasingly needed in environmental analysis and clinical
ssay [1–4]. Great progress has been achieved in the devel-
pment of analytical assays of small molecules with different
etection techniques (optical [5], electrochemical [6], piezoelec-
ric [7], electrochemiluminescent (ECL) [8], chromatographic [9],
urface-enhanced Raman scattering (SERS) [10], etc.). Among them,
lectrochemical detection methods became a popular technology
ecause of their numerous merits, including high sensitivity, simple

nstrumentation, low production cost, fast response and portabil-
ty [11,12]. Electrochemical affinity sensors, an important part of
lectrochemical sensors, commonly rely on the immobilization of
biological recognition element (antibodies or aptamers) onto the

ransducer surface. In recent years, electrochemical affinity sensors
or the detection of small molecules, especially non-redox small
olecules, have attracted much attention because of good affinity
o their target elements [7,12,13].

Aptamers [14,15] are single-stranded DNA or RNA sequences
rtificially selected through systematic evolution of ligands by

∗ Corresponding authors. Tel.: +86 731 8821961; fax: +86 731 8821848.
E-mail addresses: niezhou.hnu@gmail.com (Z. Nie), chenjinhua@hnu.cn (J. Chen).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.009
other small molecular aptasensors.
© 2009 Elsevier B.V. All rights reserved.

exponential enrichment (SELEX). They are used to bind various
targets, such as small molecules [12,16], proteins [6,17] and even
viruses and cells [18], with high specificity and affinity. In despite
of the similar identification principle for targets with antibodies,
aptamers can provide several advantages over antibodies such as
simple synthesis, easy labeling, good stability, wide applicability,
and high sensitivity. In addition, aptamers are readily applicable
to the identification of small molecules that make them superior
to antibodies when used as sensing elements for small molecular
sensors [19]. Antibodies are applied hardly and complicatedly to
the small molecules which are toxic to the host animal or trigger
a minimal immunogenic response [19], whereas aptamers could
be applied to various small molecules with no limitation. The
nucleic acid nature and intrinsic advantages of aptamers, integrated
with the previously well-developed nucleic acid sensor technolo-
gies, promoted small molecular aptasensor technologies growing
rapidly in recent years [18–21].

Although aptamers are the promising small molecular recogni-
tion elements, a major disadvantage of aptamers is their relatively
low association constants with the small molecules, which leads to
a rather poor detection limit. Due to this drawback, the high sensi-

tivity requested in aptamer-based assay for the detection of small
molecules is hardly to be reached by simple “direct” binding proto-
cols. Therefore, developing effective amplification paths for small
molecular aptasensor is important. With this aim, several meth-
ods have been employed to amplify the signal, such as DNAzyme
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22], rolling cycle amplification (RCA) [23], and strand displacement
mplification (SDA) [24]. However, the sensitivity of these amplifi-
ation methods was still not satisfactory (millimolar level). These
ethods might be hampered by the relatively low catalytic activity

f DNA peroxidase or suffer from high cost, time-consuming and
omplex reaction system for the nucleic acid amplification (RCA
r SDA). In recent years, taking the advantage of their high sta-
ility, low cost, and labeling convenience, inorganic nanoparticles
ere employed as signal amplification elements in various DNA or
rotein electrochemical assays [25–27].

Using gold nanoparticles (AuNPs) as the signal amplification
lements, Fan and co-workers [27] reported a novel inorganic
anoparticle-based electrochemical DNA sensor that could sensi-
ively detect femtomolar target DNA. The electrochemical signals
f this sensor were generated by chronocoulometric interrogation
f [Ru(NH3)6]3+ (RuHex) through electrostatic adsorption, which
as better than labeled methods. In this paper, this sensitive and

abel free electrochemical strategy is extended to the small molec-
lar detection and is used to detect adenosine triphosphate (ATP).

t is well-known that ATP is the mediator of energy exchanges
hat occur in all living cells, in both catabolic and anabolic pro-
esses and is widely used as an index for biomass determinations
n clinical microbiology, food quality control and environmental
nalyses [4,28]. Therefore, in this work, it is chosen as a model
nalyte and ATP-binding aptamer is taken as a model molecular
eorganization element. The proposed ATP aptasensor is based on
he DNA–AuNPs hybrid system containing three functional compo-
ents: AuNPs functionalized with 5′-thiol-modified reporter DNA
RDNA), 3′-thiol-modified anchored DNA (ADNA) immobilized on
lectrode, and a target-responsive DNA (TRDNA). Here, TRDNA acts
s both the recognized element specific for ATP and the linker
onnecting RDNA and ADNA. The TRDNA is composed of three seg-
ents: first, the segment (12 nucleotides) hybridized with ADNA,

econd, the segment hybridized with the last five nucleotides of
DNA, and third, the segment (the aptamer sequence for ATP)
ybridized with the other seven nucleotides on the RDNA. When
n aptamer immobilized on the electrode surface captures two ATP
olecules, the binding-induced conformational changes lead to the

elease of the DNA–AuNPs as well as the numerous binding RuHex
olecules, resulting in the transduction and amplification of the

TP-binding signal. Based on this strategy, we found this sensor
an sensitively detect sub-nanomolar ATP, and provide a universal
nd sensitive method for small molecular assay.

. Experimental

.1. Materials and apparatus

All oligonucleotides were synthesized and purified by San-
on Inc. (Shanghai, China). The sequences of the single-stranded
ligonucleotides are as follows:

ADNA: 5′-TCA CAG ATG AGT TT-SH-3′

RDNA: 5′-HS-CCC AGG TTC TCT-3′

TRDNA: 5′-ACT CAT CTG TGA AGA GAA CCT GGG GGA GTA TTG CGG
AGG AAG GT-3′

AuNPs were synthesized according to the published protocol
29]. Mercaptohexanol (MCH), hexaamineruthenium(III) chlo-
ide ([Ru(NH3)6]3+, RuHex), and tris(2-carboxyethyl)phosphine

ydrochloride (TCEP) were purchased from Sigma (St. Louis,
O). ATP, GTP, UTP and CTP were from BBI (Canada). Tris-

hydroxymethyl)aminomethane (Tris) was obtained from Oumay
iotech Co. Ltd. (Changsha, China). All the reagents mentioned
bove were used without further purification. All solutions were
(2009) 954–958 955

prepared with Milli-Q water (18.25 M� cm) from a Millipore sys-
tem.

Electrochemical measurements were performed with a CHI
660a electrochemical workstation (Shanghai Chenhua Instru-
ment Corporation, China). A conventional three-electrode cell was
employed, which involved a gold working electrode (2 mm in diam-
eter), a platinum foil counter electrode, and a saturated calomel
reference electrode (SCE). All the potentials in this paper were with
respect to SCE. The electrolyte buffer was thoroughly purged with
nitrogen before experiments.

2.2. Functionalization of AuNPs with reporter DNA

The RDNA functionalized AuNPs (RDNA–AuNPs) were prepared
as reported in the literature [27]. Briefly, RDNA–AuNPs were synthe-
sized by incubating RDNA (3.0 �M) in 1 mL of 13 nm AuNPs solution
(1.2 nM) for 16 h. Then, the RDNA–AuNPs conjugates were “aged” in
salt condition (0.1 M NaCl) for 40 h. Excess reagents were removed
by centrifuging at 15,000 rpm for 30 min. The red precipitate was
washed, re-centrifuged, and then dispersed in 1 mL solution (0.25 M
NaCl, 10 mM phosphate buffer, pH 7.0).

2.3. Preparation of the aptasensor and ATP detection

Gold electrode was polished sequentially with 0.3 and 0.05 �m
alumina powder followed by ultrasonic cleaning with distilled
water, ethanol, and distilled water for 5 min each. Then the elec-
trode was electrochemically cleaned to remove any remaining
impurities. Finally, the electrode was washed with distilled water
and dried in a mild nitrogen stream.

RDNA–AuNPs/TRDNA/ADNA modified gold electrode was
earned by placing 4 �L of the ADNA solution (10 mM Tris–HCl,
1 mM EDTA, 10 mM TCEP, and 0.1 M NaCl (pH 7.4)) on gold elec-
trode, and further treated with 1 mM MCH for 2 h to obtain well
aligned DNA monolayers. Then, 4 �L of 10 �M TRDNA solution
was placed on electrode for 2 h. At last 4 �L of RDNA–AuNPs was
dropped on the electrode for 2 h.

For the ATP detection, 4 �L of ATP solution (a series of concentra-
tions from 0.2×10−9 to 1.0×10−3 M) was placed onto the modified
electrode. Each process was followed with washing and drying.
Chronocoulometry (CC) was carried out in Tris buffer (10 mM
Tris–HCl, pH 7.4) containing 50 �M RuHex.

The surface density of DNA (� ss) was measured with CC as
described in literature [30], � ss = [(Qtotal−Qdl)NA/nFA](z/m). Where
Qtotal stands for the total charge flowing through the electrode,
comprising both Faradaic (redox) and non-Faradaic (capacitive)
charges; Qdl the capacitive charge; n the number of electrons in the
reaction; A the surface area of the working electrode; m the number
of nucleotides in the DNA; z the charge of the redox molecules and
NA the Avogadro’s number.

2.4. Preparation of urine samples

Fresh urine samples were obtained from healthy volunteers.
Each sample was filtered through a 0.2-mm membrane to remove
particulate matter. The human-urine samples were diluted sepa-
rately by a factor of 100 with the buffer solution and then were
equilibrated for 30 min at room temperature.

3. Results and discussion
3.1. Design strategy of the nanoparticles-based ATP aptasensor

In this work, the electroactive complex, RuHex, serves as the sig-
nal molecule, since the RuHex cations can associate with anionic
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Fig. 1. The representation of the aptasensor based on nanoparticles amplification
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or ATP detection. The color of DNA: ADNA–green, TRDNA–black, RDNA–red. (For
nterpretation of the references to color in this figure legend, the reader is referred
o the web version of the article.)

hosphates of DNA strands as counterions [27]. It has been demon-
trated that binding of RuHex to DNA is totally through electrostatic
nteraction with intrinsic stoichiometric ratio. Thus redox charge
f the trapped RuHex is a direct function of the amount of the
NA strands confined to the electrode surface [30]. Based on

his strategy, DNA functionalized AuNPs, loaded with hundreds of
NA strands per particle, are used as the signal amplification ele-
ent in electrochemical assay by absorbing thousands of RuHex
olecules. Compared with the covalent redox-labeling technique

roadly used in existing electrochemical aptasensors [12,16], the
edox probe (RuHex) electrostatic binding strategy is relatively con-
enient, time-saving and without requirement of purification.

Fig. 1 shows the principle of the nanoparticles-based electro-
hemical ATP aptasensor for ATP detection. In the absence of ATP,
DNA and RDNA are assembled with TRDNA to form tertiary com-
lex, which brings the RDNA–AuNPs proximate to the electrode
urface. The RDNA–AuNPs localized at electrode surface can elec-
rostatically absorb abundant redox charge of numerous RuHex

olecules close to the electrode surface. When the ATP is intro-
uced, the aptamer switches its structure to bind ATP and prefers

o form an ATP–aptamer complex rather than an aptamer–DNA
uplex [31]. As a result, only five base pairs are left to hybridize with
DNA, which is unstable at room temperature [32] and results in the
issociation of RDNA–AuNPs. The release of RDNA–AuNPs is accom-

ig. 2. Characterization of the aptasensor: (A) The electrochemical impedance spectra
c) gold electrodes in 10 mM [Fe(CN)6]4−/3− and 0.1 M KCl aqueous solution. (d) is (c) tre
mplitude was 5.0 mV. (B) Differential pulse voltammograms of the (a) TRDNA/ADNA mo
uffer containing 50 �M RuHex.
(2009) 954–958

panied with the extrication of the abundant RuHex molecules,
which offers a significant amplification in the capture event. The
design relies on the structure-switching properties of aptamers
upon binding to their target molecules. Because there are no spe-
cial requirements on the aptamer part, this strategy is generally
applicable to many small molecular aptamers.

3.2. Characterization of the sensor

Electrochemical impedance spectroscopy (EIS) was employed
for the electrochemical characterization of the modified elec-
trode in 10 mM [Fe(CN)6]4−/3− and 0.1 M KCl aqueous solu-
tion and the corresponding results are shown in Fig. 2(A).
The electron-transfer resistance increases in the order of the
bare electrode (a), TRDNA/ADNA modified electrode (b) and
RDNA–AuNPs/TRDNA/ADNA modified electrode (c). Because the
negative charge of DNA hinders [Fe(CN)6]4−/3− from reaching to the
electrode surface, and the change of resistance reflects the amount
of immobilized DNA, the increase in electron-transfer resistance
indicates that the TRDNA and RDNA–AuNPs are successfully immo-
bilized on the electrode surface. After the electrode was treated
with 1 �M ATP (d), the electron-transfer resistance of the electrode
decreases obviously (from 1.7 k� to 1 k�). This result demonstrates
that the aptamer sequences were successfully attached with ATP
and DNA–AuNPs were dissociated from the surface of the electrode.

On the other hand, differential pulse voltammetry (DPV)
was employed to characterize the electrochemistry of RuHex.
As shown in Fig. 2(B), two peaks (peaks I and II) can be
observed when the DNA/MCH modified electrode (TRDNA/ADNA or
RDNA–AuNPs/TRDNA/ADNA modified gold electrode) is immersed
in a solution containing RuHex at a low ionic strength. Peak I,
observed for the DNA/MCH modified electrode and also the MCH
only modified electrode (data not shown), should be ascribed to
the diffusion-based redox process of RuHex (RuHex diffused to the
electrode). The other peak (peak II), observed at about −0.34 V,
is due to the surface-confined redox process of RuHex electro-
statically bound to the phosphate backbone of DNA [27]. Since
the surface-confined redox signal can reflect the amount of DNA
strands located at the electrode surface, the RDNA–AuNPs loaded
on electrode surface can be definitely indicated by the change of
(peak II) is observed at the TRDNA/ADNA electrode (a), and a sig-
nificant enhancement of peak II can be found after the formation
of the RDNA–AuNPs/TRDNA/ADNA complex (b). This suggests that
the On/Off switch of the localization of RDNA–AuNPs on electrode

of bare (a), TRDNA/ADNA modified (b) and RDNA–AuNPs/TRDNA/ADNA modified
ated with 1 �M of ATP. The frequency changed from 0.1 Hz to 100,000 Hz and the
dified and (b) RDNA–AuNPs/TRDNA/ADNA modified gold electrodes in 10 mM Tris
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Table 1
The effect of the surface density of ADNA on the detection efficiency of the elec-
trode. The standard deviations of measurements were taken from four independent
experiments.

ADNA
concentration
(�M)

Surface density
of ADNA
(molecule/cm2)

�Q (�C)

5 4.0×1012 0.16 ± 0.01
1 2.3×1012 0.24 ± 0.01
0
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3.5. Selectivity and nonspecific adsorption of the sensor

F
1
r
e

.2 1.0×1012 0.38 ± 0.03

.04 4.9×1011 0.21 ± 0.02

.02 3.9×1011 0.10 ± 0.02

urface can remarkably amplify the variation of surface-confined
edox signal.

Fan and co-workers have demonstrated that chronocoulome-
ry is more accurate for detecting the signal of electrostatically
rapped redox marker than other electrochemical methods, and
uHex–DNA–electrode system can be used to generate an intense
ignal in CC [33]. Hence, the CC technique was employed for the
ubsequent ATP detection experiments.

.3. Optimization of surface density of anchored DNA for effective
TP detection

In order to obtain a perfect sensitivity, an appropriate sur-
ace density of the immobilized ADNA is needed. In this work,
ve kinds of ADNA self-assembled monolayers (SAMs) with dif-

erent surface density of ADNA (4.0×1012, 2.3×1012, 1.0×1012,
.9×1011 and 3.9×1011 molecule/cm2) were prepared by placing
DNA solution with different concentration (5.0, 1.0, 0.2, 0.04 and
.02 �M) in the same self-assemble time (60 min). After the prepa-
ation of ADNA SAMs, TRDNA and RDNA–AuNPs were assembled
n the ADNA SAMs successively in sufficient hybridization time.
he detection efficiency of the resulting electrodes was investi-
ated in the presence of 10 �M ATP. As shown in Table 1, the largest
C signal change (�Q = Qtotal−Qdl) occurred at the surface density
f ADNA 1.0×1012 molecule/cm2. The CC signal change increases
ith the decrease of the surface density of ADNA when the den-

ity is larger than 1.0×1012 molecule/cm2. This phenomenon is
robably caused by the too dense ADNA–TRDNA on electrode that
annot fully hybrid with RDNA–AuNPs. The ADNA–TRDNA without
DNA–AuNP hybridization could lead to lose the signal amplifica-

ion after ATP catching, resulting in sensitivity decrease. However,
he CC signal change decreases with the decrease of the surface
ensity of ADNA when the density of ADNA is less than 1.0×1012

olecule/cm2. It is probably because the ADNA–TRDNAs can fully

ig. 3. (A) Chronocoulometry curves for electrodes exposed to ATP solution with a serie
mM). The electrolyte is 10 mM Tris buffer containing 50 �M RuHex. Pulse period: 250 m

edox charges of RuHex bound to DNA. (B) Calibration curve for the detection of ATP. Error
xperiments.
(2009) 954–958 957

hybrid with RDNA–AuNPs when the surface density of ADNA is
less than 1.0×1012 molecule/cm2. The high surface density of the
ADNA–TRDNA–RDNA–AuNP element could increase the efficiency
of ATP capture and the sensitivity of the sensor. Therefore, this
clearly shows that control of DNA assembly density is essential for
the improvement of sensitivity, and the optimized DNA monolayer
(1.0×1012 molecule/cm2) was adopted in the following experi-
ments.

3.4. Detection of ATP

The detection performance of the ATP sensor was evaluated by
exposing the sensor to a series of ATP concentrations (from 0.2 nM
to 1.0 mM) under the same experimental condition. As shown in
Fig. 3(A), the increase in ATP concentration induces a monotonous
decrease in CC signal (�Q). The plot of the CC signal as a function
of ATP concentrations is illustrated in Fig. 3(B). It is found that the
value of �Q is logarithmically related to the ATP concentration. The
linear range is from 1 nM to 10 �M. The calibration equation was
�Q = 0.0808 log C + 0.0558 with a correlation coefficient of 0.993.
The minimum detectable ATP concentration is at sub-nanomolar
level (0.2 nM). The results indicate that the present method can
successfully detect the ATP with high sensitivity and low detection
limit. Recently, Shao and co-workers reported an electrochemical
approach for ATP detection by using the similar CC protocol but
without amplification by nanoparticles [21]. They reported that the
detection range was from 0.1 �M to 1 mM and detection limit is
below 0.1 �M, which are about 2 orders of magnitude higher than
those of our method. The high sensitivity of our sensor is con-
tributed to the presence of AuNPs. In our amplification strategy, gold
nanoparticle loaded with a few hundred DNA strands was intro-
duced instead of only one complementary DNA strand as leaving
group responded in the aptamer–ATP-binding event. It is worth to
note that the detection limit of this aptasensor with nanoparticles-
based amplification is more than 3 orders of magnitude lower than
that of the aptasensor based on nucleic acid amplification strategy.
The sub-nanomolar sensitivity of the present sensor is much bet-
ter than other ATP aptasensors reported in the literatures, including
luminescent [34], electrochemical [12,21], SERS [10] and colorimet-
rical [5] aptasensors.
Besides sensitivity, selectivity is also an important feature for
biosensors. CTP, UTP, and GTP, which belong to the nucleoside
triphosphate family, are usually coexisting with ATP in real biolog-

s of concentrations (from a to g: 1 nM, 10 nM, 100 nM, 1 �M, 10 �M, 100 �M and
s; pulse width: 700 mV. Intercepts at t = 0 in chronocoulometric curves represent
bars show the standard deviations of measurements taken from four independent
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Fig. 4. The selectivity of the aptasensor. The sensor was treated with 10 �M (ATP,
CTP, UTP, or GTP) sample solution for 60 min. Other conditions are the same as those
described in Fig. 3(A). Error bars show the standard deviations of measurements
taken from four independent experiments.

Table 2
Recovery of ATP assays in real biological samples. The standard deviations of mea-
surements were taken from four independent experiments.

Sample Added (nM) Found (nM) Recovery

1 45.5 51.8 ± 8.1 114%
2 200 190 ± 23 95%
3 500 440 ± 54 88%
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2000 1816 ± 225 91%
5000 4650 ± 660 93%

cal samples. Differentiation of the other nucleoside triphosphate
rom ATP is of significant importance for sensing ATP in biochem-
cal assay. Fig. 4 exhibits that only small signal changes took place
fter the addition of 4 �L of 10 �M GTP, UTP, or CTP compared to the
ddition of 4 �L of 10 �M ATP. It was found that the �Q for 10 �M
TP (UTP, or CTP) equals to that for 1 nM ATP. Furthermore, the �Q

or 1 mM GTP (UTP, or CTP) equals to that for 4 nM ATP (not shown
n the figure). This indicates that the proposed strategy has suffi-
ient selectivity in ATP detection, and is able to discriminate ATP in
omplex samples from its analogues. The excellent selectivity of the
ensor arises not only from the high selectivity of ATP aptamer but
lso from the additional stringency due to the competition between
he aptamer-complementary strand duplex and the aptamer–ATP
tructure.

It was reported that the nonspecific binding of DNA-conjugated
uNPs to solid surfaces is much more severe than that of DNA

35]. Therefore, we investigated the nonspecific adsorption of
DNA–AuNPs onto the electrode surface by dropping 4 �L of
DNA–AuNPs (1.2 nM) onto the ADNA modified electrode for 2 h.
e found that a small amount of AuNPs could be nonspecifically

dsorbed onto the electrode surface and the respective signal aris-
ng was only 18.3±6.6 nC, which was much less than the signal of
.2 nM ATP (�Q = 33±8 nC).

.6. Recovery test

The recovery experiment of different ATP concentrations was
arried out to evaluate applicability and reliability of the developed
lectrochemical aptasensors in complex system. Urine samples

ere employed in this work as the model complex system. Three
TP added samples were prepared and the results are shown in
able 2. The recoveries for the added ATP with 45.5 nM, 200 nM,
00 nM, 2 �M, and 5 �M are 114%, 95%, 88%, 91%, and 93%, respec-
ively.

[
[

[
[
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4. Conclusion

We developed a novel, label free small molecular chronocoulo-
metric aptasensor based on gold nanoparticles signal-amplified
mechanism. DNA capped gold nanoparticles are demonstrated as
potent amplifier for the aptamer–analyte binding event, which
causes significant chronocoulometric signal change of surface-
confined RuHex. As a model system, ATP was chosen as the model
analyte and ATP-binding aptamer was taken as the model molec-
ular reorganization element. This aptasensor can detect as low as
sub-nanomolar ATP, which is 3 orders of magnitude more sensitive
than the existing aptasensors based on nucleic acid amplification.
Furthermore, this novel ATP sensor showed fairly good selectivity.
This aptamer sensing strategy based on nanoparticles amplification
is versatile and has great potential in the construction of aptamer-
based biosensors for the detection of various small molecules.
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a b s t r a c t

A visual test paper by taking common filter paper as solid support for extremely strong concentrated acid-
ity has been developed in this contribution with a new synthesized isoindole compound starting from
p-phenylenediamine and the coupled fluorogenic reagent of o-phthaldialdehyde-ˇ-mercaptoethanol. It
ccepted 20 January 2009
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eywords:
est paper
isual

was very easy for semiquantitative detection of acidity in the range of 0.2–18 M ([H+]) in extreme acidic
solution based on the color changes of the solution or the visual test paper prepared by immerging
filter paper slides into the solution of the new synthesized reagent. Quantitative detection of concen-
trated strong acids could be successfully constructed through the linear relationship exists between the
absorbance of the chromogenic reagent at 510 nm and the acid concentrations.
trong concentrated acidity
soindole reagent

. Introduction

Concentrated strong acids, like vitriol and hydrochloric acid
re highly toxic and corrosive, and the harmful properties con-
ne their measurements of acidity on-site and quality control [1,2].
lassical acid–base titrimetry, although precise, are generally time-
onsuming. Electrochemical methods, on the other hand, usually
ause large errors when applied to concentrated strong acids [3].
H-dependent fluorescent properties for extreme pH measurement
4] and the new prepared nano-pH sensor, which has proved pow-
rful in the range of pH 3–14 [5], would be broken down when
eeting concentrated strong acids. Recently, Xue and co-workers

eveloped a fast and reversible acid optical sensor for highly acidic
olutions of 1–11 M ([H+]) with thin films of silica sol–gels doped
ith an acid indicator [6–9]. This optical sensor for strong acids
olds the advantages of stability and fast response, and might act
s a good herald for accurately predicting the acidity of concen-
rated strong acid solutions even if in high ionic strength medium
p to 5.5 M salt [8–9]. These sol–gels methods, although have been
ommonly used as substrates for optical analyses because they

re transparent in the visible region [6–13], suffer from compar-
tively time-consuming preparation of sol–gel. Researchers have
eveloped a highly flexible method for direct and quantitative
etermination of surface Brønsted acidity of solids in terms of

∗ Corresponding author. Tel.: +86 23 68254659; fax: +86 23 68254000.
E-mail address: chengzhi@swu.edu.cn (C.Z. Huang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.041
© 2009 Elsevier B.V. All rights reserved.

number, type and strength of the acid sites based on quantitative
H/D exchange kinetics between the acid solid and gaseous D2O. To
our knowledge, there have been no reports about the colorimetric
detection of the acidity in concentrated strong acids. On the other
hand, it’s very important and necessary to develop a fast and sim-
ple method to determine the acidity of concentrated strong acid
solutions [14].

Herein we report a visual method for extremely strong con-
centrated acid with our newly prepared visual test paper by
starting from the synthesis of a new isoindole compound with a
common fluorogenic reaction of o-phthaldialdehyde (OPA) and ˇ-
mercaptoethanol (MERC) that react with a primary amine to form
a 1-alkylthio-2-alkylisoindole in alkaline medium [15–17]. It was
found that the new synthesized isoindole is visually sensitive to
the concentrated strong acid in the range of 0.2–18 M ([H+]) and
thus could be applied to develop a sensitive extreme acid sensor
based on the color change. It is convenient and easy for semiquan-
titative detection of the extreme acidity of the concentrated strong
acid solutions such as HCl, HNO3 and H2SO4 solutions.

2. Experimental

2.1. Materials
p-Phenylenediamine, o-phthaldialdehyde and ˇ-mercapto-
ethanol were purchased from Sigma. Hydrochloric acid, perchloric
acid, vitriol and nitric were purchased from Chongqing Chemical
Reagent Co. Ltd. All chemicals were analytical reagents and were
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Table 1
IR features of OPA, p-phenylenediamine and the chromogenic reagent(cm−1).

Type of vibration �N–H �OH �Ar–H �CHO �C O �C C, Ar �C–N �Ar–N ıAr–H
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PA – – 3035 2861
-Phenylenediamine 3374 – 3009 –
hromogenic reagent – 3368 3046 –

sed without further purification. Mili-Q purified water (18.2 M�)
as used for all sample preparations.

.2. Apparatus

UV-visible spectra were recorded with a Hitachi UV-3010 spec-
rophotometer (Hitachi, Tokyo, Japan), while IR spectra were
btained with a Spectrumgx spectrophotometer (PerkinElmer).
ass spectra was acquired in a Trace DSQ GC–MS system (Thermo

innigan, USA). Photographs were taken with COOLPIX4500 digi-
al camera (Nikon, Tokyo, Japan). A vortex mixer QL-901 (Haimen,
hina) was used to blend the solution. Qualitative filter paper, with
edium speed and 0.15% of the ash content, were used as the solid

upport to load the chromogenic reagent.

.3. Synthesis of the chromogenic reagent

Scheme 1 shows the route to prepare such an isoindole
ompound starting from p-phenylenediamine and the coupled
uorogenic reagent of o-phthaldialdehyde–ˇ-mercaptoethanol in
orate buffer of pH 9.5. 0.5 g of o-phthaldialdehyde was at first dis-
olved into 15 ml of methanol, then 0.9 ml of ˇ-mercaptoethanol
nd 15 ml of borate buffer were added in under vigorous stirring.
t was found that the solution maintained colorless and clear even
f the reaction lasted for 50 min at room temperature. However, if
.2 g p-phenylenediamine dissolved in 15 ml of borate buffer was
ropwise added into the solution, the solution turned to light red,
nd gradually changed from clear to milky cloudy. After stirring
or 3 h at room temperature, the solution changed to clear again
nd some yellow-brown oil solid turned out. The resulted yellow-
rown oil could be purified with dichloromethane, and become into
yellow powder product after the evaporation of the solvent. The

hromogenic reagent was characterized on the basis of IR and MS
pectral data.
.4. Preparation of test paper for strong concentrated acidity

23 mg of above prepared chromogenic reagent was dissolved in
everal drops of DMF, and then diluted to 5 ml with ethanol (0.01 M).

cheme 1. Synthesis of new isoindole chromogenic reagent and the equilibrium of
he protonated forms of the chromogenic reagent.
1687 1593, 1575 – – 765
– 1629, 1516 – 1262 829
– 1677, 1514 1380 1333 733

By immerging slides of filter paper into the ethanol solution about
10 h in order to load enough amount of reagent on the slides, light
yellow test papers were then prepared for strong concentrated acid-
ity and got ready after taking out from the solution and drying in
air.

3. Results and discussion

3.1. Spectral features of the synthesized reagent

By comparing the IR features of pure OPA and p-
phenylenediamine and the chromogenic reagent (shown in
Fig. 1 and Table 1), we could find a loss of the aldehyde carbonyl
stretching vibration (�CHO) at 2861 cm−1 and 2760 cm−1 and the
loss of a carbonyl stretching vibration (�C O) at 1687 cm−1 in OPA,
with the hydroxy stretching vibration (�OH) at 3368 cm−1 caming
into being in the chromogenic reagent. Concordantly, the spectra
shows the amine stretching vibration (�N–H) at 3374 cm−1 in p-
phenylenediamine disappeared and the amidocyanogen stretching
vibration (�C–N) at 1380 cm−1 came into being in the synthetic
product, validating the formation of chromogenic reagent. The data
suggest that one of the aldehyde group of OPA might react with
the –SH group of ˇ-mercaptoethanol to yield a hemiacetal, while
the other forms a Schiff base with the –NH of p-phenylenediamine.
Whereas, the Ar–H stretching and bending vibrations indicate that
the benzene ring still exist in the synthetic product. Thus, we could
draw the reaction principle shown in Scheme 1.

Correspondingly, the MS spectra displays three apparent peaks
at m/z 405.6, 406.7 and 407.6 that correspond to the fragment ions
of [M−SCH2CH2OH+Na]− ions, on account of the effect of carbon
isotope. Meanwhile the peaks at m/z 461.5 was assigned to be the
[M+H]− ions. (The formula weight of the chromogenic reagent is
about M = 460.1).
Fig. 2 shows that the absorption spectra of the chromogenic
reagent in the solution of different concerntrations of HCl up to
2.0 M. As can be seen from the spectra, the absorption maxima
is located at about 510 nm, and following the protonation of the
chromogenic reagent (Scheme 1), corresponding colour changes

Fig. 1. The infrared spectrum of OPA (black), p-phenylenediamine (red) and the
resulting chromogenic reagent (green). (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of the article.)
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ig. 2. Absorption spectra of the chromogenic reagent in solutions of various con-
entrations of HCl. (a) Reagent control, (b) 0.04 M, (c) 0.2 M, (d) 0.6 M, (e) 1.0 M and
f) 2.0 M HCl solution. Concentration of chromogenic reagent, 1.0×10−4 M.

ccur correlated to the acid concentration. The inset picture shows
he noticeable transition of color occurred from light yellow to
ed with the increase of HCl concentrations. These changes were
ound to follow a linear relationship between the absorbance at
10 nm and the HCl concentrations in the range of 0.04–2.0 M,
hich could be expressed as A = 0.088+ 0.272cH+ (n = 6) with the

elative coefficient of r2 = 0.9948. It was found that the color devel-
ps immediately after the solution mixed and the changed colour
ould be maintained for 5 h at least without fading. We take the
easurement of the spectra after 15 min of the color development.

n our later work, we could also observe a noticeable transition
ccurred from light yellow to red with the increase of HCl con-
entrations ranging from 0 to 6.0 M. So it is possible to act as an
lkalescent indicator for the concentrated strong acids.

We have also tried an experiment on other acids. Interest-
ngly, the color changed from yellow to fuchsia noticeably and
he absorbance increased concordantly when the acidity of HNO3
anging from 0 to 1.0 M, but it gradually faded to rosiness and the
bsorbance reduced concordantly when the acidity of HNO3 gets
ncreased continually to 6.0 M (Fig. 3). We suppose the reason is
hat the dissociative H+ is gradually decreased in the concentrated

NO3, as a result of the intermolecular and intramolecular hydro-
en bond forming in the solutions.

However, we found that it was difficult to observe the changes
f the colour and the absorbance with the increasing of concen-
ration of organic acids like acetic acid CH3COOH. It is probably

ig. 3. Absorption spectra of the chromogenic reagent in the solutions of various
oncentrations of HNO3. (a) Reagent control, (b) 0.2 M, (c) 1.0 M, (d) 2.0 M, (e) 4.0 M
nd (f) 6.0 M HNO3 solution. Concentration of chromogenic reagent, 3.0×10−4 M.
Fig. 4. Colorimetric detection of H2SO4, HCl, HNO3 solutions with different concen-
trations, the photographs were taken immediately after the test paper taken out
from the different acid solutions.

because they are weakly ionized in water and give very weak trans-
fer tendendy of hydrogen ion from the acids to the neutral organic
molecule of the base indicator and make the chromogenic reagent
positive in these solvents of low dielectric constant.

3.2. Colorimetric detection of extreme acidity in filter paper

When detecting the acidity of strong concentrated acids, we
could immerse the as-prepared test paper slides into acid solu-
tions and then immediately take them out. Fig. 4 shows the color
changes of the test paper slides after they were soaked into dif-
ferent concentrations of acids including H2SO4 (0.36–18 M), HCl
(0.2–10 M) and HNO3 (0.3–15 M). It was found that a noticeable
transition occurred from light yellow to carmine with increasing
HCl concentration from 0.2 to 10 M. The colors of the visual paper
change very soon, and could maintain for at lest ten minutes. So it
could be used for semiquantitative detection of HCl solutions in the
range of 0.2–10 M. Contrastively, We found that the filter paper that
has not load chromogenic reagent on the slides did not cause color
change when suffering with the strong acid. Meanwhile the color
changed slightly when the acidity of the solution is very low.

It was found that the test paper slides could be regenerated and
reused at least three cycles since the colour could change back to
light yellow again by soaking into NaOH solution, as the hydrogen
protons on the sensor could be neutralized by OH−. Therefore, the
test paper slides could be employed for visual detection of extreme
acidity with the advantages of easy and simple operation, low cost
and reproducibility.

It is known that the acidity of a solution determined by means of
a simple basic indicator is in fact that the tendency of hydrogen ion
from the acids transfers to the neutral organic molecule of the base
indicator, making the base indicator positive [18]. So we infer that
the color changes are mainly because of the diffusion of the hydro-
gen proton through the pore structure of the test paper, then the
colored complex formed by the chromogenic reagent loading on
the test paper and the dissociative H+, where the nitrogen atoms

+
of the chromogenic reagent can serve as H receptors. Thus, we
presume that the chromogenic reagent in concentrated strong acid
solutions exists in protonation/deprotonation forms (see Scheme 1)
and so takes on color changes. However, we have to consider a ques-
tion, which is the issue that addressed by the Hammett indicator
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cidity functions, namely, how proton activity varies in concen-
rated acid [18,19]. In fact, it is insufficient to completely obtain the
iprotonated form of the indicator [20]. So, it would be difficult to
etermine the pKa of the chromogenic reagent and it was not clear
hether the chromogenic reagent exists in the fully protonated

orm in highly concentrated HCl or not.
Fig. 4 shows a practical application of the test paper for different

cids. After the test paper slides into H2SO4 or HNO3 solutions, they
ould experience color changes from yellow to red with increasing
cidity. What’s different is that the test paper gradually changes
o carmine when the acidity of HNO3 reaches to 6.0 M, and fades
o light yellow gradually when the concentration of HNO3 gets
ncreased continually. This is consistent with the changes in Fig. 3.

e suppose the reason is the same as before: the intermolecular
nd intramolecular hydrogen bond forming in the HNO3 solutions
esult for the dissociative H+ is gradually decreased. It should be
oted that the strong oxidization property of HNO3 might have lit-
le effect on the fading, as there is not any fading in concentrated
2SO4 and HClO4 solutions, which are also strong oxidized. In addi-

ion, as mentioned above, the test paper is not suit for the organic
cids as they are weakly ionized in water and release less hydrogen
on in water.

. Conclusions

In summary, it is convenient and easy with our newly syn-
hesized isoindole compound starting from a common reaction to
repare a test paper for extremely strong concentrated acidity in
he extent of semiquantitative detection just by color changes. It is
ast and simple to operate, low to cost as the test paper is regener-
ble after a simple washing with the basic solutions such as NaOH
olution. Besides, it could also be used for quantitative detection
f concentrated strong acids through the linear relationship exists
etween the absorbance of the chromogenic reagent and the acid

oncentration. Since the determination of acidity may be of great
mportance of catalytic properties by acids and bases in organic
eactions, we expect that the test paper could offer a considerable
hance for small and innovative business and so there will be a
evelopment in the commercial application.

[

(2009) 1173–1176

It should be pointed out that Brønsted has shown that the only
logically consistent general measurement of acidity is hydrogen-ion
potential or the closely related hydrogen-ion activity. Therefore, it
is probable that the acidity as measured by a basic indicator does
not run parallel to hydrogen-ion activity when there is a change in
dielectric constant. In such case, we need to know much about diffu-
sion potentials before we can measure the hydrogen-ion activities
directly [18–19]. So it is necessary to make further investigations
theoretically.
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a b s t r a c t

A highly sensitive and reproducible lead sensor based on a cyclodextrin-modified gold electrode was
created. A self-assembled monolayer (SAM) of thiolated �-cyclodextrin (6-(2-mercapto-ethylamino)-6-
deoxy-�-cyclodextrin (MEA-�-CD)) was prepared and modified on a gold electrode (MCGE) for specific
Pb2+-sensing. Thus the mercury-free sensors for Pb2+ assay based on MCGE were established. A linear
calibration response for Pb2+ was found in the range of 1.7×10−8 M to 9.3×10−7 M. The detection limit
eywords:
etection of Pb
-(2-Mercapto-ethylamino)-6-deoxy-�-
yclodextrin
MEA-�-CD)

was 7.1×10−9 M (with S/N > 3), which was 10 times lower than other reported methods of detection Pb2+

with CD. The measurement results via this method for real blood samples were well agree with those
obtained by ICP-AES, and thus presented a novel strategy in design of specific lead sensors with high
sensitivity and stability for analysis of trace Pb2+ in real blood samples.

© 2009 Elsevier B.V. All rights reserved.

old modified electrode
tripping voltammetry

. Introduction

The lead poisoning is the most common disease of environmen-
al origin in the world [1,2]. Children begin to exhibit permanent
eurological and behavioral dysfunctions at low blood lead lev-
ls (Balls), with significant neurological damage occurring over the
–10 �g/dL (0.25–0.5 �M) range [3,4]. At high Balls (≥40 �g/dL),
dults experience fertility problems (lowered sperm count and
bnormal sperm for men; infertility and miscarriage for women),
s well as neurological dysfunction and anemia.

A number of electrochemical techniques have been mostly used
o determine Pb2+ [5–7]. The anodic stripping voltammetry (ASV) in
ombination with either a hanging mercury drop electrode (HMDE)
r mercury-film or polymer-coated electrodes [8–20] allows the
etermination of concentrations as low as 10−10 M and beyond in

avorable cases. However, Hg2+ is a highly toxic heavy metal ion
nd is considered to be a dangerous polluting agent. In view of
uch considerations, it has been fundamental to search for effec-
ive alternatives to obtain compatible sensitivity but avoiding the
se of mercury.
It is known that cyclodextrins (CDs) belong to the family of
yclic oligosaccharides formed by various d-glucopyranose units,
eld together by (1-4)-glucosidic bonds. The better-known mem-
ers of the family are the �-, �- and �-CDs, which have six, seven

∗ Corresponding author. Tel.: +86 21 65642138; fax: +86 21 65641740.
E-mail address: jlkong@fudan.edu.cn (J. Kong).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.030
and eight d-glucopyranose units, respectively. Thus they are widely
employed in host–guest recognition of diverse substrates [21,22].
The molecular structure resembling of CDs, i.e. a hollow truncated
cone or basket with a cavity that displays receptor-like features
provides unique features such as selectivity and sensitivity and
can interact with other chemical species to form inclusion com-
plexes due to their different cavity sizes. Hence they have wide
range of applications in the pharmaceutical and food industries
[23].

Previous work reported that it was possible to form inclusion
complexes between the CDs and metal ions, like Pb2+, Cu2+ and Ni2+

[24,25], especially between the �-CD and Pb2+ [26]. The �-CD and
its derivatives have been used for the removal of polluting species
from wastewater. The use of water-insoluble �-CD immobilized on
polymeric matrices or solid supports has led to the development of
novel decontaminating agents. Undoubtedly the immobilization of
�-CD on a surface of insoluble supports (silica, alumina, and alumi-
nosilicates) offers advantages relative to CD attached to polymers.
The most important one is that related to the fast kinetics of the
process in the former relative to the latter due to the absence of
internal diffusion. In those research works, they seldom mentioned
the stability of the system.

Further, it has been observed that the functionalized �-CDs dis-

play improved solubility and selectivity. Recent research showed
that the Langmuir–Blodgett films of amphiphilic CD could be pre-
pared [21,27], while the self-assembled monolayers (SAMs) of
thiolated CD derivatives has constructed by Rojas et al. [28], Nelles
et al. [29] and Henke et al. [30] on the surface of Au electrodes,
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roducing a modified electrode selective towards electrochemical
eactions characterized by cyclic voltammetry.

With the methods mentioned above, the sensitive films for
etection of Pb2+ via MEA-�-CD modified gold electrodes were
eveloped. For the case of heavy metals, apparently there are no
eferences to be linked to the study of Pb2+ with the thiolated CD
odified gold electrodes. Therefore, this work aims at developing
gold electrode modified with MEA-�-CD to establish an innova-

ive way to measure Pb2+ in real blood samples, which offers a high
electivity derived from the stable MEA-�-CD film. In this study, the
pplication of the MCGE was examined to the determination of lead
y adsorptive DPSV, and a practical method was established which
as suited to the measurement of ultra-trace lead concentrations

n blood.

. Experimental

.1. Reagents and apparatus

�-Cyclodextrin (�-CD) and phenylethylamine were purchased
rom Fluka, USA. Standard metal ion (Na+, K+, Ca2+, Cu2+, Cd2+,
o2+, Ni2+, Zn2+ and Cr2+) solutions of 100 mg/L (analytical grade)
ere purchased from Shanghai Chemical Co. Inc. A stock solution of

.00 mg/L Pb(NO3)2 in 10 mM HNO3 was purchased from Shanghai
hemical Co. Inc. and diluted step by step to an adequate concentra-
ion immediately prior to use. All solutions were prepared in Typel
eagent grade water.

Electrochemical measurements were performed on CHI-1030
lectrochemical Workstation (CH Instrument, Shanghai, China).
IS (electrochemical impedance spectra) measurements were per-
ormed on CHI-660 Electrochemical Workstation (CH Instrument,
hanghai, China). FT-IR measurements were performed on NEXUS
70 FT-IR spectrometer (Nicolet Company, USA). 1H NMR mea-
urements were performed on Bruker 500 MHz spectrometer.

conventional three-electrode cell was applied, with saturated
alomel electrode (SCE) as the reference electrode, a Pt wire elec-
rode as the counter electrode and the modified gold electrode as
he working electrode.

All the electrochemical cell was precleaned by soaking in 20%
itric acid, and washed with demineralised water.

.2. Preparation and characterization of thiolated ˇ-cyclodextrin
Thiolated �-cyclodextrin, 6-(2-mercapto-ethylamino)-6-
eoxy-�-cyclodextrin (MEA-�-CD), was prepared and identified as
ollows: “firstly, the tosylated �-CD (6-ots-�-CD) was substituted.
-Cyclodextrin (60.0 g, 52.9 mmol) was dissolved with stirring in

Fig. 1. The whole (a) and part (b) of IR spec
Fig. 2. The NMR spectra for �-CD, p-TsCl and 6-ots-�-CD. Inset graph shows the
spectra part from 5.5 ppm to 6.0 ppm of 6-ots-�-CD.

500 mL of water. To this solution was carefully added NaOH (6.57 g,
164.0 mmol) in 20 mL of water over 6 min. p-Toluenesulfonyl chlo-
ride (10.08 g, 52.9 mmol) in 30 mL of acetonitrile was then added
dropwise over 8 min to this homogeneous and slightly yellow
solution, causing immediate formation of a white precipitate. The
precipitate was stirred at 23 ◦C for 2 h. Then the precipitate was
removed by suction filtration and the filtrate refrigerated overnight
at 4 ◦C. The resulting white precipitate was recovered by suction
filtration and dried for 12 h (0.005 mmHg). 6-ots-�-CD (7.18 g) was
recovered as a pure white solid [31].

The IR spectrum of �-CD and 6-ots-�-CD were shown in Fig. 1.
As �-CD and 6-ots-�-CD both were carbohydrates, they had some
similar groups at 3340 cm−1 and 1030 cm−1. In the IR spectra of
6-ots-�-CD, the characteristic peak of benzene cycle backbone
(Ts groups) vibration appeared at 1600 cm−1 and the symmetri-
cal stretching vibration of sulfonate appeared at 1370 cm−1. These
evidences indicated �-CD had reacted with TsCl.

The NMR experiment for the 6-ots-�-CD (Fig. 2): 1H NMR
(500 MHz, DMSO-d6) ı 7.74 (2H), 7.42 (2H), 5.87–5.58 (14H), 4.82
(4H), 4.76 (3H), 4.55–4.13 (6H), 3.74–3.43 (28H), 2.42 (3H) ppm. 1H
NMR spectra and the IR spectra confirmed the 6-ots-�-CD had been
synthesized.

Secondly, the thiolated MEA-�-CD was prepared by a reduction

with mercaptoethanol at room temperature overnight after a sub-
stitution of tosylated �-CD with excess amount of cystamine in
pyridine at 40 ◦C for 2 days. After evaporation of the solvent, an oily
reaction mixture was put into cold acetone, and a white precipitate
was obtained. The precipitate was dissolved in MeOH:water = 3:1

tra for �-CD (1) and 6-ots-�-CD (2).
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-CD on the gold electrode for the detection of Pb2+ via voltammetry.
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to the transfer of Fe(CN)6
3−/4−. According to the impedance of the

two electrodes in high frequency range, the coverage (�) of the MEA-
�-CD layer was estimated to be 99% (Rct = 2.5 k�, R′ct = 279 k�,
� = 1− Rct/R′ct [35]), indicating the MEA-�-CD layer was quite
dense.
Scheme 1. Illustration of self-assembled monolayer of MEA-�

nd recrystallized in cold acetone. The precipitate was finally fil-
rated and dried in vacuum.

.3. Self-assembled monolayer of MEA-ˇ-CD on a gold electrode

A gold electrode (3.14 mm2) was polished with alumina pow-
er (with the diameter of first 1 �m, then 0.3 �m, finally 0.05 �m
owder) and rinsed with pure water by ultrasonication. After that,
he electrode was further washed by dipping in a 0.1 M H2SO4 and
ubsequent scanning from −0.4 V to +1.5 V 20 times (scan rate,
00 mV/s). The gold electrode was immersed in a 1.0 mM aqueous
olution of MEA-�-CD for 12 h or more under a N2 gas atmosphere.
he modified electrode obtained was washed alternately more than
ve times with water and MeOH, and cyclic voltammetric (CV)
easurements were performed with CHI-1030 (CH Instrument,

hanghai, China). A Pt electrode and KCl-saturated calomel elec-
rode were used as counter and reference electrodes, respectively
32].

.4. Procedures for the measurement of Pb2+

Scheme 1 illustrates the preparation and measurement steps
f the whole experiment. The accumulation of the metal ions
n the modified electrode was carried out in 1 M HClO4 solu-
ion by applying the potential in the preconcentration solution.
he conditions for the preconcentration step were Ed =−0.9 V vs.
CE; 30 s≤ td ≤240 s. After a rest period of 10 s, a differential pulse
tripping voltammetry programme (DPSV) was recorded. Finally, a
eriod of time was imposed under the potential of 0.5 V, to make
he remnant Pb on the electrode surface dissolute. DPSV exhibited
he oxidation of Pb to Pb2+ at about −0.43 V at modified electrode
urface.

.5. Blood sample treatment

2 mL of whole blood was mixed with 5 mL of 65% (w/v) nitric
cid [33]. Then, the contents were heated gently to near dryness
n a water bath at 100 ◦C. After cooling, 2 mL of ion-free water was
dded.

. Results and discussions

.1. Formation of SAM on a gold electrode

Fig. 3 shows the cyclic voltammetric responses of an Au elec-

rode modified with MEA-�-CD which compared with those of a
are Au electrode to confirm the formation of a SAM. The potential
ifference (�E) between anodic and cathodic peaks of the redox
eaction of the Fe(CN)6

3−/4− measured with the modified Au elec-
rode (389 mV) was larger than that of bare Au (88 mV). Since the
Fig. 3. CV curves of gold electrode in the solution of 5 mM K3[Fe(CN)6]/K4[Fe(CN)6]
before (1) and after (2) the modification of MEA-�-CD. Scan rate was 100 mV/s.

size of Fe(CN)6
3−/4− is larger than the cavity of �-CD, it cannot be

included. The larger value of �E for the modified electrode indi-
cates that the distance between Fe (CN)6

3−/4− and the Au surface is
larger on the modified electrode than on the bare electrode [34].

Fig. 4 shows the EIS spectra of bare gold electrode and MEA-�-
CD/Au modified electrode in the given solution. The resistor of the
modified electrode (R′ct) was much larger than the bare electrode
(Rct), also suggesting that the MEA-�-CD layer had strong hindrance
Fig. 4. EIS spectra of Au (A) and MEA-�-CD/Au (B). Frequency used: 0.1–100 kHz.
Solution: 2 mM K3[Fe(CN)6]/K4[Fe(CN)6] containing 0.1 M KNO3.
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Fig. 5. The DPSV curves (a and c) and normalized peak current (b) with and without the post-stripping experiments. The symbol 0 represents DPSV curve of bare gold
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Fig. 6 shows the effect of the deposition time on the peak current,
which was examined using DPSV in 1 M HClO4. The lead deposition
time was changed in the range of 30–240 s. As depicted in Fig. 5,
the oxidation current increased linearly with the deposition time
lectrode. The symbols 1–5 represent values for the first, second, third, forth, and fi
urves without the post-stripping experiments. Rounds 4 and 5 in (a) were the DPSV c
.5 V. The data were the average of three measurements. The symbols 1–6 represe
CGE, respectively (c).

.2. Optimization of conditions

Deposition time (td) and potential (Ed), scan rate (�), pulse
mplitude (Wp), post-stripping sweep (Sp) and electrolyte’s pH
ere experimental parameters which might have effect on the

esults. But only two of them were actually selected during the
resent experimental setup, as they were considered the most

mportant ones (i.e. td and Sp). The Pb2+ concentration used for this
et of experiments was 7.8×10−7 M, while the deposition potential
Ed) chosen for both electrodes was −0.9 V vs. SCE.

.2.1. Effect of post-stripping sweep
A potential of 0.5 V for a period of time was imposed to the sen-

ors after the DPSV stage. Such experimental procedure was named
s post-stripping step, which made the remnant Pb2+ removal from
he electrode surface to gain increased stability and reproducibility.
ig. 5 displays the voltammetric responses of the bare gold elec-
rode and MEA-�-CD modified gold electrode, and plot of average
ormalized peak current with and without the post-stripping. As

ndicated in Fig. 5a, the S/N of the DPSV curves (Fig. 5a, curves
–5) was obviously increased with the modified gold electrodes
ompared to the bare gold electrode (Fig. 5a, curve 0). As a com-
arison, the stripping peak current value decreased (Fig. 5a, curves
–3) when no post-stripping was applied. After a certain period
f post-stripping potential was imposed, the peak current value
as restored. To investigate the reproducibility of the MEA-�-CD
odified gold electrode, the processes were repeated for six cycles
Fig. 5c, curves 1–6). The R.S.D. was 8.5%.
Pb2+ in the HClO4 solution was reduced on the surface of the

lectrode through the cavity of CD. But part of them would not be
xidized as the differentials potential inflicted, which caused that
he rest Pb2+ in the solution could not be reduced through the cavity
n of the experiments on the MCGE, respectively. Rounds 1–3 in (a) were the DPSV
with the post-stripping experiments. [Pb2+] = 7.8×10−7 M, post-stripping potential:
ues for the first, second, third, forth, fifth and sixth run of the experiments on the

to the electrode surface. It resulted in the decline in the peak cur-
rent value. Through the imposition of certain oxidation potential,
the reproducibility of the sensors was obviously increased, which
proved the post-stripping step did remove the residual Pb remained
on the electrode surface. Taking account of the stability and repro-
ducibility together, the post-stripping was set at 0.5 V for 40 s.

3.2.2. Effect of deposition time
Fig. 6. Plot of average normalized peak current vs. deposition time 30 s, 60 s, 90 s,
120 s, 150 s, 180 s, 210 s, 240 s. [Pb2+] = 7.8×10−7 M, deposition potential:−0.9 V. The
data were the average of three measurements.
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Table 1
Variation of ip for 4.0×10−7 M Pb2+, in the presence of other ions at 4.0×10−7 M.

Cation Na(I) K(I) Ca(II) Cd(II) Ni(II) Zn(II) Cu(II) Co(II) Cr(II)

As shown in Table 2, the average recovery of MCGE system for

T
C

N

1
2
3
4
5
6
7
8
9

A

R

ig. 7. The linear response of the lead sensor and the fitted curve, concentration of
b2+: 1×10−8 M to 1×10−6 M. Deposition potential: − 0.9 V. The direction of arrow
hows the increase of concentration for spiked lead.

ver the range of 30–180 s, and after that, no further increase was
bserved. Taking account of the sensitivity and efficiency, 180 s was
mployed as the incubation time.

.3. Linearity and detection limits

The linear range of the DPSV response for lead was deter-
ined with a deposition time of 180 s and a strip potential from
0.9 V to 0.2 V. The peak current of blank sample was removed
efore the other peak current values were normalized. There was
linear relationship between peak currents and concentrations.

tripping curves of lead were presented in Fig. 7. Under proper
xperimental conditions, linearity between the normalized peak
urrent and concentration was observed in concentration range
f 1.7×10−8 M to at least 9.3×10−7 M Pb2+. The linear correlation
oefficient was 0.96. The linear response was fitted as the following
quation:

= 0.00756x

: normalized peak current value and x: concentration of lead
10−8 M).

The detection limit was 0.71×10−9 M (with S/N > 3) for a 3-min
lectrodeposition, which was 10 times lower than those reports

y other methods with CD [24,26]. Compared to the coating or
ixed carbon paste to prepare the electrode, this method was
ore effective to control the conformation of cyclodextrin on

he gold electrode surface. It had been proved that the inclusion
omplexes between the cyclodextrins and metal ions [25,26] had

able 2
oncentrations (1×10−7 M) of blood lead measured by ICP-AES and MCGE.

o. ICP-AES value (1×10−7 M) Added concentration (1×10−7 M)

4.23 ± 0.13 3
3.49 ± 0.24 3
3.17 ± 0.15 3
3.78 ± 0.13 3
3.18 ± 0.16 3
3.28 ± 0.21 3
2.84 ± 0.08 3
3.21 ± 0.17 3
2.54 ± 0.14 3

verage

ecovery was the ratio percent between blood sample value obtained with ICP-AES and t
ip Pb(II) = 100% −5.3 −2.7 −3.4 11.9 −7.4 <1 <1 −2.9 −3.3

Contribution (%).

great dealings with the cavity which displays receptor-like fea-
tures. Therefore, the site-specific assembly for cyclodextrin was
extremely favorable, and therefore improving the sensitivity. On
the other hand, the post-stripping sweep removed the residual Pb
on the electrode surface, which decreased the blank signal of DPSV
and did increase the reproducibility of the sensors.

3.4. Selectivity of the
MCGE and interference effects

The goal in obtaining a modified electrode is to get better sensi-
tivity and selectivity to determine species of interest; therefore, it
is necessary to know the analytical response variation as a function
of the presence of other ions. For the present case various cations
were considered like Na+, K+, Ca2+, Cu2+, Cd2+, Co2+, Ni2+, Zn2+ and
Cr2+. The Pb2+ solution to be used contained 4.0×10−7 M; the same
DPSV conditions of work were as before, while the concentration
for all the other ions in the Pb2+ solutions was 4.0×10−7 M. Table 1
presents the results obtained for the modified electrodes used to
determine Pb2+ in the presence of other ions. As indicated in Table 1,
The DPSV peak currents of Cu2+ and Zn2+ were very tiny and only
about 1% of that of Pb2+. It was important to underline that there
were cations such as Cd2+ which interfered with the Pb2+ signal
in the modified electrodes, causing an increment in the peak cur-
rent. A comparison of the results obtained with Na+, K+, Ca2+, Co2+,
Ni2+ and Cr2+ showed that the behavior was the inverse to that
given by Cd2+. Such changes could be attributed to the cavity size
of �-cyclodextrin’s networks.

3.5. Real sample analysis

MCGE was applied successfully for the determination of lead
in blood. 500 �L of treated blood sample was added to the 5 mL
solution of 1 M HClO4 to be measured. The obtained data was com-
pared with the results measured by ICP-AES (IRIS Intrepid, Thermo
Elemental Co., USA).
blood lead was 104.8%, which demonstrated good agreement with
the results by ICP-AES. It could be seen that the MCGE system had
shown enough sensitivity to detect Pb2+ in real blood samples. This
made it possible for the determination of blood lead with gold elec-
trodes in mercury-free solution.

MCGE calculated value (1×10−7 M) Recovery (%) (1×10−7 M)

4.42 ± 0.43 104.5
3.30 ± 0.09 94.6
3.40 ± 0.35 107.3
4.38 ± 0.36 115.9
3.73 ± 0.23 117.3
3.62 ± 0.43 110.4
2.65 ± 0.40 93.3
3.44 ± 0.25 107.2
2.85 ± 0.38 112.2

106.9

hat calculated according to the added Pb2+ concentration to blood sample.
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. Conclusions

A sensitive film was generated via site-specific MEA-�-CD mod-
fied gold electrodes for trace Pb2+ probing. The MCGE exhibited
ood analytical response in determining Pb2+ by means of DPSV.
ne of the advantages was the 7.1×10−9 M detection limit (with
/N > 3) which was very close to what obtained by the well-known
g-based DPSV approach [36]. Another advantage of the MCGE was
nly 180 s were used for deposition, which were undoubtedly less
han other works (namely 6 min) [37–39]. The linear range for the
etermination of lead using the MCGE was found as 1.7×10−8 M to
t least 9.3×10−7 M Pb2+. The MCGE was also applied to determine
b2+ in practical samples and showed a good agreement with the
esult obtained with ICP-AES. The modified electrodes certainly are
n effective choice for the simultaneous determination of Pb2+, as
ts resolution is ideal for the cations studied, and also an environ-

entally friendly alternative to substitute the HDME.
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a b s t r a c t

The present work reports on the synthesis of chemically bonded multiwalled carbon nanotubes
(MWCNTs)/fused-silica fibers and their use in solid phase microextraction of seven phenols from water
samples coupled with gas chromatography (GC). The synthetic strategy was verified by infrared (IR)
spectroscopy and field emission scanning electron microscopy. Adsorption factors (pH, ionic strength,
stirring rate, adsorption time and temperature) and desorption factors (time and temperature) of the

−1
eywords:
ultiwalled carbon nanotubes

olid phase microextraction
as chromatography
henols

fibers were systematically investigated. Detection limits to seven phenols were less than 0.05 �g L ,
and their calibration curves were all linear (R2 ≥0.9984) in the range from 0.05 to 5000 �g L−1. This
method was then utilized to analyze two real water samples from Yellow River and sanitary wastewater,
resulting in satisfactory results. Compared with normal solid phase materials, this MWCNTs-bonded
fused-silica fibers showed a number of advantages: wide linear range and low detection limit for
extracting phenols couple with GC, and good stability in acid, alkali, organic solvents and at high temper-
ature.
. Introduction

Recently, a new extraction technology, solid phase microex-
raction (SPME), is being developed and has attracted con-
iderable attentions due to its high sensitivity, rapidity, sim-
licity and free of solvents. SPME can extract trace amount
f organic chemicals from environmental [1–3], biologic [4,5]
nd food samples [6–8]. The core technique of SPME is to
evelop novel coating materials of SPME fibers. So far, many
oating materials have been developed and commercialized
ncluding carbowax/templated resin (CW–TPR), polydimethylsilox-
ne/divinylbenzene (PDMS–DVB), polyacrylate (PA), etc. However,
olymeric coatings have a number of drawbacks including
elatively low operating temperature (generally in the range
40–280 ◦C), instability and swelling in organic solvents, which
reatly restricts their applications [9]. The nanomaterials, having
arge surface area and being mechanically robust and chemically
nert, have added new opportunities for improving the performance

f SPME fibers [10,11].

Carbon nanotubes (CNTs), as a kind of effective sorbent nano-
aterials [12–17], have been successfully used as the SPME fiber

oating for analysis of organic compounds, such as phenols [18],

∗ Corresponding author. Tel.: +86 931 4968266; fax: +86 931 8277088.
E-mail address: sxjiang@lzb.ac.cn (S. Jiang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.061
© 2009 Elsevier B.V. All rights reserved.

polybrominated diphenyls [19], organochlorine pesticides [20] and
so on. Presently, agglutinate method is a common preparation tech-
nology of CNTs fibers, but the prepared fibers possesses some
inherent defects, such as weak stabilities in high temperature,
organic solvent, strong acidic and basic solution owing to the
usage of organic agglomerants [18], and thus limiting their life-
time. Surface modification can afford CNTs some new functions,
such as –OH, –COOH, –NH2 and so on [21–24]. This is also true
for fused-silica fibers [25]. So we anticipate that it is feasible to
fabricate CNTs-bonded SPME fibers using the method of chem-
ical modification, and some unique properties in SPME can be
achieved.

In this study, we reported a chemical bonding method for fabri-
cating multiwalled carbon nanotubes (MWCNTs)/fused-silica fiber
based on the surface modification of both MWCNTs materials and
fused-silica fibers. Then the fiber coupled with gas chromatog-
raphy (GC) was used for solid phase microextraction of seven
common phenols from water samples, which are largely used in
our daily lives and industrial productions, and also are polluting
our environment. The relationships of the adsorption factors and
desorption factors with the extraction efficiency of seven phenols

from water samples using GC were investigated in detail. Analy-
sis of seven phenols in two different source waters (Yellow River
and sanitary wastewater) gave satisfactory results. The stability of
the MWCNTs/SPME fiber in acid, alkali and organic solvents was
evaluated.
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. Experimental

.1. Chemicals and materials

Phenol (P), o-methylphenol (o-MP), p-methylphenol (p-MP),
,5-bimethylphenol (2,5-BMP) were obtained from the Shanghai
hemical Reagent Corporation (China); o-ethylphenol (o-EP), p-
thylphenol (p-EP), 2,3-bimethylphenol (2,3-BMP) were obtained
rom Sigma–Aldrich; 3-aminopropyltriethoxysilane (APTES) was
rom the Chemical Industrial Corporation of Gaizhou (China);
odium dodecyl sulfate (SDS), from Beijing Donghuan Chemical
ndustrial Corporation (China). All the reagents are of analytical
rade except SDS, which is chemical grade.

The standard mixtures of the seven phenols were prepared by
issolving 10.0 mg of each compound in 10.0 mL of ethanol. The
tock solution (1 mg mL−1) was stored at 4 ◦C and diluted with ultra-
ure water to give the required concentration.

Fused-silica fibers (140 mm×0.25 mm o.d.) were purchased
rom Xinnuo Photoconductive Fiber Corporation (Handan, China).

WCNTs were prepared by the decomposition of ethylene over a
o–La–O catalyst, as described in Ref. [26].

.2. Instrument

An Agilent 7890A series gas chromatograph (Agilent Tech-
ologies, USA) equipped with a flame ionic detector was used.
he separation was carried out on a HP-5 capillary column
30 m×0.32 mm i.d.×0.25 �m film thickness). Separation and
etection parameters were optimized. In brief, the column tem-
erature was initially hold at 50 ◦C, and programmed at 5 ◦C min−1

o 75 ◦C, then at the rate of 1 ◦C min−1 to 100 ◦C, finally programmed
t 10 ◦C min−1 to 250 ◦C, which was then held for 30 min. Ultrapure
itrogen (>99.999%) was used as the carrier gas (1 mL min−1) and
ake-up gas (30 mL min−1). The injector temperature was fixed at

80 ◦C, and the detector one was fixed at 300 ◦C. The injection was
erformed in the splitless mode.

SEM micrographs of MWCNTs-covered fibers were obtained on
field emission scanning electron microscope (FESEM, JSM-6701F,

apan). IR spectra were obtained on an IFS 66v/s IR spectrometer
Bruker, Germany).

.3. Environmental sample collection

The river water sample was collected from the Yellow River
Lanzhou, China). The wastewater (untreated) was sampled from
he sanitary wastewater in Lanzhou. These samples were all filtered
hrough a 0.45 �m filter and stored at 4 ◦C.

.4. Preparation procedures

.4.1. Oxidation of MWCNTs
Predetermined quantities of pristine MWCNTs and mixed acid

concentrated H2SO4/HNO3 = 3/1) were added into a beaker, and
hen were subjected to an ultrasonic bath for 14 h. Then the unre-
cted acid solution was removed, and MWCNTs was diluted with
ltrapure water until pH 7. Finally, the separation of the oxidized
WCNTs from the solution was carried out using a 0.45 �m filter,

nd dried in a vacuum desiccator.

.4.2. Silanization of fiber surface
The silanization of the fiber surface was similar to the silaniza-
ion procedure of fused-silica capillary in Refs. [27,28]. The primary
teps were as followed: one end of the fused-silica fiber (2 cm) was
n turn burnt with a spirit lamp to remove the protective polyimide
ayer, and then this part was dipped in a 1.0 M NaOH solution and
eated in a hot water bath (70 ◦C) for 30 min. After that, the fiber
(2009) 929–935

was put in a dry tube and kept at 120 ◦C for another 30 min in an
oven. Thereafter, it was rinsed with ultrapure water until pH 7, and
then dried at room temperature.

The hydroxylated part of the fiber was dipped in an APTES solu-
tion for 12 h, and then it was put in an oven at 120 ◦C for 30 min to
react with APTES. These two operations were repeated for six cycles
to form a silanizated layer on the fiber. Finally, it was rinsed with
toluene and ethanol, and dried at room temperature.

2.4.3. Chemical bonding of MWCNT layer to fiber
10 mg oxidized MWCNTs were dispersed in a 5 mL SDS solu-

tion (1%) for 30 min ultrasonically bath to prepare the MWCNTs
suspension. The pretreated fiber section was put into the MWC-
NTs suspension for 4 h in a hot water bath (70 ◦C), and then it was
heated in a 120 ◦C oven for 30 min. This procedure was repeated
until the coating reached a required thickness (∼20 �m). Finally,
the coated fiber was aged at 280 ◦C for 12 h under the protection of
dry nitrogen before the SPME experiments.

2.5. SPME

A modified 5 �L-syringe was used as an SPME device as simi-
lar as that in Ref. [29]. A 0.04 mL stock solution was diluted with
ultrapure water to 8 mL (5 �g mL−1). After the homogenization, the
needle of the SPME device was stuck the septum of the vial con-
taining the analytes. The sample was extracted though the direct
immersion in the solution with a constant depth under the opti-
mized time and temperature. The pH value and ionic strength were
adjusted with HCl/NaOH and KCl, respectively; a magnetic stirrer
was used with the stirring rate was controlled at 300–1200 rpm.

2.6. Stability test of the present coating in acid, base and organic
solvents

The tip of the fiber was immersed in four PTFE sealed vials loaded
with ethanol (polar), n-hexane (nonpolar), HCl (0.1 M) and NaOH
(0.1 M) solutions in the room temperature, successively. After 48 h,
the fiber was taken out for the extraction experiment coupled with
GC. The peak areas of analytes (500 �g L−1) before and after dipping
in different solutions were compared.

3. Results and discussion

3.1. Preparation of MWCNTs/SPME fibers

Fig. 1 shows the preparation process of MWCNTs/SPME fibers.
The MWCNTs were oxidized by mixed acids (H2SO4/HNO3 = 3/1)
to create –COOH groups at the sidewall of the MWCNTs. This acti-
vation process was verified by IR spectrum as shown in Fig. 2, in
which an extra peak at 1720 cm−1 corresponding to C O appeared
for the oxidized MWCNTs while absent in pristine MWCNTs. The sil-
ica fibers were firstly hydroxylated by NaOH solution to break the
Si–O–Si bonds to form Si–OH groups which were then transformed
to –NH2 group by reacting with silanizing agents. MWCNTs/SPME
fibers were formed by reaction between –COOH and –NH2 groups
upon heat treatment. The generation of amide was confirmed by
the peak at 1530 cm−1 in the IR spectrum (Fig. 2). Apart from cova-
lent bonding, strong van der Waals interactions are also present
in MWCNTs [30], which would promote the MWCNTs in the dis-
persed solution adsorbing spontaneously on the MWCNTs on the

fiber. Thus a multilayer-MWCNTs coating can be finally formed on
the fiber surface.

Fig. 3a shows the FESEM micrograph of the as-prepared MWC-
NTs/SPME fiber. It can be observed that a coating uniformly covered
on the fiber surface, implying success of the synthetic strategy. The
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temperature effects on the extraction efficiency of analytes were
studied in a range of 30–70 ◦C. Fig. 4 shows the variation of the
extraction efficiency with the extraction temperature. The extrac-
tion efficiency increased monotonously as the increment of the
Fig. 1. Schematic illustration of the

agnified image in Fig. 3b indicates that the coating is made up of
ross-linked CNTs.

.2. Optimization of SPME

The as-prepared MWCNTs/fibers coupled with GC were used for
olid phase microextraction of seven phenols from water samples.
o achieve the best extraction efficiency, the effects of extracting
arameters, such as the adsorption temperature and time, stirring
ate, solution ionic strength, pH and desorption conditions were
ystematically studied.

.2.1. Effect of extraction parameters
It is generally accepted that the temperature has adverse effects

n the extraction: on one hand, an elevated temperature could
nhance the mobility of molecules and so the extraction rate; on
he other hand, it would decrease the distribution coefficient of
he analytes between solid phase coating and sample solution [31].

herefore, the selection of a proper temperature is necessary for
xtraction processes. In our experiments, we found a temperature
bove 70 ◦C could easily produce air bubbles in the aqueous matrix,
hich has adverse actions on the adsorption of analytes. So the

ig. 2. FT-IR spectra of the MWCNTs: (a) pristine, (b) after oxidation, and (c) after
hemical bonding with the fiber.
ation process of the MWCNTs/fiber.
Fig. 3. FESEM images of the MWCNTs-bonded SPME fiber at a magnification of (a)
400 and (b) 30,000.
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at 5–7 min. So the desorption condition was chosen at 280 ◦C for
5 min.

Fig. 8a was a typical chromatogram of spiked seven phenols
(5 �g mL−1) in ultrapure water under optimal conditions.
ig. 4. Effect of extraction temperature on peak area of phenols extracted by the
s-prepared MWCNTs/fiber. SPME conditions: extraction time, 50 min; salt concen-
ration, 30% KCl; pH 6.0; stirring rate, 600 rpm; desorption temperature, 280 ◦C;
esorption time, 5 min; phenols concentration, 5 �g mL−1.

xtraction temperature. So the 70 ◦C was chosen for subsequent
xperiments.

Magnetic stirring is most commonly used in SPME experiments
o accelerate the extraction. It was revealed that the chromato-
raphic peak areas of the analytes increased as the stirring rate
ncreased from 0 to 600 rpm, and then decreased from 600 to
200 rpm. So the 600 rpm stirring rate was chosen.

It is known that adding a salt (KCl) into the solution can have
wo contrary outcomes. It may help with the extraction by the ‘salt
ut effect’ or deteriorate extraction due to the competitive adsorp-
ion of K+ and Cl−. The extraction efficiency as a function of salt
oncentration from 0% to 30% (30% is the saturated solubility of
Cl) was studied. It was found that the chromatographic peak areas

or all the analytes increased monotonously when increasing salt
oncentration, indicating the ‘salt out effect’ played a dominant
ole. Therefore, a concentration of 30% (w/v) was selected as the
ptimized salt concentration.

The pH value of the solution is another important factor for
xtracting pH sensitive compounds. It did not only influence the
issociation of functional groups in analytes, but also influence
he surface charge density of MWCNTs [32]. The effects of the pH
alue of the solution on the extraction efficiency for the phenolic
ompounds were studied up to pH 10 (2–10). It is known that the
owest pKa in these target compounds was 10 (phenol) so that these
ompounds would not dissociate. As shown in Fig. 5, the chromato-
raphic peak areas increased with the increase of the pH value in
he range of 2–6, and then decreased as the pH value increased
urther. So this result was mainly ascribed to the different surface
harge density between the internal and external surfaces. When
he pH value was 6, the external surface of CNTs was negatively
harged, and the internal surface was positively charged. Such a
ondition might offer a preferential environment to adsorb pheno-
ic compounds on the surface. However, at high pH values, both the
xternal and internal surfaces were negatively charged; at very low
H values, both the external and internal surfaces presented in pos-

tive charge, all these conditions may deteriorate the adsorption of
henols [32]. Therefore, the optimized pH value of the solution is 6
or extracting the phenols.

Generally speaking, extraction time is dependent on the equi-

ibrium time of the analyte distribution between fiber and sample
olution. The long extraction time is advantageous to reach the best
quilibrium. The extraction time profile of the seven alkylphenols is
hown in Fig. 6. The amount of the extracted analytes (correspond-
Fig. 5. Effect of pH on peak area of phenols extracted by the as-prepared MWC-
NTs/fiber. SPME conditions: extraction time, 50 min; extraction temperature, 70 ◦C;
salt concentration, 30% KCl; stirring rate, 600 rpm; desorption temperature, 280 ◦C;
desorption time, 5 min; phenols concentration, 5 �g mL−1.

ing to the resulting peak areas) greatly increased as the extraction
time increased from 0 to 70 min. A 50-min extraction time was
sufficient to achieve satisfactory extraction efficiency, though the
equilibrium was not reached. Considering the total operation time,
the extraction time was set at 50 min.

3.2.2. Effects of desorption parameters
To reach the highest sensitivity, the desorption temperature and

time were evaluated to ensure the analytes were completely des-
orbed from the fiber. The desorption temperature was evaluated at
220, 240, 260, 280 and 300 ◦C for 5 min. The result indicated that the
temperature of 280 ◦C was sufficient to achieve the complete des-
orption as shown in Fig. 7. Subsequently, the desorption time was
evaluated at 1, 3, 5 and 7 min. Experiments showed that the peak
areas of all the studied seven analytes increased with prolongation
of the desorption time at 1–5 min, and then they kept invariable
Fig. 6. Effect of extraction time on peak area of phenols extracted by the as-prepared
MWCNTs/fiber. SPME conditions: extraction temperature, 70 ◦C; salt concentration,
30% KCl; pH 6.0; stirring rate, 600 rpm; desorption temperature, 280 ◦C; desorption
time, 5 min; phenols concentration, 5 �g mL−1.
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Cl; pH 6.0; stirring rate, 600 rpm; desorption time, 5 min; phenols concentration,
�g mL−1.

.3. Detection limit, precision and accuracy

The analytical parameters including the linearity, accuracy and
recision, and detection limits for the extraction of seven phenols in
ltrapure water with the as-prepared MWCNTs/fiber were listed in
able 1. Under optimized conditions, the linearity of the SPME–GC
ethod was investigated with a serial of mixed standard solutions

f P, o-MP, p-MP, o-EP, 2,3-BMP, p-EP, 2,5-BMP. The results indi-
ated that all of them could be determined quantitatively in wide
anges. As shown in Table 1, good linearities were achieved in the
ange of 0.05–5000 �g L−1 for all phenols with satisfactory correla-
ion coefficients except for P, o-MP and p-MP whose linearity range
as 0.5–5000 �g L−1. The detection limits for seven phenols were

n the range of 0.005–0.05 �g L−1, which was determined by grad-
ally decreasing the concentrations of analytes until signals still
ould be discerned at a signal-to-noise ratio of 3 (S/N = 3). The pre-
ision of the method for three duplicate measurements of seven
henols mixed standard solution (500 �g L−1) was investigated,
nd the relative standard deviation (R.S.D.) varied from 0.97% to
.96%. Simultaneously, it is worth noting that this MWCNTs-bonded
ber couple with GC possesses the wider linearity range and lower
ODs as compared with the agglutinate MWCNTs/fiber coupled
ith high-performance liquid chromatography (HPLC) [18], two

inds of commercial fibers [33] and the two other new fibers couple
ith GC [34,35] for extracting the same phenols as shown in Table 1.

he effectiveness of the present fiber can be ascribed, on one hand
o the high adsorptive ability of CNTs, on the other hand, to a less
ompact structure as compared with agglutinate ones, which may
esult in the larger surface area and so larger adsorption amount.

.4. Application to real samples

The established SPME–GC method was used to determine the
ontent of the seven phenols in Yellow River and sanitary wastew-
ter samples. Fig. 8b and c illustrates the chromatograms of the
henols in Yellow River and wastewater samples with the previ-
usly established conditions, respectively. Phenols were identified
ccording to the relative retention time calibrated with the stan-

ard samples. The analytes of o-EP and p-EP were found in the two
amples. They could not be quantified in the Yellow River sample,
hile in the wastewater, the concentration of o-EP and p-EP were

ound to be 1.24 and 22.9 �g L−1, respectively. In order to demon-
trate the applicability and reliability, the recoveries of the target Ta

b
le

1
C

h
ar

ac
te

ri
st

ic
d

C
om

p
ou

n
d

s

P o-
M

P
p-

M
P

o-
EP

2,
5-

B
M

P
p-

EP
2,

3-
B

M
P

a
n

=
3.



934 H. Liu et al. / Talanta 78 (2009) 929–935

Fig. 8. Typical chromatogram of phenols in different water samples using as-
prepared MWCNTs fiber under the optimal conditions: (a) ultrapure water with
spiked seven phenols (5 �g mL−1), (b) Yellow River water, and (c) wastewater sam-
ples. Peaks: (1) P, (2) o-MP, (3) p-MP, (4) o-EP, (5) 2,5-DMP, (6) p-EP, and (7) 2,3-DMP.

Table 2
Recoveries of seven alkylphenols for spiked Yellow River and wastewater samples.

Compounds Recovery, R.S.D. (%)

Yellow River

Spiked 5 �g L−1 Spiked 500 �g L

P 94.38(±3.25) 88.57(±5.21)
o-MP 73.48(±8.32) 106.03(±1.57)
p-MP 93.77(±1.60) 96.54(±3.49)
o-EP 98.52(±7.22) 109.28(±3.98)
2,5-DMP 85.44(±4.19) 109.37(±3.44)
p-EP 104.20(±6.44) 103.01(±8.01)
2,3-DMP 80.66(±6.12) 106.52(±5.23)
Fig. 9. Comparison of chromatographic peak area of extracted phenols before and
after dipping the tip of the MWCNTs/fiber into four different solutions for 48 h.

compounds were determined in the two water samples spiked at
two concentration levels (5 and 500 �g L−1). The recoveries were
70.83–148.10% for all analytes in the two water samples, and the
recovery in the wastewater sample exhibited larger deviations com-
pared with that in Yellow River sample as shown in Table 2. This can
be ascribed to the fact that sanitary wastewater contained a large
number of other pollutants such as cleanser, additive, pesticide and
so on, which makes extraction of phenols more complicated.

3.5. Stability

The lifetime of coating is very important parameter for the
practical application. The coating is damaged mainly by high tem-
perature of injection port of a gas chromatograph and/or acidic,
alkali solutions or organic solvents in the matrix. Firstly, it should
be noted that the highest desorption temperature in the optimized
process studied in present work was 300 ◦C. That is to say, the as-
prepared MWCNTs/fiber could function with high thermal stability
at least at 300 ◦C, which greatly expands the application range of
the present fiber toward high boiling-point compounds. In addition,
covalent bonding allows high stability to organic solvent, strong
acidic and alkali solutions. Fig. 9 shows that the extraction ability
had no obvious decline after the fiber was dipped in different solu-
tions: n-hexane, ethanol, HCl (0.1 M) and NaOH (0.1 M) for 48 h,
respectively. The R.S.D.s of the extraction peak areas determined

−1
at the concentration of 500 �g mL were less than 5% (for three
duplicate measurements). The character makes the fiber suitable
for the coupling of SPME with many more techniques, such as HPLC
and supercritical fluid chromatography (SFC), and also prolongs the
lifetime of the fiber for hundreds of times.

Wastewater

−1 Spiked 5 �g L−1 Spiked 500 �g L−1

98.91(±2.97) 70.83(±6.34)
100.54(±5.55) 75.35(±3.21)
115.36(±2.87) 82.33(±7.59)
145.62(±8.11) 89.60(±6.48)
128.10(±6.09) 80.87(±3.04)
142.12(±3.22) 85.47(±7.77)
106.04(±1.97) 83.25(±3.21)
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. Conclusion

MWCNTs-covered SPME fibers were produced by covalent bond-
ng based on the surface modification of both multiwalled carbon
anotube and the fused-silica fibers. This novel SPME fiber was then
sed to extract seven phenols from water samples coupled with
C, and applied to two real water samples, achieving satisfactory

esults. Having an incompact structure, which brought forth by the
hemical bonding design, and combining with the inherent stability
f MWCNTs, the MWCNT/SPME fiber possesses some special prop-
rties such as good stability at high temperature, in organic solvent
polar and nonpolar), acid and alkali solutions, wide linearity range
nd low LODs for extracting phenols couple with GC.
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a b s t r a c t

A novel method for electrochemiluminescent (ECL) detection of nitrite was proposed based on its quench-
ing effect on anodic ECL emission of CdSe quantum dots (QDs). The ECL emission could be greatly enhanced
by sulfite and dissolved oxygen in a neutral system and occurred at a relatively low potential in compar-
ison with traditional anodic ECL emitter, leading to high sensitivity and good selectivity. The quenching
mechanism followed an “electrochemical oxidation inhibition” process, which was completely different
eywords:
uantum dots
lectrochemiluminescence
dSe

from those of some analytes on the ECL emission of QDs. The coincidence of photoluminescence and
ECL spectra of the QDs indicated that the ECL emission resulted from the redox process of QDs core and
the sulfite acted as a coreactant. The nitrite quenched ECL emission could be analyzed according to the
treatment of Stern–Volmer equation with a linear range from 1 �M to 0.5 mM for detection of nitrite. This

cien
ensitizing effect
uenching
itrite

work presented a new effi

. Introduction

Electrochemiluminescence (ECL) technique has been widely
sed in many fields [1]. The ECL processes of quantum dots (QDs)
ave attracted considerable interest due to their reproducible [2]
nd size-dependent properties [3]. These QDs provide potential
lternatives for developing new ECL emitters [2,4–11] and prepar-
ng new ECL sensors. Recently, some biosensors based on the
athodic ECL emission of II–VI QDs film immobilized on electrode
urfaces have been developed using O2 [4], H2O2 [5–7] and S2O8

2−

8,9] as coreactants. The anodic ECL emission produced from water
oluble CdTe QDs in presence of dissolved oxygen [10] and amines
11] has also been reported. These ECL biosensors and anodic ECL
mission have been used for detection of several analytes, includ-
ng oxidase substrates [4], hydrogen peroxide [5], thiol compounds
7], proteins [8,9], dopamine [10] and amines [11]. Compared with
athodic ECL emission of QDs, the anodic ECL emission is rela-
ively weak, and only the anodic ECL emission of CdTe QDs was
tudied [10,11]. Thus the overwhelming majority of anodic ECL
uminophores are still focused on Ru(bpy)3

2+ derivatives in pres-
nce of reductive coreactant [12], and most of the reported anodic

CL systems undergo high-excited potentials, which was unfavor-
ble for analytical application.

Our previous work observed the sensitizing effect of sulfite on
he anodic ECL emission of CdTe QDs, which led to a relatively low

∗ Corresponding author. Tel.: +86 25 83593593; fax: +86 25 83593593.
E-mail address: hxju@nju.edu.cn (H. Ju).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.035
t ECL methodology for quencher-related detection.
© 2008 Elsevier B.V. All rights reserved.

anodic potential for sensitive detection of tyrosine by combining an
enzymatic cycle with a quenching effect based on an energy transfer
process [13]. Another work also observed the sensitizing effect of
sulfite on the anodic ECL emission of CdSe QDs, producing a novel
method for dopamine detection with the same quenching mech-
anism [14]. This work further studied the sensitizing mechanism
and observed a quenching effect of nitrite on the sensitized ECL
emission. The quenching process followed a completely different
mechanism from dopamine, producing a method for ECL detection
of nitrite.

Nitrite detection is of great importance in environmental and
public health fields, and various methods based on spectropho-
tometric [15], chromatographic [16], chemiluminescent [17] and
electrochemical techniques [18,19] have been developed for deter-
mination of nitrite ions. Some of them are complex, time consuming
and require tedious sample pretreatment [18]. Although enzyme
electrode can be utilized for nitrite detection [20], this technique
has not been widely accepted yet due to its expensive cost and insta-
bility under operation conditions [21]. Thus, development of new
analytical methods for selective and sensitive detection of nitrite by
combining with multifarious techniques is still an attracted object.
Herein, the strong anodic ECL emission of CdSe QDs in the pres-
ence of sulfite could be produced at a relatively low potential. The
quenching effect of nitrite on the ECL emission via an “electrochem-

ical oxidation inhibition” mechanism made it be able to be detected
at relatively low potential, which inhibited greatly the interference
from the oxidation of some electroactive compounds. To our best
knowledge, this is the first ECL method for nitrite detection, thus
extending the application field of QDs.
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. Experiments

.1. Chemicals

Thioglycolic acid (TGA), Se powder, CdCl2·2.5H2O, sodium
ulfite and NaBH4 were of analytical grade. Tris(hydroxy-
ethyl)-aminomethane hydrochloride and Tris(hydroxymethyl)

minomethane (Tris, reagent grade) were purchased from Sigma.
oubly distilled water and 0.1 M HCl–Tris buffer containing 0.1 M
NO3 was used throughout the work. 1 M HCl and 0.1 M Tris were
sed to adjust solution pH.

.2. Preparation of water-soluble CdSe QDs

The water-soluble CdSe QDs were prepared using TGA as sta-
lizing agent according to the previous report [7]. The Se source
as obtained from the reaction between Se powder and NaBH4 in

ir-free doubly distilled water. After refluxed at 100 ◦C for 4 h the
roduct was purified by ultrafiltration at 6000 rpm for 5 min, and
he upper phase was decanted and kept at 4 ◦C for ECL detection.
he obtained QDs solution could be stable for 3 months, and its
oncentration and the size of CdSe QDs were detected with UV–vis
bsorption spectroscopy.

.3. Apparatus and analytical procedures

The electrochemical and ECL measurements were carried out
n a MPI-A multifunctional analytical system (Xi’an Remex Analyt-
cal Instrument Ltd. Co.) at room temperature with a configuration
onsisting of an indium tin oxide (ITO) working electrode, a plat-
num counter electrode, and an Ag/AgCl (saturated KCl solution)
eference electrode. The observation window for ECL was placed in
ront of the photomultiplier tube biased at −1000 V.

ECL spectrum was obtained by collecting the ECL data at +0.927 V
uring cyclic potential sweep with six pieces of filters at 490, 535,
50, 580, 600 and 630 nm. Their transparent efficiency was around
8%. UV–vis absorption spectrum was recorded with UV-3600
V–vis-NIR photospectrometer (Shimadzu Co., Japan). Photolumi-
escence (PL) spectrum was obtained on a Jasco FP 820 fluorometer
Jasco Co.).

. Results and discussion

.1. Characterization of TGA-modified CdSe QDs
The PL spectrum of 20-times diluted QDs solution showed a
aximum intensity at 560 nm, and the UV–vis absorption peak

ccurred at 424 nm (Fig. 1). From the absorption peak the size and
oncentration of CdSe QDs product were estimated to be 1.75 nm
nd 5.76 �M [22].

ig. 2. Cyclic voltammograms (A) and ECL curves (B) of (a) 5.76 �M QDs, (b) 5.76 �M QDs
uffer at ITO electrode. Scan rate: 100 mV s−1.
Fig. 1. UV–vis absorption and PL spectra of as-prepared TGA-modified CdSe QDs
solution with 20-times dilution.

3.2. Electrochemical and ECL behaviors of CdSe QDs solution

In air-saturated pH 7.0 HCl–Tris buffer, the cyclic voltammogram
of CdSe QDs at an ITO electrode showed an irreversible anodic peak
at +0.919 V, while no any ECL emission could be observed (curve a,
Fig. 2). After 0.2 mM sulfite was added into the solution, an inten-
sive ECL emission peaked at +0.927 V occurred, accompanied with
an increase of anodic peak current (curve b, Fig. 2). Sulfite itself
could be oxidized at potentials more than +0.461 V, but did not
show any ECL signal at the same concentration (curve c, Fig. 2).
A control experiment showed that HCl–Tris buffer did not produce
any observable response (curve d, Fig. 2). Although the anodic wave
of CdSe QDs in presence of sulfite could be approximately consid-
ered as the sum of the anodic waves of CdSe QDs and sulfite, the
anodic ECL emission of this system was obviously produced from
the interaction of CdSe QDs and sulfite. The ECL intensity of this sys-
tem was weaker than those of the most popular Ru(bpy)3

2+/3+/TPrA
systems, however, it was strong enough for analytical purpose, and
the ECL emission peak potential of∼+0.9 V was about 200 mV lower
than that of Ru(bpy)3

2+/3+/TPrA system, indicating a superiority for
analysis.

To confirm what was the light emitter of this intensive ECL signal,
excited QDs* or SO2

*, the ECL and PL spectra were carried out using
the same detection solution. The ECL and PL spectra of CdSe QDs
showed the peaks at 560.0 and 560.7 nm (Fig. 3), respectively, which
were far from the emission range of SO2

* light-emitter from 300 to

450 nm [23]. The good coincidence in peak position of ECL with that
of PL emission confirmed that the light-emitter of the enhanced ECL
system was the same as that of PL procedure, i.e. excited QDs*. The
same peak position and different emission processes of ECL from
PL of QDs with core/shell structure indicated the surface of CdSe

+ 0.2 mM sulfite, (c) 0.2 mM sulfite and (d) control in pH 7.0 air-saturated HCl–Tris
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ig. 3. Coreactant enhanced anodic ECL (dot line) and PL (solid line) spectra of TGA-
odified CdSe QDs solution in presence of 0.6 mM sulfite. ECL data were collected

t +0.927 V.

Ds was efficiently passivated [24]. During the anodic scanning
ulfite as a coreactant could be oxidized to produce •SO3

− species
hat then reacted with dissolved oxygen to form •O2

− radical [13],
hich was a key species to produce electron injected QDs (QDs(e−))

10]. The formed QDs(e−) collided with hole injected QDs (QDs(h+)),
lectro-oxidization product of QDs, to produce the excited QDs*.
hen QDs* returned to the ground state the ECL emission

ccurred.

.3. Effects of solution components on ECL emission

The anodic ECL intensity of CdSe QDs depended on the concen-
ration of coreactant and pH value of HCl–Tris buffer. The maximum
ntensity occurred in pH 7.0 solution containing 0.6 mM sulfite,

hich was used in following work.
The components of buffer also affected the ECL emission of

GA-modified CdSe QDs. In air-saturated pH 7.0 phosphate buffer
ontaining 0.6 mM sulfite and 5.76 �M QDs the ECL emission peak
ccurred at +1.16 V, 230 mV more positive than that in HCl–Tris
uffer (Fig. 4) and close to that of CdTe QDs in PBS [10]. This was
ossibly due to the absorption of phosphate on ITO surface, which

ade the electrode surface more negatively charged [25]. So a lower

otential for anodic ECL emission was easily achieved by using
Cl–Tris buffer, leading to an ECL analytical protocol at a relatively

ow-anodic potential.

ig. 5. Cyclic ECL curves of TGA-modified CdSe QDs in air-saturated pH 7.0 solution conta
t 100 mV s−1 (A) and calibration plot for nitrite detection (B).
Fig. 4. Cyclic ECL curves of 5.76 �M TGA-modified CdSe QDs in air-saturated pH 7.0
phosphate (a) and HCl–Tris (b) buffer in presence of 0.6 mM sulfite at ITO electrode.
Scan rate: 100 mV s−1.

3.4. Nitrite detection based on its quenching effect on the anodic
ECL emission

Some compounds such as nitrite have been proved to be
electroactive ECL quenchers in Ru(bpy)3

2+ system via an “electro-
chemical oxidation inhibition” mechanism [26]. The presence of
these compounds produces larger IR drop and makes the practical
potential Ew less than the applied potential E [26]:

Ew = E − IR = E − (Iq + Iemitter)R (1)

where Iq and Iemitter are the oxidation currents of the quencher
and light-emitter. The lower Ew decreases the oxidation of
light-emitter, leading to weaker ECL emission. Upon addition
of nitrite into the detection solution, the ECL intensity at
+0.927 V was attenuated (Fig. 5A), indicating an efficient quenching
effect.

Based on the quenching effect on the anodic ECL emission of
CdSe QDs, a rapid analytical method for nitrite detection could be
developed. Under the optimal conditions, the plot of the ratio of ini-
tial ECL intensity I0 to the intensity I at a given nitrite concentration
ear relation (R = 0.997, n = 11, Fig. 5B). The limit of detection (LOD)
was 0.1 �M at a quenching degree of 3 times noise. The relative stan-
dard deviation for five measurements at the nitrite concentration of
0 and 10 �M was 2.20% and 3.84%, respectively, indicating accept-

ining 0.6 mM sulfite and 0 (a), 0.1 (b), 1 (c) and 100 (d) �M nitrite at ITO electrode
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Table 1
Comparison of the proposed method with some electrochemical sensors.

Technique Linear range (�mol/L) LOD (�mol/L) Precision Ref.

Toluidine blue-based sensor 2.94–2110 1.76 1.8% [18]
C
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[
[

dS QDs-based sensor 0.30–182
xovanadium(IV)-4-methyl salophen-based sensor 3.90–4050
ile blue-based sensor 0.5–100
CL technique 1–500

ble reproducibility of the ECL system and this analytical method
or nitrite detection.

The interference experiments were carried out under the same
onditions as the nitrite detection. Common anions of NO3

−, Cl−

nd cations of Na+, K+ and NH4
+ at the concentration of 20 mM

id not cause any interference to the determination of 20 �M
itrite, indicating an acceptable selectivity for this method. How-
ver, 0.1 mM I− caused a great interference, where ECL intensity
ecreased by five times. According to the “electrochemical oxi-
ation inhibition”, all coexisted electroactive species with lower
xidation potential than light emitter [26] would act as interfer-
nts in nitrite detection when the IR drop could not be neglected.
hus, the detection of practical samples should be carried out by
ombining with effective separation techniques.

As shown in Table 1, the proposed method had lower LOD and
ider linear range than several reported electrochemical sensors.
oreover, the detection medium tended to be neutral, which would

reatly benefit its application in bioanalytical filed.

. Conclusions

The mechanism of coreactant sulfite induced anodic ECL of CdSe
Ds is studied in neutral system. Not only the concentration of

ulfite and solution pH but also the components of buffer play
mportant roles for obtaining the sensitive ECL emission at a rel-
tively low potential. The ECL emitter has been proved to be the
xcited QDs, which is produced from the collision of hole and
lectron injected QDs. The electron injected QDs result from the
eaction of QDs with O2

− formed in presence of oxidized sulfite
nd dissolved oxygen. The anodic ECL emission can be quenched
y electroactive quenchers such as nitrite via an “electrochemical

xidation inhibition” mechanism, producing the first ECL method
or detection of nitrite, with rapid speed, acceptable sensitivity and
electivity. By combined with effective separation techniques, this
ethod could be further developed for detection of nitrite in com-

lex practical samples. The CdSe QDs provide a potential alternative

[
[
[
[

[

0.08 4.2% [27]
0.61 – [19]
0.1 3.53% [28]
0.1 3.84% This work

for developing new ECL emitters. This work significantly extends
the application of QDs for constructing new rapid analytical meth-
ods of electroactive quenchers.

Acknowledgements

We gratefully acknowledge the support of the National Science
Fund for Creative Research Groups (20521503), the Key Program
(20535010) and Major Research Plan (90713015) from the National
Natural Science Foundation of China.

References

[1] S. Kulmala, J. Suomi, Anal. Chim. Acta 500 (2002) 21.
[2] Z. Ding, B.M. Quinn, S.K. Haram, L.E. Pell, B.A. Korgel, A.J. Bard, Science 296

(2002) 1293.
[3] A.P. Alivisatos, Science 271 (1996) 933.
[4] H. Jiang, H.X. Ju, Chem. Commun. (2007) 404.
[5] G.Z. Zou, H.X. Ju, Anal. Chem. 76 (2004) 6871.
[6] S.N. Ding, J.J. Xu, H.Y. Chen, Chem. Commun. (2006) 3631.
[7] H. Jiang, H.X. Ju, Anal. Chem. 79 (2007) 6690.
[8] G.F. Jie, B. Liu, H.C. Pan, J.J. Zhu, H.Y. Chen, Anal. Chem. 79 (2007) 5574.
[9] G.F. Jie, H.P. Huang, X.L. Sun, J.J. Zhu, Biosens. Bioelectron. 23 (2008) 1896.

[10] X. Liu, H. Jiang, J.P. Lei, H.X. Ju, Anal. Chem. 79 (2007) 8055.
[11] L.H. Zhang, X.Q. Zou, E. Ying, S.J. Dong, J. Phys. Chem. C 112 (2008) 4451.
12] M.M. Richter, Chem. Rev. 104 (2004) 3003.

[13] X. Liu, H.X. Ju, Anal. Chem. 13 (2008) 5377.
[14] X. Liu, L.X. Cheng, J.P. Lei, H.X. Ju, Analyst 133 (2008) 1161.
[15] A. Aydin, O. Ercan, S. Tascioglu, Talanta 66 (2005) 1181.
[16] I.M.P.L.V.O. Ferreira, S. Silva, Talanta 74 (2008) 1598.
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Arsine trapping on resistively heated tungsten coil was investigated and an analytical method for ultra-
trace arsenic determination in environmental samples was established. Several chemical modifiers,
including Re, Pt, Mo, Ta and Rh, were explored as permanent chemical modifiers for tungsten coil on-line
trapping and Rh gave the best performance. Arsine was on-line trapped on Rh-coated tungsten coil at
640 ◦C, then released at 1930 ◦C and subsequently delivered to an atomic fluorescence spectrometer (AFS)
by a mixture of Ar and H2 for measurement. In the medium of 2% (v/v) HCl and 3% (m/v) KBH4, arsine can
ydride trapping
tomic fluorescence spectrometry
ungsten coil
hodium chemical modifier
rsenic
peciation analysis

be selectively generated from As(III). Total inorganic arsenic was determined after pre-reduction of As(V)
to As(III) in 0.5% (m/v) thiourea–0.5% (m/v) ascorbic acid solution. The concentration of As(V) was calcu-
lated by difference between the total inorganic arsenic and As(III), and inorganic arsenic speciation was
thus achieved. With 8 min on-line trapping, the limit of detection was 10 ng L−1 for As(III) and 9 ng L−1 for
total As; and the precision was found to be <5% R.S.D. (n = 7) for 0.2 ng mL−1 As. The proposed method was
successfully applied in total arsenic determination of several standard reference materials and inorganic

is of n
arsenic speciation analys

. Introduction

Gas-phase trapping of volatile hydrides/atoms has advantages
f efficient enrichment, simple operation [1,2], and the allevia-
ion/elimination of gas-phase interference in hydride atomization
or analytical atomic spectrometry. In the past century, graphite
urnace is the predominant trapping device, thanks to the develop-

ent of chemical modifiers in graphite furnace atomic absorption
pectrometry. Recently, several novel trapping materials have also
een used: quartz tube [3,4], silica trap [5], molybdenum foil strip
6], tungsten tube [7], tungsten coil [8–14], and gold wire [15]. These
ovel traps offer substantial advantages over conventional graphite

urnace, such as smaller size and lower power requirement. Among
hese traps, tungsten coil is more attractive due to its broad avail-
bility and fast heating rate [16,17].

Arsenic is a ubiquitous element that ranks the 20th in abun-
ance in the earth’s crust, the 14th in the seawater, and the 2nd in

he human body [18]. Many epidemiological evidences show that
rsenic in drinking water causes diseases such as skin cancer and
everal internal cancers, especially lung, bladder and kidney can-
ers [19]. Besides, recent irregular anthropogenic activities have

∗ Corresponding author. Tel.: +86 28 85412798; fax: +86 28 85412798.
E-mail address: lvy@scu.edu.cn (Y. Lv).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.067
ature water samples.
© 2009 Elsevier B.V. All rights reserved.

resulted in worldwide arsenic contamination problems, especially
in Southeast Asian countries [20]. Inorganic arsenicals are the major
species found in water samples, and the trivalent species poses
more significant threats to human beings [21]. Being aware of the
toxicity of the arsenicals, worldwide authorities have already set
10 �g L−1 as the limit in drinking water [21]. The low concentration
of arsenic together with the requirement for arsenic speciation to
address the exact toxicity of arsenicals in drinking water has posed
significant challenge to scientific community [22–28].

Atomic fluorescence spectrometry (AFS) is a great technique for
trace elemental analysis, and especially advantageous for those ele-
ments, such as As and Se, that can easily form volatile hydrides for
sample introduction. Recently, tungsten coil electrothermal vapor-
ization has also been successfully used for sample introduction into
AFS [29,30] in our laboratory. In order to further increase the sensi-
tivity for arsenic determination, we combined the use of tungsten
coil for arsine trapping and ETV sample introduction for AFS deter-
mination for the purpose of inorganic arsenic speciation.

2. Experimental
2.1. Instrumentation

A model AFS-2202 non-dispersive atomic fluorescence spec-
trometer (Beijing Haiguang Instrument Co., Beijing, China) was
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Table 1
AFS working parameters.

Parameter Setting

As hollow cathode lamp 193.7 nm, 80 mA
Negative voltage of photomultiplier tube 320 V
Observation height 7 mm
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ead mode Peak area
hield gas flow rate 1200 mL min−1

arrier argon flow rate 200 mL min−1

arrier hydrogen flow rate 60 mL min−1

sed in this work. The instrument is equipped with a pro-
rammable intermittent reactor and two gas–liquid separators to
acilitate hydride generation and gas–liquid separation. Arsenic
igh-intensity hollow cathode lamp (HCL, Research Institute of
on-Ferrous Metals, Beijing, China) was used as the radiation

ource. The working parameters of HG-AFS were optimized and
ummarized in Table 1.

The tungsten coil electrothermal trapper and its connection
o AFS have been described previously [30]. A tungsten coil
as extracted from a commercially available slide projector bulb

HLX 64633, OSRAM, Munich, Germany) and assembled to the
aboratory-constructed ETV glass cell. The coil temperature in Cel-
ius was based on voltamperometric measurement. A mixture of
r and H2 was employed as carrier gas, and Ar was served as shield
as.

A common microwave oven (Model PJ17C-M, Midea Corpora-
ion, Guangdong, China) with a full power of 700 W was used for the
losed-vessel (70 mL Teflon containers) microwave sample diges-
ion. An electric hot plate (Model EH20A, LabTech Corporation,
eijing, China) with a controllable temperature range of 40–250 ◦C
as used for the evaporation of the digests.

.2. Reagents

All reagents used were of analytical-reagent grade, except
ydrochloric acid (Beijing Chemical Research Institute, China) was
etal-oxide semiconductor (MOS) grade (with lower blank arsenic

evels than analytical grade ones). High purity doubly distilled
ater (DDW) was used throughout the whole work. All solutions
ere stored in high-density polyethylene bottles. Plastic bottles and

lassware materials were cleaned by soaking in 10% (v/v) HNO3 for
4 h, rinsing five times with DDW and dried in a clean oven.

Standard stock solution of As(III) (1000 mg L−1) was purchased
rom the National Center for Reference Material (Beijing, China).
s(V) (1000 mg L−1) standard stock solution, was prepared by dis-
olving 0.416 g Na2HAsO4 (Merck) with 100 mL double-distilled
ater. Arsenic working solutions in the �g L−1 and sub-�g L−1

ange were obtained by stepwise dilution from the stock solution.
olution of KBH4 was stabilized with 3 g L−1 KOH.

Several certified reference materials were purchased from
ational Center for Reference Material (Beijing, China) to validate

he accuracy of the proposed method: GBW 07601, human hair;
BW 07605, tea leaf; and GBW(E) 08390 and GBW(E) 08391, simu-

ated water. GBW 07601 and GBW 07605 were decomposed using
icrowave-assisted digestion. Briefly, 0.2 g of the sample powder
as added to Teflon vessels containing 2 mL HNO3 and 2 mL H2O2.

he Teflon vessels were closed tightly and put into the microwave
ven for digestion. The heating program was 200 W for 3 min,
00 W for 5 min, 700 W for 3 min, and 400 W for 3 min. After cool-

ng to ambient temperature, the digests were then quantitatively

ransferred into Teflon crucibles and heated to almost dry on the
lectric hot plate at 200 ◦C. The residues were diluted with DDW and
djusted to the final composition containing 6% (v/v) hydrochlo-
ic acid, 0.5% (m/v) thiourea and 0.5% (m/v) ascorbic acid. 30 min
re-reduction time was used before total arsenic analysis. Water
(2009) 885–890

samples were collected from the Hehua Lake on campus and Funan
River in Chengdu, China. The water samples were filtered through
a 0.45 �m filter prior to speciation analysis.

2.3. Coating tungsten coils

A newly extracted tungsten coil was subjected to the following
heating program for noble-metal coating: 3.8 A, 60 s; 4.2 A, 30 s; 0 A,
5 s; and 7.0 A, 5 s. For all the metal solutions (Re, Pt, Mo, Ta and Rh,
1 g L−1), a 20 �L-aliquot was manually pipetted onto the coil surface
for several trials, resulting in different amount of noble metal coated
onto the coil surface. During the coating process, H2 and Ar flow
rates were kept constant at 40 and 300 mL min−1, respectively.

2.4. Procedure

For arsine generation, the reductant and the analyte solutions
were pumped at a flow rate of 5 and 6 mL min−1, respectively, and
mixed in a 3-way PTFE connector. Arsenic in 2% (v/v) hydrochloric
acid and the reductant of 3% (m/v) KBH4 solution was used for selec-
tive generation of arsine from As(III). For total As determination,
pre-reduction of As(V) to As(III) with 0.5% (m/v) thiourea and 0.5%
(m/v) ascorbic acid was carried out for 30 min. Arsenic in 6% (v/v)
hydrochloric acid and the reductant of 3% (m/v) KBH4 solution was
used as optimum arsine generation medium of the pre-reducted
solution.

The generated arsine was subjected to a two-step gas–liquid sep-
aration in order to ensure efficient elimination of moisture in the gas
mixture, and trapped on the metal-coated tungsten coil. The on-line
trapping procedure consisted of two steps: firstly, arsine was trans-
ported by a mixture of Ar (200 mL min−1) and H2 (60 mL min−1) and
trapped on the heated tungsten coil (640 ◦C, 5.0 A), and secondly,
the enriched arsenic species was released by increasing the tung-
sten coil temperature to 1930 ◦C (8.0 A) and further swept to AFS
detector for the measurement of arsenic.

3. Results and discussion

3.1. Separation of arsenic species and optimization of hydride
generation parameters

Because of the difference of pK1 between arsenic acid and arse-
nous acid at ambient conditions (2.3 for arsenic acid and 9.2 for
arsenous acid), As(V) can react with KBH4 with lower reaction
kinetics than As(III), that is, differentiation of As(III) and As(V) could
be achieved simply by exploiting the concentration dependency of
the KBH4 and HCl reaction [31]. Though such an approach is limited
for inorganic arsenicals, it is applicable for the arsenic speciation in
natural waters where inorganic arsenic species are dominant. In
this work, the selective generation of arsine from As(III) was sim-
ply accomplished based on the use of appropriate concentration
of HCl and KBH4. Then As(V) was reduced upon the pre-reduction
with thiourea and ascorbic acid and total amount of As was sub-
sequently obtained. The concentration of As(V) was obtained via
subtraction of As(III) from the total As.

The effect of HCl concentration on the atomic fluorescence
intensity of As(III) and As(V) was investigated and the results were
shown in Fig. 1a. The signal intensity rises significantly with the
concentration of HCl for both As(III) and As(V), and this corresponds
to an improvement in the hydride generation efficiency from the
two species. The signal intensity of As(III) and As(V) tended to level

off when further increasing the HCl concentration after 6% (v/v).
The influence of KBH4 concentration on the generation of arsine
from As(V) and As(III) was also studied with the results shown in
Fig. 1b. An increase of KBH4 concentration produces an increase of
As(III) signal intensity and a decrease of As(V) signal intensity until
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Fig. 1. As(III) and As(V) fluorescence signal intensity dependence on HCl concen-
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of the coating [11,30,32]. And considering the tedious operation
of the metal coating, 400 �g amount was selected. In this work,
each coating (400 �g Rh) remained stable for about 300 firings,
and up to 10% signal intensity loss could be observed thereafter,
thus recoating was needed.
ration and KBH4 concentration: (a) effect of HCl concentration with 2% (m/v) KBH4

nd (b) effect of KBH4 concentration with 2% (v/v) HCl. The error bars indicate the
.D. of three replicates. The 100% fluorescence intensity represents the maximum
ignal intensity during the optimization of the corresponding parameter.

% (m/v), and then the decrease of both As(III) and As(V) signal
ntensity was observed after that probably because of the analyte
ilution caused by excessive produced hydrogen. Therefore, 2% (v/v)
Cl and 3% (m/v) KBH4 were selected for the selective arsine gener-
tion from As(III). Although partial overlap of the reduction of As(III)
nd As(V) to arsine exist (about 6% at the same concentration),
his hydride generation condition was only selected for systematic
ptimization considering both separation efficiency and sensitiv-
ty. For higher concentration ratios of As(V) to As(III), the resolution
etween As(III) and As(V) should be increased by lowering the HCl
oncentration, as indicated by Kumar and Riyazuddin [31].

It was found that upon pre-reduction for 30 min with 0.5% (m/v)
f thiourea and 0.5% (m/v) of ascorbic acid at room temperature,
s(V) was successfully converted to As(III). Total amount of As was

hus determined at the optimal HCl and KBH4 condition, i.e., 6%
v/v) HCl and 2% (m/v) KBH4.

.2. Optimization of tungsten coil trapping conditions
.2.1. Evaluation of permanent modifier coating
Permanent chemical modifier was firstly introduced to tungsten

oil hydride trapping by Barbosa et al. for selenium hydride trap-
ing [14], later they have investigated the trapping of arsine with
hodium-coated coil [11]. Generally, the use of permanent chemical
(2009) 885–890 887

modifiers in tungsten coil trapping was inherited from the knowl-
edge of hydride trapping in graphite furnace. Bare tungsten coil can
trap bismuth hydride [30], as tungsten is also an important chemical
modifier in graphite furnace. However, this is not applicable for Se,
As and Sb and thus further coating of the tungsten coil with a thin
layer of noble metal was indispensable. We also demonstrated that
the noble metal coating was more effective than the bare tungsten
coil, resulting in 60% increase of trapping efficiency [30]. Prelimi-
nary experiments in this work showed that trapping of arsine was
not successful with un-coated tungsten coil. Since, several poten-
tial chemical modifiers, i.e., Pt, Rh, Re, Ta and Mo (200 �g), were
coated on tungsten coil for trapping of arsine. As shown in Fig. 2a,
all these metals pose the ability for arsine trapping, but their per-
formances are varied. Ta coating exhibits a best trapping efficiency
but the signal intensity was highly unstable. Finally, Rh coating was
chosen for the further studies considering both trapping efficiency
and stability.

The suitable amount of Rh coated on tungsten coil was investi-
gated in the range of 50–400 �g. As shown in Fig. 2b, for routine
trapping, 50 �g amount is enough. Several former studies have
shown the coated amount has a close relationship with the lifetime
Fig. 2. Effect of W-coil permanent chemical modifiers: (a) comparison of different
metal modifiers and (b) comparison of different amounts of Rh modifier. The error
bars indicate the S.D. of three replicates. The 100% fluorescence intensity repre-
sents the maximum signal intensity during the optimization of the corresponding
parameter.
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Fig. 3. Effect of carrier hydrogen and argon gas flow rates: trapping time 120 s,
1.0 ng mL−1 As; argon flow rate was 200 mL min−1 as the hydrogen flow rate was
v −1
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Table 2
Analytical figures of merit of the proposed method.

Parameter W-coil trap AFS

As(III) Total As

Sample volume (mL) 48 48
Trapping time (min) 8 8
Calibration function If = 1118 C (�g L−1) + 4.943 If = 1673 C (�g L−1)−3.120
Correlation

coefficient (R)
0.9995 0.9994

Limit of detection
(ng L−1) (3�)

10 9
aried; hydrogen flow rate was 60 mL min as the argon flow rate was varied. The
rror bars indicate the S.D. of three replicates. The 100% fluorescence intensity rep-
esents the maximum signal intensity during the optimization of the corresponding
arameter.

.2.2. Effect of trapping temperature and vaporization
emperature

Coil temperature was a key parameter for W-coil hydride trap-
ing. The optimum trapping temperature of tungsten coil was
ound to be 640 ◦C (5.0 A), while Barbosa et al. reported a maxi-

um arsenic trapping efficiency at the temperature of 520 ◦C on
h-coated tungsten coil [11] and Dočekal and Marek [7] found
00–900 ◦C was the best for arsenic trapping on Rh-coated tung-
ten tube. The difference in trapping temperature between these
orks probably lies in a comprehensive effect of carrier gas compo-

ition and flow rate, mass of Rh modifier as well as the construction
f trapping device, which affects the interaction between arsenic
ydride and tungsten surface. In order to determine the opti-
um vaporization temperature, the trapping temperature was
et to 640 ◦C (5.0 A) and the vaporization temperature was var-
ed between 1630 and 2060 ◦C (7.0–8.5 A). The fluorescence signal
ntensity increased with temperature up to 1930 ◦C (8.0 A) and
tayed constant between 1930 and 2060 ◦C (8.0–8.5 A); therefore,

ig. 4. Analytical signal intensity versus sample volume for 0.2 ng mL−1 As(III) and
otal As: sampling rate, 6 mL min−1. The error bars indicate the S.D. of three repli-
ates.
Absolute limit of
detection (ng) (3�)

0.5 0.4

Precision (R.S.D., %) 4.9 (0.2 �g L−1, n = 7) 4.2 (0.2 �g L−1, n = 7)

1930 ◦C (8.0 A) was selected as the vaporization temperature. With
vaporization temperature lower than 1930 ◦C (8.0 A), instability of
the signal intensity caused by memory effects was also observed as
was reported in our previous work of bismuth trapping [30].

Although the exact mechanism for arsine trapping was absent
presently, we can still get some knowledge from the well-known
Marsh test used in toxicology for detection of arsenic that arsenic
atoms may be the eventual trapped species. After gas–liquid sepa-
ration, the gaseous phase contains considerable amount of oxygen
as an impurity [33]. As indicated by Dočekal [6], very fast reaction
of hydrogen with oxygen can be induced upon contact of gaseous
species with heated trapping device with catalysts such as noble
metals. Accordingly, hydrides may be converted to corresponding
atoms and subsequently trapped by the tungsten coil. In our previ-
ous work of tungsten coil electrothermal vaporization-AFS [29], the
best vaporization temperature for arsenic was 1730 ◦C, it is expected
arsenic atoms were sputtered from the tungsten coil at the vapor-
ization stage. Similar vaporization temperature in these two works
may confirm that the analyte species vaporized from tungsten coil
in the current work is probably arsenic atoms. However, further
study concerning the trapping mechanism is still needed.

3.3. Effect of the gas flow rate

3.3.1. Effect of hydrogen and argon carrier gas flow rates

Carrier gas flow rate was another key parameter for W-coil as

was reported in graphite furnace hydride trapping [2]. The effects
of the flow rates of Ar and H2 on the trapping of arsenic hydride
are shown in Fig. 3. When the W-coil atomizer was used, an addi-

Fig. 5. The analytical signal obtained from 1 ng mL−1 As by the W-trap HG-AFS with
120 s trapping and conventional HG-AFS. The parameters used for conventional HG-
AFS are the same with W-trap HG-AFS except tungsten coil conditions.
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Table 3
Comparison of the LODs by similar methods.

Method Total As As(III) Sample volume (mL) Ref.

Relative LODs (�g L−1) Absolute LODs (pg) Relative LODs (�g L−1) Absolute LODs (pg)

W-trap HG-AFS 0.009 430 0.01 480 48 This work
HG-AFS 0.07 70 0.09 90 1 This work
W-coil ETV-AFS 10 200 –a –a 0.02 [29]
W-trap HG-AAS 0.11 160 –a –a 1.5 [11]
In situ trapping tungsten tube atomizer-AAS 0.15 150 –a –a 1 [7]
In situ trapping HG-GF-AAS 0.0043 43 –a –a 10 [36]
Hydride trapping ETV-ICP-MS 0.014 7 –a –a 0.5 [37]
In situ Trapping FAAS 4 40000 a a

FI on-line sorption HG-AFS 0.023 140
HG–cryotrapping–AAS 0.135 80

a No data available.

Table 4
Analytical results of standard reference materials in comparison with the certified
values (n = 3 for each sample).

Samples Certified (�g g−1) Found (�g g−1)

GBW 07601 Human hair 0.28 ± 0.05 0.26 ± 0.01
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BW 07605 Tea leaf 0.28 ± 0.04 0.27 ± 0.02
BW(E) 08390 Simulated water 0.50 ± 0.02 0.48 ± 0.01
BW(E) 08391 Simulated water 4.0 ± 0.1 4.0 ± 0.2

ional hydrogen gas is necessary in order to avoid oxidation of the
-coil [16]. Besides, H2 also serves as the build-up of the minia-

ure Ar–H2 flame in AFS. The hydrogen gas flow rate was varied
etween 20 and 100 mL min−1. When H2 flow rates were lower
han 60 mL min−1, the oxidation of the W-coil can be observed visu-
lly after a few firings as vaporization cell became cloudy, and this
ould cause serious scattering due to the co-vaporization of the

ungsten oxide [29]. The Ar flow rates were studied in the range
f 100–500 mL min−1. At H2 flow rates higher than 60 mL min−1

nd Ar higher than 200 mL min−1, the fluorescence signal intensity
ecreases probably due to dilution of the analyte in the atom cell
s well as purge effect to the adsorbed analyte on the tungsten coil
urface. It is shown in Fig. 3 that lower flow rates of either Ar or
2 caused a sharp decrease of fluorescence signal intensity, which

s different from bismuthine trapping in our previous work [30],
robably because higher carrier gas flow rate is needed for the effec-
ive transportation of arsine [34]. In both trapping and vaporization
teps, the same carrier gas flow rate was used for convenience con-
ideration.

.3.2. Effect of argon shield gas flow rate
Similar with the flame-in-gas-shield atomizer employed in

ydride atomization developed by Dědina et al. [33,35], argon shield

as is used to prevent extraneous air from entering the current
iniaturized Ar/H2 flame to ensure its stability. Thus the contam-

nation from oxygen in extraneous air may result in reaction of
ree atoms with oxygen and hence decrease the free atom popula-

able 5
etermination of inorganic arsenic species in natural water samples.

amples Added (�g L−1) Foun

As(III) As(V) As(II

ake water 0 0 0.70
0.50 0.50 1.22
1.00 1.00 1.76

iver water 0 0 0.23
0.50 0.50 0.70
1.00 1.00 1.27

a Mean of three determinations.
b Calculated value.
– – 10 [38]
0.023 140 6 [39]
0.100 60 0.6 [40]

tion. In this work, higher signal intensity was obtained with higher
shield gas flow rates; finally the shield gas flow rate was set to be
1200 mL min−1 in the further studies, which is the upper limit of
the instrument settings. The use of high shield gas flow rate also
implied that arsine atomization was sensitive to extraneous oxygen
interference.

3.4. Analytical figures of merit

3.4.1. Trapping time
The relation between the analytical signal intensity and the

sample volume was investigated with a 0.2 ng mL−1 As(III) solu-
tion using the hydride generation parameters for As(III) and total
arsenic as shown in Fig. 4. In the current study, the sampling rate
was 6 mL min−1. Good linearity of sample volume versus analytical
signal intensity was found when the sample volume varied from
6 mL (60 s) to 48 mL (480 s). The reagent blank of As(III) and total
arsenic was calculated to be about 0.04 and 0.1 ng mL−1 respec-
tively, which was a limitation for the LOD improvement for the
proposed new technique. Reagent blank was thought to be brought
by HCl used in the analyte solution.

3.4.2. Signal profile, calibration plots, precision and LOD
After selecting the optimum parameters for W-coil trap sys-

tem, analytical figures of merit of the W-coil trap AFS for inorganic
arsenic speciation are shown in Table 2. The reproducibility of
the measurements was <5% R.S.D. (N = 7) for 8 min trapping of
0.2 ng mL−1 As solution. A comparison of AFS signal profile shown in
Fig. 5 was obtained for 1 ng mL−1 As standard with and without W-
trap, sensitivity improvement can be directly visualized. Without
W-coil trap, no obvious signal peak was present; while with 120 s
trapping, the signal peak for 1 ng mL−1 is clearly visible. Temporal
son, in conventional HG-AFS, signal width is at least 12 s because it
accumulates sensitivity from a large sampling volume and thus rel-
atively longer time is needed for delivering the sample to react with
KBH4. The calculated LOD (3�) for the determination is 10 ng L−1 for

d (�g L−1)a Recovery %

I) As(V)b As(III) As(V)b

± 0.01 0.10 ± 0.07 – –
± 0.02 0.65 ± 0.02 104 110
± 0.06 1.02 ± 0.04 106 92

± 0.01 0.80 ± 0.03 – –
± 0.02 1.32 ± 0.03 94 104
± 0.03 1.78 ± 0.03 104 98
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s(III) and 9 ng L−1 for total As with 480 s trapping time. The limit
f detection of the proposed method is compared with the litera-
ure values in Table 3. As seen in Table 3, the concentration limit of
etection is comparable with the others or better. Compared with
he proposed hyphenation system, either ICP-MS or GF-AAS is much

ore expensive. Furthermore, even better sensitivity can be eas-
ly achieved using longer trapping time, due to the good trapping
apacity of the Rh-coated tungsten coil.

.4.3. Accuracy test
The accuracy of the proposed method for total arsenic deter-

ination was verified by analyzing several certified reference
aterials. The analytical results are given in Table 4 and a t-test

hows that the analytical results by the proposed method have
o significant difference from the certified values at the confi-
ence level of 95%. To further verify the accuracy of the proposed
ethod for inorganic arsenic speciation analysis, lake and river
ater samples were also analyzed. The water samples were fil-

ered through a 0.45 �m membrane filter and analyzed as soon
s possible after sampling. In addition, the recovery experiments
f different amounts of As(III) and As(V) were carried out, and the
esults are shown in Table 5. The results indicated that the recover-
es were reasonable for trace analysis, ranging from 92 to 110%.

. Conclusions

W-coil hydride trap was successfully applied in inorganic
rsenic speciation analysis of water samples. Using proper reac-
ion medium, arsine is selectively generated from As(III), on-line
rapped on an rhodium-coated tungsten coil and subsequently
aporized and determined by AFS. Total inorganic arsenic could be
etermined after conversion of As(V) to As(III) with a reduction
reatment by thiourea and ascorbic acid. The W-coil hydride trap
reatly improved the sensitivity and the LOD for the determination
f arsenic at ultratrace levels. Due to the great improvements of sen-
itivity as well as simplicity and cost-effectiveness, the proposed
ethod may be used for the speciation of vapor forming organic

rsenic species and speciation analysis of other vapor forming ele-
ents.
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a b s t r a c t

Quantum dots (QDs) have been used as a new class of bioprobes in medical imaging in recent years. The
study of interaction between QDs and biomacromolecules is important for interpreting biological data. In
this work, Rayleigh light scattering (RLS) was employed to investigate the nonspecific interaction between
ccepted 12 December 2008
vailable online 24 December 2008

eywords:
uantum dots

mmunoglobulin G

mercaptoacetic acid modified CdSe/ZnS quantum dots (MAA–QDs) and human immunoglobulin G (IgG).
The conjugation processes between QDs and IgG in different conditions including addition sequence, pH
were carefully studied. The addition of IgG to QDs solution was found to form a fixed size of QDs–IgG
conjugate, with the QDs-to-IgG ratio of ∼13, while the addition of QDs to IgG solution resulted in a
gradually increased conjugate size, with variable QDs-to-IgG ratio till the binding saturation was reached.
onspecific interaction
ayleigh light scattering

. Introduction

Quantum dots (QDs), a class of luminescent inorganic nanopar-
icles, have found their application as bioprobes in many fields
uch as cellular imaging with multicolour [1,2], monitoring pro-
ein movement in vitro [3], sensitive detection of some dangerous
oxins [4,5] and bacteria [6,7], and live animal targeting and imag-
ng [8–10], owing to their superior optical properties. Although a
igh sensitivity has been achieved by the use of QDs comparing
ith some traditional organic probes, some problems still need to

e resolved, among which the nonspecific interaction between QDs
nd protein is an urgent one. In order to overcome its nonspecific
dsorption, many methods have been developed, among which the
odification of QDs with polyethylene glycol, a kind of biocompat-

ble material, has been reported frequently [11,12]. However, the
etailed investigation of the nonspecific interaction between QDs
nd protein, which involves the nature of this interaction and the
onspecific binding ratio of QDs to protein, is rarely reported.

Mainly two methods have been used to investigate the bind-
ng ratio of QDs to protein at present. One is to measure the
iameter of QDs, QDs–protein conjugate and protein molecules,

espectively, calculate the proportion of the diameter correspond-
ng to QDs–protein conjugate in a visual field, then estimate the
onjugation efficiency and ratio [13]. The high resolution of Atomic
orce Microscopy (AFM) renders itself an unmatched tool in this job

∗ Corresponding author. Tel.: +86 27 68756759; fax: +86 27 68754685.
E-mail address: zlzhang@whu.edu.cn (Z.-L. Zhang).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.033
© 2008 Elsevier B.V. All rights reserved.

[13]. However, the broad effect [14] of AFM tip and the limited size
of the visual field in AFM measurement could add errors to the final
result. Moreover, the manipulation of AFM usually depends on skills
and is time-consuming, hampering the wide use of AFM. Another
widely used method is the combination of chromatography separa-
tion and fluorescence detection, in which human immunoglobulin
G (IgG) is labeled with a fluorescent dye [15]. Compared with AFM,
fluorescence spectrometer is easy to operate and can realize the
fast detection, and, because of the large size of visual field, the final
result is more comprehensive and accurate. However, the influence
of the fluorescent dye on the conjugation efficiency of QDs with IgG
cannot be neglected and is not easy to estimate.

Rayleigh light scattering (RLS) is a new and attractive method
for the analysis of micro-amount of biomacromolecules in recently
years due to its simplicity, rapidness and high sensitivity [16].
Resonance-enhanced RLS was first brought forward by Pasternack
in 1993 [17,18], and was further used for quantitative study of
the interaction between DNA and some organic fluorescent dyes
[19,20]. Although the conditions for resonance-enhanced RLS are
not easily met, that is the enhanced scattering peak should be
close to the absorption band [21], the applications of general
RLS to biochemical analysis, in which RLS peaks appear around
the least absorption, have also been reported [22–24]. Recently,
some nanoparticles have shown their power in the analysis of

biomacromolecules by RLS [25,26]. For example, highly sensitive
and selective detection of standard proteins and the study of their
functionality have been achieved by attachment of gold nanopar-
ticles followed by silver enhancement and RLS detection [25]. In
another study, gold RLS particles were used for sensitive detec-
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ion of DNA hybridization on cDNA microarrays [26]. As the RLS
nhancement is greatly influenced by the electric coupling effect
nd the aggregated particle size [16,17], which are both important
actors in the conjugation of QDs to proteins, this technique was
mployed here to investigate the nonspecific interaction between
ercaptoacetic acid modified CdSe/ZnS quantum dots (MAA–QDs)

nd IgG. The study mainly focuses on the interaction nature, conju-
ation efficiency, and the ratio of QDs conjugated to IgG in different
onditions.

. Experimental

.1. Instruments

UV–vis absorbance spectra were taken on UV-VIS Spectrome-
er TU-1901 (Beijing Purkinje General). Fluorescence spectra were
aken on fluorescence spectrometer LS55 (PerkinElmer). Fluores-
ence images of QDs (0.255 �M, calculated according to Ref. [27])
nd QDs–IgG conjugates (prepared by adding 6 �L of 6.25 �M IgG
n 3 mL of 0.255 �M QDs) were obtained using a Hg lamp with
xcitation wavelength of 365 nm and an oil objective (100×) on an
nverted fluorescence microscope (FM) (Olympus IX70). For trans-

ission electron microscopy (TEM) measurement, the QDs solution
nd QDs–IgG solution (both the same as for FM) were dropped
irectly onto copper grids coated with carbon film, and dried under
lamp. TEM were carried out on a JEOL-JEM 2010 microscope oper-
ted at 200 kV with the accelerating voltage of 200 kV. The RLS
easurement was realized on a common fluorescence spectrom-

ter (PerkinElmer, LS55) by choosing the mode of synchronous
uorescence (�� = 0) with appropriate widths for excitation slit
nd emission slit, and setting the scanning range from 200 to
00 nm. Dynamic light scattering (DLS) measurement was carried
ut on a Nano-ZS ZEN 3600 (MALVERN). To study the influence of pH
n RLS of QDs–IgG conjugate system, 6 �L of IgG solution (1 mg/mL,
repared in 0.1 M pH 7.0 phosphate buffer) was added in 3 mL of QDs
olution (0.3 �M, prepared in 0.1 M phosphated buffer with differ-
nt pH values). Zeta potential of QDs (1 �M) and IgG (125 �M) (both
repared in pure water) was determined by a Zetasizer Nano ZS90
Malvern Instruments), with three measurements for each solution.

.2. Preparation of MAA modified QDs

CdSe/ZnS QDs were synthesized in our lab as previously reported
28]. For the purpose of water solubility, QDs were modified
ith MAA (Sigma–Aldrich). Briefly, tri-n-octylphosphine oxide

TOPO, Sigma–Aldrich)-capped CdSe/ZnS core–shell nanoparti-
les (1.5 mL), were first washed several times using ethanol to
emove the TOPO molecules on the surface of the QDs. Then,
he CdSe/ZnS core–shell nanoparticles were dispersed in 1 mL
f N,N′-dimethylformamide using ultrasonic power before adding
quivalent volume of MAA. After a 30-min shaking of the mix-
ure, tetramethylammoniumhydroxide (Sigma–Aldrich) was added
o deprotonate the terminal mercaptoacetic carboxyl group. At last,
he MAA modified QDs were precipitated with 1 mL of tetrahydro-
uran and redispersed in water.

. Results and discussion

.1. Spectra of QDs, IgG and QDs–IgG
In a typical resonance RLS, a special elastic scattering, could
ccur when the wavelength of Rayleigh scattering is located at or
lose to the molecular absorption band. The frequency of the elec-
romagnetic wave absorbed by the electron is equal to its scattering
requency. Due to the rescattering caused by the intensive absorp-
Fig. 1. RLS spectra of 0.255 �M QDs, 6.25 �M human IgG, and the solution containing
both QDs and IgG (6 �L of 6.25 �M IgG added to 3 mL of 0.255 �M QDs).

tion of light energy of the electron, the scattering intensity is greatly
enhanced. Fig. 1 shows the RLS spectra of QDs, human IgG and the
solution containing both QDs and IgG. Those RLS spectra are strong
and wide, ranging from 300 to 600 nm. This is different from that
of traditional organic dyes [16–20], the peak of which in resonance
RLS spectrum is much narrower, with the peak near their maximum
absorption in UV–vis spectrum. While for QDs, their RLS intensity
and UV–vis absorption both cover a very wide wavelength range.
The broad peak is not centered on the 380 nm QDs main absorption,
and seems to be a combined result of (i) the strong absorption of
the main UV feature of QDs, (ii) the low energy of the Xe lamp in
the UV region and (iii) in general the instrument transfer function.
In this case, the RLS observed in the present study is probably not a
typical resonance RLS, but a conventional RLS, which occurs when
the particle size is much smaller than the wavelength of the inci-
dence light even when there is no strong absorption of light on the
particle. However, even for a conventional RLS, an enhanced light
scattering (LS) could still be generated when a dye interacts with
some macromolecules [22,23].

In our study, a sharp increase of RLS signal was observed when
mixing the human IgG solution with QDs solution (Fig. 1). Only an
addition of 6 �g (37.5 pmol, assuming molecular weight of human
IgG is 160 kD) of IgG to 3 mL of QDs (0.255 �M) solution resulted
in a twofold increase of RLS intensity. As the intensity of RLS sig-
nal is relative to the particle diameter [17,18], this increase reflects
an interaction between QDs and human IgG, namely the formation
of QDs–IgG clusters. This is also illustrated in the images taken by
FM and TEM (Fig. 2). Fig. 2A and B shows that, after the addition of
human IgG to the QDs solution, the dispersed nanoparticles came
into agglomerates. This phenomenon was also confirmed by TEM.
The interaction between QDs and IgG also caused a little red-shift
for quantum confining peak in UV–vis absorption spectra (Fig. 3A)
and fluorescence peak (Fig. 3B). The decrease of fluorescence inten-
sity is probably because that, when several QDs nanoparticles in a
QDs–IgG cluster are only isolated from each other by a distance not
much larger than the size of one particle, fluorescence of those QDs
would be significantly quenched due to re-absorption and Forster
energy transfer [29,30].
3.2. Interaction nature between QDs and IgG

In our study, there were no activated or cross-linking reagents
in the system, and under common conditions the terminal car-
boxyl group of MAA on QDs surface cannot combine with amino



702 J. Liu et al. / Talanta 78 (2009) 700–704

Fig. 2. Fluorescence microscopy images of MAA modified QDs (0.255 �M) (A) and QDs–I
modified QDs (0.255 �M) (C) and QDs–IgG (6 �L of 6.25 �M IgG added to 3 mL of 0.255 �

Fig. 3. The absorption spectra of QDs and QDs–IgG (A) and fluorescence spectra of
QDs and QDs–IgG (B). The concentration of QDs was 0.255 �M, and the QDs–IgG
solution was prepared by adding 6 �L of 6.25 �M IgG to 3 mL of 0.255 �M QDs.
gG (6 �L of 6.25 �M IgG added to 3 mL of 0.255 �M QDs) (B); TEM images of MAA
M QDs) (D).

acid of IgG in the manner of chemical bond. Therefore, the interac-
tion between QDs and IgG in our research could be classified into
noncovalent interaction, such as electrostatic interaction.

The influences of pH value of QDs solution on RLS intensity have
been investigated to study this noncovalent interaction. Fig. 4 shows
that, the RLS intensity at 380 nm does not fluctuate too much from
pH 6.5 to 8.0, while a sharp increase of RLS intensity appears below
pH 6.5. As the surface of QDs is negatively charged at pH values

above the pKa of MAA, 5.20, and human IgG is positively charged
when pH is below its pI (6.0–7.0 [31]), the intensive electrostatic
interaction between the two species could be the main reason of
the increase of RLS intensity from pH 6.5 to 5.0. An increase in pH

Fig. 4. The influence of pH values (0.1 M phosphate solution) on the RLS intensity
of QDs–IgG conjugate solution. The concentrations of QDs and IgG are 0.3 �M and
0.0125 �M, respectively. Each dot represents the average of three measurements at
a pH value, with the error bars showing the standard deviations.
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Fig. 5. The relationship between RLS intensity and the addition of human IgG, with
the concentration of QDs kept constant (A); and the relationship between light scat-
J. Liu et al. / Talan

eads to a decrease of positive charge on IgG, which can weaken
he binding of QDs to IgG. The zeta potential of QDs and IgG in
ure water was measured to be−12.6±0.3 and−0.450±0.223 mV,
espectively. The weak negative charge of IgG in pure water is due
o its 6.0–7.0 pI value, and could explain the relatively weak RLS
ntensity of QDs–IgG solution near pH 7.0 (Fig. 4).

.3. Influence of addition sequence of QDs and IgG on conjugate
ormation

A simple and efficient method for evaluating the nonspecific
nteraction between QDs and IgG, such as the conjugation efficiency
nd the ratio of QDs conjugated to IgG was developed based on
LS. Previous studies have shown that, the sequence for mixing
roteins and dyes result in different RLS intensities [23,24], sug-
esting an addition-sequence related interaction nature between
iomacromolecules and nanoparticles. Therefore, the present study
as carried out in two different conditions: one is adding human

gG solution to the QDs solution (QDs in excess), while the other
s adding QDs solution to the human IgG solution (human IgG in
xcess). The relation between RLS intensity (at 380 nm) and the
ddition of human IgG in the first condition is shown in Fig. 5A.
t can be seen that, with the addition of human IgG, RLS intensity
ncreases linearly first and then levels off. According to Refs. [23,24],

hen all the other conditions are kept constant, the change of RLS
ntensity is related to two factors: one is the change of the parti-
le size, and the other is the amount of particle formed. The linear
ncrease of RLS intensity relative to the addition of IgG suggests
constant size variation. In other words, the particles investigated

hange from a fixed size (single QDs) to another fixed size (QDs–IgG
onjugates), and the increase of RLS reflects an increased number of
Ds–IgG conjugates, instead of the increased size of QDs–IgG con-

ugate. Therefore, in this situation, the size of QDs–IgG conjugates
ormed is kept almost constant. This was further confirmed by DLS
xperiments (Fig. 6A), in which the size distribution of QDs–IgG
onjugates was kept in a narrow range. In Fig. 5A, the intersection
oint (P1) of two tangents could be regarded as the ideal conju-
ation saturation point, where the amount of human IgG added
s 9.35 �g, which amounts to 58.4 pmol, assuming that the molec-
lar weight of human IgG is 160 kD. At the same time, there are
.771 nmol of QDs in solution (calculated according to Ref. [27]).
herefore, the average number of QDs conjugated to a single human
gG molecule is 13.2. Although this QDs-to-IgG ratio seems very
igh considering the size of single QD and IgG, a similar result has
een reported by other group [32], in which QDs were conjugated
o IgG by covalent interaction instead of noncovalent interaction.
he actual RLS intensity (dots in Fig. 5A) is lower than the ideal
ntensity probably owing to the equilibrium between the forma-
ion and dissociation of QD–IgG conjugate. The gap between the P1
nd P2 could be attributed to the amount of free QDs and IgG. The
onjugation efficiency (84%) is thus calculated by dividing the RLS
ntensity of P2 by that of P1.

In the second condition, QDs solution was added to human IgG
olution in portions (3 �L for each), with the recording of LS inten-
ity after each addition. As shown in Fig. 5B, the slope of the left part
f the curve (left of Q) decreases with the addition of QDs, reflecting
variable particle size owing to the unfixed QD–IgG ratio. This pro-
ess does not end until a linear increase of LS appears (right side
f Q). This is a different conjugation process compared with the
rst addition method. In the first method, the newly added free IgG
olecules did not bind to the existed QDs–IgG conjugate (which
arried an extra negative charge owing to the modification with
AA) efficiently due to the low positive charge density of IgG. In the

econd condition, however, when new QDs were added to the solu-
ion containing QDs–IgG conjugates (IgG wrap QD), the free QDs
robably binded to not only the free IgG molecules but also the IgG
tering (LS) intensity with the addition of QDs, with the concentration of human IgG
kept constant (B).

species on the surface of QDs–IgG conjugate due to the relatively
high electric field of negatively charged QDs, resulting in a continu-
ous increase of conjugate size in this process. The DLS signal (Fig. 6B)
confirmed the continuously increased average particle size, which
could be attributed to an increased number of QDs conjugated to
IgG in this process. During the addition of QDs, the average size
of particles in solution increased quickly, and finally surpassed the
wavelength of the maximum absorption of QDs (380 nm), which is
the upper limit for RLS. In this case, the total LS intensity probably
include not only Rayleigh scattering on free QDs, free IgG and small-
size QDs–IgG conjugates, but also non-RLS on large-size QDs–IgG
conjugates. This led to a ruleless increased LS intensity for the left
part of the curve in Fig. 5B. Once the saturation of conjugate size was
reached (which was estimated to occur after addition of 52.5 pmol

QDs in total, shown by Q in Fig. 5B), the LS showed a linear increased
intensity, which is probably attributed to the increase of pure RLS
on the newly added free QDs. However, further addition of QDs into
the solution resulted in precipitation of QDs or QDs–IgG conjugates,
which is unfavorable for biological application.
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ig. 6. Dynamic light scattering (DLS): (A) 5 �L of IgG (6.25 �M) solution was added
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atios of QDs-to-IgG and IgG-to-QDs are labeled in (A) and (B), respectively.

. Conclusions

In the present study, we developed a simple method for the
nvestigation of nonspecific interaction between QDs and human
gG. By using RLS technique, not only the estimation of the ratio of
Ds conjugated to IgG (IgG added to QDs solution) was obtained,
ut the whole process of the electrostatic conjugation between QDs
nd IgG could be observed in different conditions.

Comparing the results obtained from two addition sequences,
he different behaviors in conjugation deserve paying attention. In
he first condition, in which IgG was added to QDs solution, QD–IgG
onjugates were formed with a relatively fixed size when new IgG
as added to the QDs solution. This leads to a determinate QDs-to-

gG ratio of ∼13. While in the second condition, the average size of

D–IgG conjugate continuously increase with the addition of QDs

n IgG solution, resulting in an unpredictable particle size, till the
inding saturation occurs.

The conclusion drawn from this study is essentially important
or the interpretation of biological data labeled with QDs. Accord-

[

[
[
[
[
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ing to our result, adding IgG to MAA labeled QDs could generate
a constant QDs–IgG conjugate size, which is suitable for further
application after purification of this QDs–IgG conjugate. While the
addition of QDs to IgG solution could lead to errors in interpret-
ing biological data. However, as this work is an initial study of the
noncovalent interaction between QDs and IgG using RLS, which is
an indirect method for quantifying the QDs-to-IgG ratio, other tech-
niques are still needed to confirm the ratio determined in this work,
as well as to explain the unclear situation in the second condition.
Due to the advantages of RLS, e.g. convenience and sensitivity, we
believe that more problems concerning the surface chemistry of
QDs may be better understood by using this technique.
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a b s t r a c t

A new simple, rapid and sensitive liquid chromatographic method has been developed and validated for
the simultaneous determination of pseudoephdrine, pheniramine, guaifenisin, pyrilamine, chlorpheni-
ramine and dextromethorphan in cough and cold pharmaceuticals. The separation of these compounds
was achieved within 13 min on a Kromasil C18 column using an isocratic mobile phase consisting of
methanol–dihydrogenphosphate buffer at pH 3 (45:55, v/v). The analysis was performed at a flow rate
of 1 mL min−1 and at a detection wavelength of 220 nm. The selectivity, linearity of calibration, accu-
racy, within and between-days precision and recovery were examined as parts of the method validation.
The concentration–response relationship was linear over a concentration range of 5–50 �g mL−1 for

−1

heniramine
uaifenisin
yrilamine
hlorpheniramine
extromethorphan
odium benzoate
ethylparaben

pseudoephdrine, pheniramine, chlorpheniramine and 50–600 �g mL for guaifenisin, pyrilamine, dex-
tromethorphan, methylparaben and sodium benzoate with correlation coefficients better than 0.998.
The standard deviations of the intraday and interday were all less than 2%. The proposed liquid chro-
matographic method was successfully applied for the routine analysis of these compounds in different
cough and cold pharmaceutical preparations such as syrups, capsules, tablets and sachets. The presence
of preservatives (sodium benzoate and methylparaben) and other excipients did not show any significant

mina

ough–cold pharmaceutical preparations

interference on the deter

. Introduction

Cough and cold pharmaceutical preparations are one of the most
xtended formulations in the world and have got many pharma-
eutical forms: syrup, suspension, sachets, capsules and tablets
1]. These preparations represent complex formulations contain-
ng several active ingredients and a broad spectrum of excipients
uch as flavoring agents, saccharose or aspartame, acidulants, natu-
al or artificial coloring and flavoring agents, dyes, sweeteners and
reservatives [2,3]. The majority of these ingredients are present
s a mixture of basic nitrogenous amino compounds and their
eparation in pharmaceutical forms is quite complicated due to
imilarities of their physical and chemical properties [4]. The com-

ination of antihistamine such as pyrilamine maleate (PA) and
hlorpheniramine maleate (CLP) is used to overcome the aller-
ic effects and reduce or relieve cold symptoms [5]. Pheniramine
aleate (PHEN) and pseudoephedrine hydrochloride (PE) are

∗ Corresponding author. Tel.: +216 71703717; fax: +216 71704329.
E-mail address: lotfi.monser@insat.rnu.tn (L. Monser).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.019
tion of these compounds.
© 2009 Elsevier B.V. All rights reserved.

widely used in combination with other drugs for the clinical treat-
ment of common cold, sinusitis, bronchitis and respiratory allergies
[6]. Dextromethorphan hydrobromide (DEX) and guaifenisin (GUA)
were used as cough suppressants antitussive for the relief of non-
productive cough and cold preparations [7]. The most common
formulation can be either liquid or suspension that requires the
addition of preservatives such as sodium benzoate (SB) or methyl-
paraben (MP). All these components have different polarities and
exist in very different proportion. Due to these characteristics and
because of diverse properties inherent to their formulation, these
preparations offer an analytical problem [8].

Several methods are reported in the literature for the determi-
nation of these compounds in pharmaceuticals and in physiological
fluids [9–18]. High performance liquid chromatography (HPLC)
with UV or fluorescence or mass detection, is the most used
techniques [1–3,5,6,9,11,14,15,17–24]. Other techniques including
ultraviolet–visible (UV–vis) spectroscopy, thin layer chromatog-

raphy, gas chromatography, GC/MS, capillary electrophoresis and
multivariate spectrophotometric method [4,23–27], have been
used to determine few of these compounds. However, to the best of
our knowledge, no analytical methods have been reported for the
simultaneous determination of all compounds in the presence of
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PE, PHEN, CLP and 50–600 �g mL GUA, PA, DEX, SB and MP)
were freshly prepared by serial dilutions of the stock standard solu-
tions.

Commercialized pharmaceutical samples were prepared as fol-
lows:
92 M.R. Louhaichi et al. /

reservatives and excipients, which might interfere with the anal-
sis of the active ingredients.

In addition, the majority of the published HPLC methods use
n ion pairing agent, in order to reduce peak tailing and enhance
eparation of basic drugs on silica-based columns. These chro-
atographic systems are highly suitable but require the use of

ydrophobic additives either cationic, such as trimethylamine,
exylamine or anionic, such as the alkyl sulfonate. However, these
dditives are costly and tend to adsorb very strongly on the sta-
ionary phase, leading to difficulty in recovering initial column
roperties. Furthermore, the use of ion pairing agents in the mobile
hase will enhance the retention time of most compounds and as
consequence an increase in the analysis time will be observed.

The aim of this study was to develop a new, rapid, accurate and
elective isocratic HPLC method for the simultaneous determina-
ion of six of the most commonly used active ingredients found in
ough and cold medicines (PE, PHEN, GUA, PA, CLP and DEX) as well
s the preservatives (SB and MP) in the presence of other recipients
ithout using ion pairing additives.

. Experimental

.1. Chromatographic conditions

A HP Agilent liquid chromatograph Model 1200, equipped
ith a quaternary pump, an auto-sampler, a vacuum degasser, a
iode-array UV-detector, a column thermostat and a data station
HP Chemstion) was used. The detection of analytes was mon-
tored at 220 nm by a diode-array UV-detector. The separation
as achieved on a Kromasil LC18 column (150 mm×4.6 mm I.D.,
�m particle size) using a mobile phase containing 45:55 (v/v)
ethanol/0.1 mol L−1 KH2PO4 buffer. The analysis was performed

t a flow rate of 1 mL min−1. The pH of the buffer was adjusted
ith orthophosphoric acid or sodium hydroxide. Prior to any anal-

sis, the mobile phase was degassed and filtered using 0.45 �m
lters. The system was equilibrated with the mobile phase before

njection.

.2. Reagents and chemicals

Working reference standard of guaifenisin (GUA), chlorpheni-
amine maleate (CLP), pheniramine maleate (PHEN), pseudoeph-
rine hydrochloride (PE), dextromethorphan hydrobromide (DEX),
yrilamine maleate (PA), sodium benzoate (SB) and methyl-
araben (MP) were purchased from Sigma–Aldrich. HPLC grade
ethanol (MeOH) was obtained from Prolabo (Paris, France). Ultra-

ure water was drawn from a Diamond Reverse Osmosis System
United Kingdom). Analytical grade potassium dihydrogenphos-
hate, orthophosphoric acid and sodium hydroxide were obtained
rom Prolabo (Paris, France).

The commercialized pharmaceutical products used are detailed
elow:

Nortussine syrup for children (400 mg GUA, 100 mg DEX, 100 mg PA
and 50 mg MP for 100 mL) and nortussine syrup for adult (200 mg
DEX, 200 mg PA and 200 mg SB for 100 mL) were manufactured by
Pharmagreb, Tunisia.

Tussipax syrup cough suppressant for children (400 mg GUA, 100 mg
DEX and 150 mg MP for 100 mL) was manufactured by Opalia,
Tunisia.
Rhinostop syrup (1 mg CLP, 20 mg PE, and 100 mg paracetamol for
100 mL) was manufactured by Simed.
Sudafed syrup (600 mg PE for 100 mL) was manufactured by LAB-
ORATOIRE GlaxoSmithKline, France.
Fig. 1. Effect of methanol concentration on the retention of pseudoephdrine
(PE), pheniramine (PHEN), guaifenisin (GUA), pyrilamine (PA), chlorpheniramine
(CLP), and dextromethorphan (DEX). Mobile phase: methanol:phosphate buffer
(0.1 mol L−1); column: Kromasil C18; detector = 220 nm; flow rate: 1 mL min−1.

Fervex granuled powder for oral solution (25 mg CLP, 500 mg prac-
etamol, and 200 mg ascorbic acid per sachet) was manufactured
by Bristol–Myers–Squibb, UPSA, Tunisia.
Gripex powder for oral solution (25 mg CLP, 500 mg pracetamol, and
200 mg ascorbic acid per sachet) was manufactured by Galpharma,
Tunisia.
Rhinofebral capsule (3.2 mg CLP, 240 mg acetaminophen, and
100 mg ascorbic acid per tablet) was manufactured by Crepharm
Bessay McNeil SAS, France.
Rhinostop tablet (2.5 mg CLP, 60 mg PE, and 250 mg paracetamol
for one tablet) was manufactured by SAIPH, Tunisia. All these
medicines were kindly provided by local manufactured or pur-
chased at local drug stores.

2.3. Preparation of solutions

Stock standard solutions of PE, PHEN, CLP (200 �g mL−1 each)
and of GUA, PA, DEX, SB, MP (1000 �g mL−1 each) were prepared
in ultrapure water. Working standard solutions (5–50 �g mL−1 for

−1
Fig. 2. Variation of the retention of pseudoephdrine (PE), pheniramine (PHEN),
guaifenisin (GUA), pyrilamine (PA), chlorpheniramine (CLP), and dextromethor-
phan (DEX) with the pH of the mobile phase. Mobile phase: 45:55 (v/v)
methanol:phosphate buffer (0.1 mol L−1); column: Kromasil C18; detector = 220 nm;
flow rate: 1 mL min−1.
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Table 1
Linearity details of: PE, pseudoephdrine; GUA, guaifenisin; PHEN, pheniramine; PA,
pyrilamine; CLP, chlorpheniramine; DEX, dextromethorphan; SB, sodium benzoate;
MP, methylparaben using peak areas.

Name Concentration range
(�g mL−1)

Slope Intercept Correlation coefficient

PE 5–50 7.94 0.551 0.999
PHEN 5–50 23.38 9.199 0.999
GUA 50–600 39.91 383.9 0.999
PA 50–600 29.31 −72.27 0.999
CLP 5–50 34.53 −16.57 0.999
DEX 50–600 25.20 −67.59 0.999
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does not occur. The best separation was obtained at a percentage
of 40% MeOH but the analysis time was longer than 23 min. There-

F
c
1

B 50–600 59.71 −274.3 0.998
P 50–600 40.22 404.7 0.999

.3.1. Syrup samples
An appropriate amount of sample was diluted with ultrapure

ater to have a concentration ranging between 5 and 50 �g mL−1

or PE, PHEN, CLP and between 50 and 600 �g mL−1 for GUA, PA,
EX, SB and MP. The resulting solution was sonicated for 10 min
nd a portion of the sample was filtered with a 0.45 �m filter before
njection in the HPLC. The amounts of the commercial cough and
old liquid were varied depending on the drug concentration of the
arious products and some times further dilution was carried out
ith ultrapure water.

.3.2. Sachet samples
The content of 10 sachets powder was thoroughly homogenized

nd an accurately weighted amount of the mixed powder equiv-
lent to the active drug content of one sachet was transferred to
250 mL volumetric flask. After 30 min of mechanical shaking,

0 mL of the suspension was diluted in a 25 mL flask with ultra-
ure water and after shaken the sample was filtered with 0.45 �m
lter.

.3.3. Tablets and capsules
The contents of 20 tablets or 20 capsules were accurately

eighed and powdered separately in a mortar. A weight equivalent
o the content of one tablet was dissolved in 50 mL and that equiv-
lent to one capsule was dissolved in 250 mL purified water. After

5 min of mechanical shaking, the solution was filtered through a
.45 �m Millipore filter. All preparations were performed in three
eplicates.

ig. 3. Representative chromatogram of standard active ingredients. Active compounds:
hlorpheniramine; DEX, dextromethorphan. Mobile phase: 45:55 (v/v) methanol:phospha
mL min−1.
a 78 (2009) 991–997 993

2.4. Validation procedure

The linearity was tested at three levels of concentrations ranging
from 5 to 50 �g mL−1 for PE, PHEN and CLP and 10 levels of concen-
trations ranging from 50 to 600 �g mL−1 for GUA, PA, DEX, SB and
MP.

The precision was tested at three level concentrations of the
standard mixture. The intermediate precision was obtained by
repeating intra-assay experiment on different days. The accuracy
of the method was evaluated by calculating the percent recoveries
and the R.S.D.

3. Results and discussion

3.1. Chromatography

In an attempt to optimize the separation of PE, PHEN, GUA,
PA, CLP, DEX and the preservatives SB and MP in cough and cold
pharmaceutical formulations, the effects of some chromatographic
parameters such as mobile phase composition and pH of the buffer
solution were investigated.

3.1.1. Effect of the mobile phase composition
In order to study the effect of the percentage of the organic frac-

tion in the separation of PE, PHEN, GUA, PA, CLP, DEX, SB and MP,
different percentages of methanol (from 40 to 60%) was investi-
gated. The logarithmic evolutions of the capacity factors of GUA,
CLP, PHEN, PE, DEX and PA as a function of the percentage of
methanol are shown in Fig. 1. The variation of solutes retention with
the mobile phase composition follows the usual trend and showed
a faster elution of all studied compounds upon increasing methanol
percentage. The observed effect is expected, since an increase in the
organic modifier concentration leads to a decrease in the dielec-
tric constant of the mixture and consequently to a decrease in the
retention factor. The decrease in the retention of DEX was steeper
than other compounds, which indicates that the retention of DEX is
more dependent on the concentration of methanol (tR = 21.2 min at
40% MeOH and tR = 3.7 min at 60% MeOH). When the percentage of
methanol was more than 50% the separation of the PHEN and GUA
fore, a percentage of 45% MeOH was selected as an optimum as it
offers a compromise between resolution (Rs > 3.0) and analysis time
(∼13 min).

PE, pseudoephdrine; GUA, guaifenisin; PHEN, pheniramine; PA, pyrilamine; CLP,
te buffer (0.1 mol L−1) at pH 3; column: Kromasil C18; detector = 220 nm; flow rate:
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.1.2. Effect of mobile phase pH
In an attempt to investigate the effect of the mobile phase pH

n the retention and resolution of GUA, DEX, PA, CLP, PHEN and
E, the pH was carefully investigated over the range of 2.0–5.0.
he changes in the retention as a function of the pH, results from
he changes in the ionization form of these solutes, which is pKa
ependent. The acid base behavior of these compounds involves
he protonation of the ethylamine group (pKa≈9) and the pyridinic
itrogen (pKa≈4) group of these solutes [27]: PE (pKa = 9.9), PHEN
pKa = 9.3), GUA (pKa = 7.9), PA (pKa 4.0 and 8.9), CLP (pKa 4.0 and
.2), DEX (pKa = 8.3), SB (pKa = 4.2) and MP (pKa = 8.4).

ig. 4. Representative chromatogram of real samples: (a) nortussine syrup for children, (b
f) rhinofebral capsule and (g) rhinostop syrup. Mobile phase: 45:55 (v/v) methanol:pho
ate: 1 mL min−1.
a 78 (2009) 991–997

As shown in Fig. 2, the plots of the variation of the retention
of these solutes with the mobile phase pH follow the usual trend
of basic and acidic compounds except for GUA and DEX. A change
in mobile phase pH from 2.0 to 5.0 has caused an increase in the
retention of PHEN, PA and CLP. However, the retention of GUA and
DEX remained almost unchanged over the studied pH range due

to their high pKa values (7.9 and 8.3 respectively). The retention of
DEX defined the analysis time because it is the last eluting solute.
A pH 3 was selected as optimum, as it resulted in the best com-
promise between peak shape, resolution (Rs ≥3) and analysis time
(tR∼13 min).

) nortussine syrup for adult, (c) tussipax syrup, (d) fervex sachet, (e) gripex sachet,
sphate buffer (0.1 mol L−1) at pH 3; column: Kromasil C18; detector = 220 nm; flow
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.2. Validation of the method

The essential parameters to ensure the acceptability of the
erformance of an analytical method are linearity, repeatability,
eproducibility, precision and recovery. Linearity, accuracy and pre-
ision were determined within and between three different days
nd the recovery was determined at three different concentration
evels.

.2.1. Specificity
Specificity is the ability to assess unequivocally the target com-

ound in the presence of components, which may be expected to be
resent. The specificity of the method was established by studying
he resolution factors among all peaks in standard solution (with-
ut placebo) and in real samples (in the presence of placebo). As
hown in Fig. 3, the resolution of all these compounds was adequate.
he selectivity of the method was further assessed by analyzing

hese compounds in the presence of placebo. Fig. 4(a–g) shows
he presence of other peaks in addition to the studied peaks with
o interference from placebo components. Peaks of the placebo
omponents were adequately separated from active compounds.
herefore, the proposed method is applicable to selective determi-
ation of these compounds.
inued ).

3.2.2. Linearity
Under the optimum conditions, linearity was studied using two

concentration ranges from 5 to 50 �g mL−1 for PE, PHEN and CLP
and from 50 to 600 �g mL−1 for GUA, PA, DEX, SB and MP. The
calibration curves exhibit satisfactory linearity with correlation
coefficients higher than 0.99. The data were analyzed by the linear
least squares fit method and the results are presented in Table 1.
The equation of the line was used to calculate the concentration of
these compounds in cough–cold medicines.

The detection limit, based on a signal-to-noise ratio of 3:1, was
found to be 0.2 �g mL−1 for PE, 0.03 �g mL−1 for PHEN and PA,
0.04 �g mL−1 for GUA, 0.1 �g mL−1 for CLP and 0.06 �g mL−1 for
DEX. The limit of quantification with a signal-to-noise of 10:1 was
found to be 0.66 �g mL−1 for PE, 0.1 �g mL−1 for PHEN and PA,
0.13 �g mL−1 for GUA, 0.33 �g mL−1 for CLP and 0.2 �g mL−1 for
DEX.

3.2.3. Precision
The precision of the analytical procedure expresses the closeness
of agreement (degree of scatter) between a series of measurements
obtained from multiple sampling of the same homogeneous sample
under the prescribed conditions. Precision was considered at two
levels: repeatability (intradays) and intermediate precision (inter-
days). The corresponding results were expressed as the relative
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Table 2
Data on method precision (intra- and interdays) for standard solutions.

Compound Concentration
(�g mL−1)

Intraday mean
R.S.D. (%)

Interday mean
R.S.D. (%)

PE 10
0.76 1.6220

30

PHEN 10
1.40 0.6320

30

PA 75
1.28 1.45100

125

GUA 300
1.41 0.57400

500

CLP 10
0.60 0.4620

30

DEX 75
1.37 0.74100

125

SB 75
0.77 0.77100

125

MP 75
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Table 3
Accuracy for the recovery of PE, PHEN, GUA, PA, CLP and DEX.

Samples Compounds Amount added
(�g mL−1)

Amount found
(�g mL−1)

Recovery
(%)

Nortussine children
syrup

GUA 40 39.68 99.20
80 79.16 98.95

120 120.28 100.23
PA 25 24.83 99.35

50 49.10 98.20
75 74.81 99.75

DEX 25 24.71 98.85
50 50.64 101.28
75 74.06 98.78

Nortussine adult
syrup

PA 25 25.08 100.33
50 49.59 99.19
75 75.71 100.95

DEX 25 25.13 100.52
50 50.28 100.57
75 75.46 100.62

Tussipax syrup GUA 40 39.68 99.2
80 79.16 98.95

120 120.28 100.24
DEX 25 25.27 101.07

50 49.58 99.16
75 75.85 101.14

Fervex sachet PHEN 2.5 2.47 98.66
5.0 4.95 98.96
7.5 7.46 99.49

Gripex sachet PHEN 2.5 2.48 99.26
5.0 4.98 99.62
7.5 7.60 101.31

Rhenofebral capsule CLP 2.5 2.48 99.10
5.0 4.95 99.09
7.5 7.42 98.95

Rhinostop tablet CLP 2.5 2.53 101.13
5.0 5.04 100.75
7.5 7.62 101.71

Rhinostop syrup CLP 2.5 2.48 99.43
5.0 4.91 98.37
7.5 7.36 98.21

T
C

S

N

N

T

F
G
R
R
R
S

1.34 0.86100
125

tandard deviation and mean recovery of a series of measurements.
he mean R.S.D. values for intra- and interday precision were varied
rom 0.76 to 1.43% and from 0.46 to 1.62%, respectively. The mean
ecovery values were ranged between 97.13 and 101.98% for the
epeatability and between 97.76 and 102.35% for the intermediate
recision. The data for the repeatability and intermediate precision
re presented in Table 2.

.2.4. Accuracy and recovery
The accuracy of an analytical procedure expresses the closeness

f agreement between the value, which is accepted either as a con-
entional true value or an accepted reference value and the value

ound. It is determined by calculating the percentage relative error
etween the measured mean concentrations and added concentra-
ions of analytes. Table 2 shows the results obtained for intra- and
nterday accuracy.

able 4
ontent of industrial cough syrup with respect to label amount claimed.

amples Compounds Labeled

ortussine children
syrup

GUA 400 mg 100 m
PA 100 mg 100 m
DEX 100 mg 100 m
MP 50 mg 100 m

ortussine adult syrup PA 200 mg 100 m
DEX 200 mg 100 m
SB 200 mg 100 m

ussipax children syrup GUA 400 mg 100 m
DEX 100 mg 100 m
MP 150 mg 100 m

ervex sachet PHEN 25 mg/sache
ripex sachet PHEN 25 mg/sache
henofebral capsule CLP 3.2 mg/capsu
hinostop tablet CLP 2.5 mg/table
hinostop syrup CLP 1 mg 5 mL−1

udafed syrup PE 600 mg 100 m
Sudafed syrup PE 5.0 4.93 98.51
8.0 7.93 99.11

11.0 10.87 98.83
Recovery studies for the accuracy of the method were performed
by spiking different samples at three levels with known concen-
trations of PE, PHEN, GUA, PA, CLP and DEX standards (from 2.5 to
120 �g mL−1). The mean percentage recoveries of these compounds

Found Relative error (%)

L−1 393.75 mg 100 mL−1 −1.56
L−1 101.58 mg 100 mL−1 1.58
L−1 95.62 mg 100 mL−1 −4.37

L−1 49.73 mg 100 mL−1 −0.53

L−1 206.29 mg 100 mL−1 3.14
L−1 207.58 mg 100 mL−1 3.79
L−1 199.02 mg 100 mL−1 −0.49

L−1 397.39 mg 100 mL−1 −0.65
L−1 101.58 mg 100 mL−1 1.58
L−1 150.33 mg 100 mL−1 −0.22

t 23.94 mg/sachet −4.22
t 23.36 mg/sachet 2.29
le 3.25 mg/capsule 1.57

t 2.52 mg/capsule 1.05
1.01 mg 5 mL−1 0.68

L−1 603.23 mg 100 mL−1 0.54



Talant

w
o
t
t
c
t

3

p
s
m
a
m
g
d
l
I
w
r
p
e
d
s

p
c
s
o
T
h
D
m
A
s
i
c
p

4

s
a

[
[
[
[
[
[
[
[

[

[

[
[
[
[
[
[25] A.S. Amin, R. El-Sheikh, F. Zahran, A.A. Gouda, Spectrochim. Acta Part A 67 (2007)
M.R. Louhaichi et al. /

ere varied between 98.2 and 101.7% (Table 3). The higher values
f recoveries and the lower values of the R.S.D. of the assay indicate
hat the method is precise and accurate. Also, the results depicted
hat the present method is useful for bulk drug analysis as well as
ommercial pharmaceutical in different forms and with different
ypes of formulations.

.3. Application of the method

The method was applied to different industrial cough and cold
harmaceutical formulations (five types of syrups, two types of
achets, one type of capsules and one type of tablets) to deter-
ine their content in PE, PHEN, CLP, GUA, PA, DEX, SB and MP. The

mount of each compound was calculated using calibration curve
ethod. Satisfactory results were obtained for each compound in

ood agreement with label claims (Table 4). The obtained results
emonstrate that the content of drug corresponds to the drug

abel, which confirms the good accuracy of the proposed method.
ndeed, the recovery percentages with respect to the label claims
ere ranged between 95.63 and 103.79%, indicating the good accu-

acy of the proposed method. To further assess the accuracy of the
roposed method and to evaluate the possible interaction with
xcipients, recovery experiments were carried out by spiking the
rug solutions with known amounts of standard target compounds
olutions.

The typical chromatograms for the separation of the nine finish
roducts are illustrated in Fig. 4(a–g). The peaks were identified by
omparison of the retention time of the separated compounds and
tandards. No interfering peak was observed in the chromatograms
f the commercials formulation under the conditions described.
herefore the recipients present in the commercial preparations
ave no interference on the analysis of PE, PHEN, GUA, PA, CLP,
EX, SB and MP. The excipients that are detected in the syrup for-
ulation are a combination of a sweetener and a coloring agent.
nalgesics such as acetaminophen and vitamin C eluted near the
olvent front and were easily separated from the amine drugs of
nterest. Therefore the proposed method is precise and accurate and
ould be applied to the determination of all studied compounds in
harmaceutical formulations.
. Conclusion

A reliable and rapid liquid chromatography method for the
imultaneous determination of PE, PHEN, CLP, GUA, PA, DEX, SB
nd MP in nine pharmaceutical preparations has been developed.

[

[
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The method avoids the use of ion pairing agents, which are costly
and tend to adsorb very strongly on the stationary phase, leading
to difficulty in recovering initial column properties. This method is
capable of separating a wide range of amine drugs commonly found
in cough and cold liquids from the dyes, preservatives and flavor-
ing which are normally associated with cough and cold medicines.
In addition, the results indicate that the method is sensitive, pre-
cise, accurate and applicable to various commercial cough and cold
pharmaceutical preparations: syrups, sachets, capsules and tablet
containing PE, PHEN, CLP, GUA, PA, DEX, SB and MP. Therefore the
method can be applied to the quality control of cough and cold
medicines.
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A simple and highly selective electrochemical method was developed for the single or simultaneous
determination of paracetamol (N-acetyl-p-aminophenol, acetaminophen) and caffeine (3,7-dihydro-
1,3,7-trimethyl-1H-purine-2,6-dione) in aqueous media (acetate buffer, pH 4.5) on a boron-doped
diamond (BDD) electrode using square wave voltammetry (SWV) or differential pulse voltammetry (DPV).
Using DPV with the cathodically pre-treated BDD electrode, a separation of about 550 mV between the
peak oxidation potentials of paracetamol and caffeine present in binary mixtures was obtained. The cal-
aracetamol
affeine
imultaneous determination
ifferential pulse voltammetry
oron-doped diamond electrode

ibration curves for the simultaneous determination of paracetamol and caffeine showed an excellent
linear response, ranging from 5.0×10−7 mol L−1 to 8.3×10−5 mol L−1 for both compounds. The detec-
tion limits for the simultaneous determination of paracetamol and caffeine were 4.9×10−7 mol L−1 and
3.5×10−8 mol L−1, respectively. The proposed method was successfully applied in the simultaneous deter-
mination of paracetamol and caffeine in several pharmaceutical formulations (tablets), with results

usin
similar to those obtained
level).

. Introduction

Paracetamol (N-acetyl-p-aminophenol, acetaminophen)
Fig. 1A) is a long-established substance, being one of the most
xtensively employed drugs in the world. It is noncarcinogenic
nd an effective substitute for aspirin for patients with sensitiv-
ty to it [1–4]. Paracetamol is an acylated aromatic amide that
as firstly introduced in medicine by Von Mering in 1893 as an

ntipyretic/analgesic; it has been in use as an analgesic for home
edication for over 50 years. Moreover, it is accepted as a very

ffective drug for the relief of pain and fever in adults and children
5].

Because paracetamol is being increasingly used for therapeutic
urposes, its determination and quality control are of vital impor-
ance [6]. Many methods for determining paracetamol have been

ecently reported, such as chromatographic [7–13], spectrofluo-
imetric [14–17], chemiluminescent [18,19], spectrophotometric
20–22], and electrochemical techniques [2,5,6,23–33]. Wang-
uengkanagul and Chailapakul [34] studied the electrochemistry of

∗ Corresponding author at: Departamento de Química, Universidade Federal de
ão Carlos, C.P. 676, 13560-970 São Carlos, SP, Brazil. Tel.: +55 16 33518098;
ax: +55 16 33518350.

E-mail address: bello@ufscar.br (O. Fatibello-Filho).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.040
g a high-performance liquid chromatography method (at 95% confidence

© 2008 Elsevier B.V. All rights reserved.

paracetamol at a boron-doped diamond thin film electrode using
cyclic voltammetry, hydrodynamic voltammetry, and flow injec-
tion with amperometric detection. The diamond electrode provided
a linear dynamic range from 0.1 mmol L−1 to 8.0 mmol L−1 and a
detection limit of 10.0 �mol L−1 for voltammetric measurement.
ShangGuan et al. [35] studied the electrochemical determina-
tion of paracetamol using differential pulse voltammetry (DPV)
at a carbon ionic liquid electrode. The peak oxidation current at
this electrode was linear with the paracetamol concentration in
the range 1.0–2.0 �mol L−1 (R2 = 0.9992), with a detection limit of
0.3 �mol L−1 [35]. The mechanism for paracetamol electrooxidation
involves two electrons and two protons to generate N-acetyl-p-
quinoneimine [36,37].

Caffeine (3,7-dihydro-1,3,7-trimethyl-1H-purine-2,6-dione)
(Fig. 1B) is an alkaloid N-methyl derivative of xanthine widely
distributed in natural products, commonly used in beverages.
It has many physiological effects, such as gastric acid secretion,
diuresis, and stimulation of the central nervous system [38].
Caffeine is used therapeutically in combination with ergotamine
in the treatment of migraine or in combination with nonsteroidal

anti-inflammatory drugs in analgesic formulations. Sometimes it
is included in analgesic preparations because of its diuretic action
[39]. Thus, various methods for analyzing caffeine have been
developed, including spectrophotometric [40–42] and chromato-
graphic [43,44] ones. These methods are generally more expensive,
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feine and a quasi-reversible behavior for paracetamol (results not
Fig. 1. Chemical structure of paracetamol (A) and caffeine (B).

ime-consuming, and complicated than electroanalytical ones.
n spite of this, electroanalytical methods have rarely been used
or the analysis of caffeine [45–48], mainly because its oxidation
ccurs at a very positive potential, which overlaps with that for the
ischarge of the electrolytic solution [45].

Brunetti et al. [46] developed a simple differential pulse
oltammetric method based on a Nafion-covered glassy carbon
lectrode for the quantitative determination of caffeine in cola
everages. This method allows quantifying this analyte in the
.95×10−7 to 1.06×10−5 mol L−1 range, with a detection limit of
.98×10−7 mol L−1. The mechanism for caffeine electrooxidation
nvolves four electrons (4e−) and four protons (4H+) [38,47]. The
rst step is a 2e−, 2H+ oxidation of the C-8 to N-9 bond to give the
ubstituted uric acid, followed by an immediate 2e−, 2H+ oxidation
o the 4,5-diol analogue of uric acid, which rapidly fragments.

Only a few methods have been reported for the simulta-
eous determination of paracetamol and caffeine [49–51]. Yet,
uch methods require a long time for extracting and purify-
ng the active principles before analysis. Zen and Ting [52]
sed a Nafion®/ruthenium oxide pyrochlore chemically modi-
ed electrode for the simultaneous determination of caffeine and
aracetamol in drug formulations by square wave voltamme-
ry (SWV), obtaining detection limits of 2.2×10−6 mol L−1 and
.2×10−6 mol L−1, respectively; however, the supporting elec-
rolyte used was perchloric acid, a high cost reagent with controlled
ale.

The use of boron-doped diamond (BDD) as an electrode sub-
trate is now well established, mainly due to properties such as: a
ide potential window in aqueous solutions, low background cur-

ents, long term stability, and low sensitivity to dissolved oxygen
53]. These properties make BDD particularly suitable for electro-
hemical studies of analytes with a high oxidation potential [54,55].
n BDD, the replacement of approximately one carbon atom in a
housand by a boron atom yields a material with metallic con-
uctivity. The properties of BDD are commonly affected by the
uantity and kind of doping agent, morphologic factors and defects
n the film, presence of impurities (sp2 carbon), crystallographic
rientation, surface termination (hydrogen or oxygen), and electro-
hemical pre-treatments of its surface [56,57]. Suffredini et al. [57]
alled to attention that a cathodic pre-treatment of the BDD elec-
rode dramatically increased the electroanalytical detection limit
or chlorophenols. Recently, a BDD electrode was used for acetylsali-
ylic acid (ASA) determination in pharmaceutical formulations [58],
s well as for aspartame and cyclamate determination in dietary
roducts, individually [59,60] or simultaneously [61].

In this paper we describe the use of a cathodically pre-treated
DD electrode for the selective and sensitive determination of

aracetamol (by SWV) and caffeine (by DPV) individually as well
s simultaneously (by DPV). The obtained results are compared
ith those from a high-performance liquid chromatography (HPLC)
ethod.
a 78 (2009) 748–752 749

2. Experimental

2.1. Apparatus

All the electrochemical experiments were conducted in a three-
electrode single compartment glass cell. An Ag/AgCl (3.0 mol L−1

KCl) electrode was used as reference and the counter electrode was
a Pt wire. The working electrode (0.72-cm2 exposed area) was a
boron-doped (8000 ppm) diamond film on a silicon wafer from
Centre Suisse de Electronique et de Microtechnique SA (CSEM),
Neuchatêl, Switzerland [56,57]. Prior to the experiments, the BDD
electrode was cathodically pre-treated by applying−1.0 A cm−2 for
180 s in a 0.5 mol L−1 H2SO4 solution. The voltammetric measure-
ments were carried out using an Autolab PGSTAT-30 (Ecochemie)
potentiostat/galvanostat controlled with the GPES 4.0 software.

The paracetamol and caffeine determinations by high-
performance liquid chromatography (HPLC) were carried out
using a LC-10 AT Shimadzu system, with an ultraviolet–vis
detector (SPD-M10-AVP) set at 273 nm. A Shim-Pack CLC-ODS
(6.0 mm×150 mm, 5 �m) chromatographic column was used. The
mobile phase was an acetonitrile/water mixture (25/75, v/v) at a
flow rate of 0.8 mL min−1, while the injection volume was 40 �L
[62].

2.2. Reagents and standards

All reagents were of analytical grade: paracetamol and caffeine,
from Sigma; sodium acetate and acetic acid, from Aldrich. Parac-
etamol and caffeine 1.0×10−3 mol L−1 standard aqueous solutions
were prepared in a 0.2 mol L−1 acetate buffer solution (pH 4.5). All
solutions were prepared using ultra-purified water supplied by a
Milli-Q system (Millipore®) with resistivity above 18 M� cm.

2.3. Measurement procedures

After optimizing the experimental parameters for the proposed
methods, the analytical curves were constructed by adding small
volumes of concentrated standard solutions of the two analytes. The
detection limit was calculated as three times the standard deviation
for the blank solution divided by the slope of the analytical curve.

Ten tablets of each analyzed pharmaceutical formulation were
accurately weighed and finely powdered in a mortar. An adequate
amount of the powders was weighed and transferred to a 25-mL cal-
ibrated flask, which was completed to volume with the 0.2 mol L−1

acetate buffer solution (pH 4.5). The standard addition method was
used for analyzing the pharmaceutical samples.

3. Results and discussion

3.1. Investigation of the electrochemical behavior

The electrochemical behavior of paracetamol and caffeine on
the BDD electrode was studied by cyclic voltammetry (CV), SWV,
and DPV. Various supporting electrolytes for both compounds were
investigated using CV: phosphate buffer, Britton–Robinson buffer,
acetate buffer, sulfuric acid, and sodium nitrate. The best results
were obtained with the acetate buffer at pH 4.5; peak oxidation
potentials of 0.80 V and 1.37 V vs. Ag/AgCl (3.0 mol L−1 KCl) were
obtained for paracetamol and caffeine, respectively.

Voltammograms obtained for paracetamol and caffeine at the
BDD electrode presented an irreversible chemical behavior for caf-
shown), in good agreement with data previously reported in the
literature for caffeine [38] and paracetamol [34].

A linear plot of the peak current vs. the square root of the
scan rate was obtained for both drugs, with a 0.998 correlation
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Fig. 2. (A) Square wave voltammetric curve (frequency, 70 Hz; amplitude, 50 mV; scan increment, 4 mV) obtained at the BDD electrode for the oxidation of 5.0×10−5 mol L−1

paracetamol in a 0.2 mol L−1 acetate buffer solution (pH 4.5). (B) Differential pulse voltammetric curve (scan rate, 70 mV s−1; modulation amplitude, 100 mV; modulation
time, 7 ms) obtained at the BDD electrode for the oxidation of 5.0×10−5 mol L−1 caffeine in a 0.2 mol L−1 acetate buffer solution (pH 4.5).

Table 1
Investigated square wave voltammetry (SWV) parameters and their optimum values
obtained for the determination of paracetamol

Parameters Studied range Optimum value
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Table 2
Investigated differential pulse voltammetry (DPV) parameters and their optimum
values obtained for the determination of caffeine

Parameters Studied range Optimum value

F
a
5
a
8
a

requency (Hz) 10–150 70
mplitude (mV) 10–100 50
can increment (mV) 1–7 4

oefficient for both drugs, indicating that the electrode process is
ontrolled by mass transport [25,63].

.2. Determination of paracetamol or caffeine individually

For paracetamol, the best results were obtained using SWV
Fig. 2A), as indicated by figures of merit such as detection limit
nd sensitivity. The development of this electroanalytical procedure
nvolved a systematic study and optimization of the experimental
arameters that affect the SWV response (value of peak oxi-
ation current for 1.0×10−4 mol L−1 paracetamol): square wave
requency (f), pulse amplitude (a), and scan increment (�ES);
he corresponding optimum values are shown in Table 1. The
lot of the peak oxidation current vs. paracetamol concentra-
ion was linear in the concentration range 6.0×10−7 mol L−1 to
.3×10−5 mol L−1; the corresponding equation (R = 0.9998) was

pa/�A = 0.37 + 0.57×106[c/(mol L−1)], with a detection limit of
.6×10−7 mol L−1.
For caffeine, the best detection limit and sensitivity values
ere obtained using DPV, as shown in Fig. 2B. The influence of

he instrumental DPV parameters on the value of the peak oxi-
ation current for 1.0×10−4 mol L−1 caffeine in acetate buffer
olution (pH 4.5) was also investigated. Table 2 shows the stud-

ig. 3. Differential pulse voltammetric curves (scan rate, 70 mV s−1; modulation amplitude
t different concentrations in the presence of 1.7×10−5 mol L−1 caffeine in a 0.2 mol L−

.8×10−6, (5) 7.8×10−6, (6) 9.7×10−6, (7) 1.9×10−5, (8) 2.9×10−5, (9) 3.8×10−5, (10) 4.7
nd (16) 1.7×10−4 mol L−1, (B) caffeine at different concentrations in the presence of 3.
.0×10−7, (2) 1.9×10−6, (3) 3.8×10−6, (4) 5.7×10−6, (5) 7.6×10−6, (6) 9.5×10−6, (7) 1.9
nd (13) 1.6×10−4 mol L−1.
Modulation time (ms) 5–20 7
Modulation amplitude (mV) 25–150 100
Scan rate (mV s−1) 2.5–100 70

ied range and the optimum obtained values. The plot of the
peak oxidation current vs. caffeine concentration shows excel-
lent linearity over a wide concentration range (3.0×10−7 mol L−1

to 9.1×10−5 mol L−1); the corresponding equation (R = 0.9995)
is ipa/�A = 4.24 + 2.40×106[c/(mol L−1)], with a detection limit of
1.4×10−7 mol L−1.

3.3. Determination of paracetamol and caffeine simultaneously

DPV experiments were carried out for the simultaneous deter-
mination of paracetamol and caffeine in the acetate buffer solution
(pH 4.5), due to the best values obtained for figures of merit such
as sensitivity and precision. The used DPV parameters are the opti-
mum values presented in Table 2.

The DPV curves presented peak oxidation potentials at 0.80 V
for paracetamol and 1.35 V for caffeine; this good peak poten-
tial separation of about 0.55 V clearly allows the simultaneous
determination of the compounds. To further investigate the electro-

chemical response when both substances are present in solution,
DPV curves were obtained in the presence of a large excess of
paracetamol (or caffeine) in the acetate buffer solution (pH 4.5).
The separate determination of paracetamol in the concentration
range 6.0×10−7 mol L−1 to 1.7×10−4 mol L−1 was accomplished

, 100 mV; modulation time, 7 ms) obtained at the BDD electrode for: (A) paracetamol
1 acetate buffer solution (pH 4.5): (1) 6.0×10−7, (2) 2.0×10−6, (3) 3.9×10−6, (4)
×10−5, (11) 5.6×10−5, (12) 6.4×10−5, (13) 7.3×10−5, (14) 8.1×10−5, (15) 8.9×10−5,
8×10−5 mol L−1 paracetamol in a 0.2 mol L−1 acetate buffer solution (pH 4.5): (1)
×10−5, (8) 4.6×10−5, (9) 5.4×10−5, (10) 7.1×10−5, (11) 8.0×10−5, (12) 8.8×10−5,



B.C. Lourenção et al. / Talant

Fig. 4. Differential pulse voltammetric curves (scan rate, 70 mV s−1; modulation
amplitude, 100 mV; modulation time, 7 ms) obtained for the oxidation of parac-
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tamol and caffeine at equal concentrations in a 0.2 mol L acetate buffer solution
pH 4.5): (1) 5.0×10−7, (2) 2.0×10−6, (3) 4.0×10−6, (4) 5.9×10−6, (5) 7.9×10−6, (6)
.8×10−6, (7) 1.9×10−5, (8) 2.8×10−5, (9) 3.7×10−5, (10) 4.5×10−5, (11) 5.4×10−5,
12) 6.1×10−5, (13) 6.9×10−5, (14) 7.6×10−5, and (15) 8.3×10−5 mol L−1.

n solutions containing caffeine at the fixed concentration of
.0×10−5 mol L−1. On the other hand, the separate determina-
ion of caffeine in the concentration range 8.0×10−7 mol L−1 to
.0×10−4 mol L−1 was accomplished in solutions containing parac-
tamol at the fixed concentration of 3.8×10−5 mol L−1 (Fig. 3). An
xamination of Fig. 3A allows concluding that the peak oxidation
urrent for paracetamol increases regularly as its concentration is
ncreased at a fixed concentration of caffeine (its peak oxidation
urrent remains fairly constant). Similarly, as shown in Fig. 3B, the
eak oxidation current for caffeine increases regularly as its con-
entration is increased at a fixed concentration of paracetamol (its
eak oxidation current remains constant).

After this previous study, paracetamol and caffeine were deter-
ined by simultaneously changing their equal concentrations.

ig. 4 shows the DPV voltammograms obtained for solutions con-
aining paracetamol and caffeine in the acetate buffer solution (pH
.5).

The calibration curves for paracetamol and for caffeine
Fig. 5) present a good linear response in the concentration
ange 5.0×10−7 mol L−1 to 8.3×10−5 mol L−1. The correspond-
ng calibration equations are ipa/�A = 0.34 + 0.60×106[c/(mol L−1)]
nd ipa/�A = 2.03 + 2.11×106[c/(mol L−1)], both with a 0.9999
orrelation coefficient. The calculated detection limits are
.9×10−7 mol L−1 and 3.5×10−8 mol L−1, respectively. These

etection limits are quite lower than the ones obtained by Zen and
ing [52] using a Nafion®/ruthenium oxide pyrochlore chemically
odified electrode.
The repeatability was determined by successive measurements

n = 5) of a 5.0×10−5 mol L−1 paracetamol and caffeine solution;

Fig. 5. Analytical curves for parac
a 78 (2009) 748–752 751

corresponding relative standard deviations of 0.3% and 1.8% were
obtained. The reproducibility was evaluated by measuring the oxi-
dation current values for similar fresh solutions over a period of 5
days. Compared to the obtained original oxidation current values,
discrepancies of only 5.1% and 1.4%, respectively, were observed in
the measurements with the fresh solutions prepared daily.

It is worthy noting that by comparing these results with the ones
obtained for the determination of paracetamol and caffeine sepa-
rately, the obtained detection limits are of the same magnitude,
indicating that the simultaneous determination of paracetamol and
caffeine can be considered as efficient as their separate determina-
tions.

3.4. Effect of interferents

The effect of some possible interferents was investi-
gated by addition of the compounds to a solution containing
1.5×10−4 mol L−1 paracetamol and caffeine in the acetate buffer
(pH 4.5). Saccharin, sodium carbonate, citric acid, and acetylsali-
cylic acid, all of which can be present in pharmaceutical samples,
were tested at the concentration ratios (to paracetamol) of 10:1,
1:1, and 1:10; the obtained results were compared with that
obtained using the paracetamol and caffeine standard solution.
The analysis of the obtained responses allowed concluding that
these compounds do not significantly interfere with the here
proposed method.

3.5. Application of the voltammetric method to pharmaceutical
products

Commercial pharmaceutical samples (tablets) containing parac-
etamol and caffeine were analyzed to simultaneously determine
both substances in order to evaluate the validity of the herein
proposed method. Recovery experiments carried out to evaluate
matrix effects after standard-solution additions yielded a good
average recovery for both substances (97.7% for paracetamol and
99.0% for caffeine), indicating that there were no important matrix
interferences for the samples analyzed by the proposed DPV
method.

Table 3 presents the values of the amounts of paracetamol and
caffeine simultaneously determined in the pharmaceutical formu-
lations employing the proposed DPV method or an HPLC method
[62] for comparison. As it can be seen in this table, no significant
differences were observed between the values found with the DPV
and HPLC techniques for the amounts of paracetamol and caffeine

in the tablets. Applying the paired t-test [64] to the results obtained
using both methods, the calculated t values (2.54 for paracetamol
and 2.63 for caffeine) were smaller than the critical value (3.18,
˛ = 0.05). These results indicate that there are no important differ-
ences between the obtained results at the 95% confidence level.

etamol (A) and caffeine (B).
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Table 3
Results obtained in the simultaneous determination of paracetamol and caffeine in pharmaceutical formulations (tablets) using the DPV (proposed) and HPLC methods

Samples Compound Tablet label value (mg) HPLCa value (mg) DPVa value (mg) E1
b (%) E2

c (%)

A Paracetamol 500 525 ± 1 528 ± 9 5.6 1
Caffeine 65 67 ± 2 64 ± 1 −2 −4

B Paracetamol 500 483 ± 18 483 ± 21 −3.4 0
Caffeine 65 61 ± 2 62 ± 4 −5 2

C Paracetamol 150 142 ± 5 145 ± 16 −3 2
Caffeine 50 48 ± 2 51 ± 1 2 6

D Paracetamol 500 479 ± 28 486 ± 15 −2.8 1
Caffeine 65 65 ± 3 64 ± 2 −2 −2
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a Average of 3 measurements.
b Relative error 1 (%) = 100× (voltammetric value− label value)/label value.
c Relative error 2 (%) = 100× (voltammetric value−HPLC value)/HPLC value.

. Conclusions

The obtained results allow concluding that SWV and DPV along
ith a cathodically pre-treated BDD electrode can be used with

ome benefits for the quantitative determination of paracetamol
nd caffeine, alone or mixed as commonly found in pharmaceuti-
al formulations. When applied to these mixtures, the developed
ethod is easier to be adopted and yields lower detection limits

han the voltammetric method reported by Zen and Ting [52]. As
t is quite common, the here proposed electroanalytical method
as the advantages of being considerably less time-consuming and

ess expensive than other analytical methods that also apply to the
etermination of these substances, especially HPLC.
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a b s t r a c t

A sandwich-type immunoassay linked with inductively coupled plasma mass spectrometry (ICP-MS) has
been developed for the detection of anti-erythropoietin antibodies (anti-EPO Abs). Recombinant human
erythropoietin (rhEPO) was immobilized on the solid phase to capture anti-rhEPO Abs specifically. After
the immunoreactions with Au-labeled goat-anti-rabbit IgG, a diluted HNO3 (2%) was used to dissociate
Au nanoparticles which was then introduced to the ICP-MS for measurements. Under the optimized

−1
eywords:
hEPO
nti-EPO antibody

mmunoassay

conditions, the calibration graph for anti-EPO Abs was linear in the range of 35.6–500 ng mL with
a detection limit of 10.7 ng mL−1 (3�, n = 9). The relative standard deviation (R.S.D.) for three replicate
measurements of 30.9 ng mL−1 of anti-EPO Abs was 8.43%. The recoveries of anti-EPO Abs in sera at
the spiking level of 50, 100, 150, 200 and 400 ng mL−1 were 99.2%, 101.5%, 95.0%, 94.0% and 102.9%,
respectively. For the real sample analysis, 26 samples from healthy people and 53 samples from patients

ere st
ating
nductively coupled plasma mass
pectrometry

with rhEPO treatments w
from other samples, indic

. Introduction

Recombinant human erythropoietin (rhEPO), just as its bio-
ogical equivalent EPO, is a hormone which can stimulate the
roliferation of red cells [1]. For this reason, rhEPO is widely used
o treat patients with anemia due to renal failure or systemic
upus erythematosus (SLE) [2,3]. However, some patients receiv-
ng rhEPO therapy were reported to endure sudden severe anemia
r pure red cell aplasia (PRCA), demonstrating the presence of anti-
rythropoietin antibodies (anti-EPO Abs) [4–8]. Thus, the assay for
nti-EPO Abs is of interest for the studying of anemia caused by
hEPO treatment. In addition, detections and measurements of anti-
PO Abs may also become a supplementary approach of confirming
hEPO drug abuse among athletes.

Currently, several types of assays have been developed to detect
nti-EPO Abs, including radioimmunoprecipitation (RIP) [6,9], and
nzyme-linked immunosorbent assay (ELISA) [10–15]. Although
he RIP method offers high sensitivity and specificity, the per-

ormance of radioactive isotopes may cause damage both to the
eople who handle the whole process and to the environment.
LISA is a popular method to detect antibodies bound to protein
ntigens either directly or indirectly. Various modifications have

∗ Corresponding author. Tel.: +86 10 62787678; fax: +86 10 62781690.
E-mail address: xrzhang@chem.tsinghua.edu.cn (X. Zhang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.065
udied. One sample from patients showed significantly higher anti-EPO Abs
a possibility of immune response of this patient.

© 2009 Elsevier B.V. All rights reserved.

been employed to improve the sensitivity, for example, the applying
of avidin–biotin complexes [16–19].

Inductively coupled plasma mass spectrometry (ICP-MS), which
is the extensively applied trace and ultra-trace analysis tool today,
provides several advantages over other analytical methods includ-
ing simple spectra, a wide linear dynamic range, low limits of
detection, high speed of analysis and the ability of multi-elements
analysis [20]. ICP-MS has been widely used in the analysis of bio-
samples, for example, metal-binding proteins, selenium-containing
proteins [21–24]. In our previous researches, several ICP-MS-based
immunoassays have been successfully established [25–28]. The
multi-element detection ability has also been demonstrated by
using laser ablation technique for sample introduction [29]. The
performance of ICP-MS immunoassay on samples for multiple sur-
face biomarkers has been described by other groups as well [30–32].
Compared with traditional immunoassays, ICP-MS immunoassay
deals with element-tagged instead of isotope-tagged or enzyme-
conjugated antibodies, making it free of radioactive isotope or
toxic enzyme substrate reagents. Recently, immunoassays employ-
ing Au nanoparticles labeled antibodies have been developed with
varieties of detection methods, for instance, electrochemical and

ICP-MS methods [20,27,29,33].

In this work, we developed a sandwich-type ICP-MS immunoas-
say method to detect anti-EPO Abs in human sera. RhEPO was
first immobilized to the solid phase. Afterward, the bound RhEPO
was allowed to capture anti-rhEPO Abs specifically. The captured
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nti-rhEPO Abs reacted with Au-labeled goat-anti-rabbit IgG anti-
ody followed by detection with ICP-MS after the dissociation
f the immunocomplex. With this procedure a rapid and simple
ethod for the detection of anti-EPO Abs in human sera was estab-

ished.

. Experimental

.1. Apparatus

A Thermo X Series ICP-MS (Thermo Fisher Scientific, Bremen,
ermany) was used in all experiments. A standard glass concentric
ebulizer and a standard glass conical impact bead spray cham-
er were employed with an uptake rate of round 1 mL min−1. The
ickel sampling cone and nickel skimmer cone were equipped. The
xperimental parameters were optimized using 1% HNO3 solution
ontaining 10 ng mL−1 Rh and Tb and adjusted through the detec-
ion of Au-labeled goat-anti-rabbit IgG solution. The optimized
arameters are listed in Table 1.

.2. Reagents and materials

RhEPO was obtained from Roche Diagnostics (Penzberg, Ger-
any). Rabbit polyclonal anti-EPO antibody (anti-EPO pAb) was

urchased from Millipore Corp (Milford, MA, USA). Bovine serum
lbumin (BSA) and goat-anti-rabbit IgG was purchased from Bo’ao
en Chemical Reagents Co. (Beijing, China). Tween 20 was pur-
hased from Sigma–Aldrich Chemical Co. (St. Louis, MO, USA).
olloidal Au nanoparticles were synthesized in our laboratory.
oat-anti-rabbit colloidal Au conjugates were either bought from
o’ao sen Chemical Reagents Co (Beijing, China) (for studying
he influence of label size) or made in our lab. Unless other-
ise stated, all the other reagents used in this study were of

nalytical grade and obtained from Sinopharm Chemical Reagent
eijing Co. Ltd. (Beijing, China). 96-wells ELISA microplates
ere of “high binding” grade and purchased from NUNC,
enmark.

.3. Buffers

The buffers and solutions used were: (1) phosphate buffer:
aline (PBS) 8.0 g of NaCl, 2.9 g of Na2HPO4, 0.2 g of KH2PO4 and 0.2 g
f KCl dissolved in 1 L distilled water (pH 7.4); (2) coating buffer:
0 mmol L−1 Na2CO3–NaHCO3 (pH 9.6) in distilled water; (3) block-

ng buffer: 3% (w/v, g L−1) BSA in PBS. The blocking solution was
◦
tored at 4 C and used within a week; (4) washing solution (PBST):

.05% Tween 20 (v/v) in PBS; (5) assay solution: 0.3% (w/v, g L−1)
SA in PBST. All buffers were prepared using water (18.3 M� cm−1)

rom a Milli-Q water purification system (Millipore Milford, MA,
SA).

able 1
perating parameters for ICP-MS.

arameter Description

CP RF power 1200 W
oolant gas flow 14 L min−1

ebulizer gas flow 0.93 L min−1

uxiliary gas flow 0.70 L min−1

ample uptake rate 1 mL min−1

ample uptake time 40 s
ashout time 60 s

cquisition mode Pulse counting
well time 30 ms
weeps per reading 70
eplicates 3

sotope used 197Au
nternal standard used 159Tb
Fig. 1. TEM photograph of colloidal Au.

2.4. Preparation of colloidal gold nanoparticles

Colloidal Au nanoparticles were prepared according to the pro-
tocol from the literature with slight modification [34,35]. Briefly,
0.01% HAuCl4 and 0.05% trisodium citrate were boiled in aque-
ous solutions for about 30 min. Then, the resulting suspension was
cooled and filtered through a 0.45 �m Millipore membrane. The
diameter of particle was ∼15 nm (Fig. 1) as confirmed by Hitachi
H-800 transmission electron microscopy.

2.5. Preparation of colloidal gold-antibody conjugate

Colloidal gold-antibody conjugates were also prepared accord-
ing to reported protocols with slight modification [34,36,37].
Briefly, goat-anti-rabbit IgG (10% more than the minimum amount,
which was determined using a flocculation test) was added to
pH-adjusted colloidal Au suspension. After incubation at room
temperature for 1 h, the conjugate was centrifuged at 5000× g
for 1 h at 4 ◦C. The soft sediment was then resuspended in
0.01 mol L−1 Tris-buffered saline. Adding glycerol to a final concen-
tration of 50% allowed storage of the conjugate at−20 ◦C for several
months.

2.6. Assay protocol

100 �L of rhEPO at selected concentration was immobilized by
absorption on each wall of the high binding polystyrene 96-well
plates. The plates were placed at 4 ◦C overnight. After washing three
times and adding 250 �L blocking solution, the plates were incu-
bated for 1 h. Then 100 �L serum samples or anti-erythropoietin
antibody standards were added to each well. We used polyclonal
rabbit anti-EPO antibody as a standard because a human anti-EPO
antibody standard was not available. The plates were incubated for
1 h. After that, 100 �L Au-labeled goat-anti-rabbit IgG solution was

added and incubated for another 1 h. All incubations were carried
out at 37 ◦C. Between steps the plates were washed three times with
the washing buffer to remove unbound antibody or antigen.

After the final incubation, liquid in the well was discarded before
200 �L 2% HNO3 was added. The plate was shaken at room temper-
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Fig. 3. Optimization of size and concentration of Au nanoparticle labels. (a) Com-
paring of two different sized Au nanoparticles labeled IgG solution, 10 and 15 nm,
respectively. (b) Three concentrations of colloidal Au-labeled goat-anti-rabbit IgG
Y. Lu et al. / Talan

ture for 15 min, diluted to 1.5 mL with 2% HNO3 and then samples
ere introduced to the ICP-MS system.

The calibration curves were established by plotting normalized
CP count values of anti-EPO Abs standards against the concentra-
ions of anti-EPO Abs.

.7. Analysis of spiked serum samples

The recovery of ICP-MS immunoassay was evaluated by spiking
nti-EPO Abs to diluted negative human serum in the established
orking range and analyzing with the protocol as described in Sec-

ion 2.6.

.8. Human serum sample

Blood samples of rhEPO-treated patients with chronic renal fail-
re (CRF) were from Dongzhimen Hospital (Beijing, China) and
he Chinese PLA General Hospital (Beijing, China). Control blood
amples from healthy persons were provided by School Hospital
f Tsinghua University (Beijing, China). Serum samples were pre-
ared from whole blood by centrifuging at 10,000× g for 5 min in
serum separation vial and then stored as aliquots at −20 ◦C until
nalysis.

. Results and discussion

.1. Optimization

.1.1. Selection of ICP-MS operational parameters with Au-labeled
gG

The operational parameters for ICP-MS were optimized using
% HNO3 solution containing 10 ng mL−1 Rh and Tb and adjusted
hrough the detection of Au-labeled goat-anti-rabbit IgG solu-
ion. Before immunoassay, Au-labeled goat-anti-rabbit IgG solution
as serially diluted with 2% HNO3 and detected by ICP-MS. A

inear relationship existed even when the solution was 25,000
imes diluted (Fig. 2). Linear response of ICP-MS signals to
agged proteins indicates that ICP-MS can be employed for
he determination of antibodies labeled with Au nanoparticles,

hich is proportional to the anti-EPO Abs in the sample after

mmunoassay. ICP-MS detection parameters were finely tuned to
etect Au-labeled IgG. Optimized parameters can be found in
able 1.

ig. 2. Serial dilutions of Au-labeled goat-anti-rabbit IgG. The Au-labeled IgG solu-
ion was 50; 250; 1250; 6250; 12,500; 25,000 times diluted.
solution including undiluted, 1:5 and 1:10 dilutions with PBS were analyzed. The
inset was a zoom in of graph (b) with anti-EPO Ab concentrations from 0 to
92.6 ng mL−1. For these experiments, coating concentration of rhEPO was 1 ng mL−1

while 3% BSA in PBS was used as the blocking buffer.

3.1.2. Size and concentration of Au nanoparticle labels
Two types of goat-anti-rabbit IgG labeled with different sized

Au nanoparticles were tested at the same dilution (1:100) while
other experimental conditions were the same. Fig. 3a shows that
higher response was achieved when applying larger nanoparticles
(with a diameter of 15 nm) as the label. This may be explained by
more Au element contended in a bigger Au nanoparticle. 15 nm Au
nanoparticles labeled IgG solution was used in later experiments.

As ICP-MS signal is determined by contents of the element Au
in the sample solutions, the quantity of colloidal Au-labeled goat-
anti-rabbit IgG added is crucial. For optimization, undiluted and
different dilutions of prepared colloidal Au-labeled goat-anti-rabbit
IgG (1:5 and 1:10) were analyzed with a coating concentration (of
rhEPO) of 1 ng mL−1 and 3% BSA in PBS as the blocking buffer. Fig. 3b
shows that signal intensity for each analyte concentration increases
in the order of 1:10 dilution, 1:5 dilution, and undiluted solution.
However, with a further investigation of signal intensity at low ana-
lyte level (inset of Fig. 3b), a 1:5 dilution was used throughout
the experiment for a relative low nonspecific adsorption compared
with undiluted solution though the latter present higher response
at each anti-EPO Abs level.
3.1.3. Blocking buffer
To minimize nonspecific binding, a blocking step is necessary

after coating and washing away the free antigen. Blocking buffer
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Table 2
Recovery of spiked anti-EPO Abs in serum samples.

Added (ng mL−1) Found, mean± S.D.a (ng mL−1) Relative recovery (%)

50 49.6±4.7 99.2
100 101.5±13.4 101.5
150 142.5±19.2 95.0
ig. 4. Optimization of the blocking buffer: 3% BSA and 1% gelatin in PBS were ana-
yzed while other conditions were the same. The coating concentration of rhEPO

as 1 ng mL−1 while the Au-labeled IgG solution was five times diluted before use.

an occupy the free sites on the 96-wells plate and thus guaran-
ee a low detection limit of the immunoassay. Two blocking buffers
ere considered: 3% BSA and 1% gelatin (Fig. 4) while the coating

oncentration of rhEPO was 1 ng mL−1 and dilution of Au-labeled
gG was 1:5. Results indicated that the former possessed a bet-
er blocking effect. When using 1% gelatin as the blocking buffer,
nstable ICP-MS signals appeared at low anti-EPO Ab concentra-
ions (approximately from 0 to 20 ng mL−1). As a result, 3% BSA was
hosen as the blocking buffer and 0.3% BSA in PBST was used as
ssay solution.

.1.4. Coating concentration of rhEPO
Coating is the first step of an immunoassay. Although the coat-

ng buffer is also influential (pH value affects antigen binding), we
ust skipped the optimization process by adopting Na2CO3–NaHCO3
pH 9.6) buffer following a former experimental result without
urther discussion [38]. Still, we optimized the coating concentra-

ion of rhEPO (Fig. 5). 3% BSA in PBS was the blocking buffer and

1:5 dilution of Au-labeled IgG was used for those assays with
ifferent coating concentrations of 0.5, 1, 5 and 10 �g mL−1, respec-
ively. When the coating concentration was 0.5 �g mL−1, it was less
esponsive to the increasing anti-EPO Ab concentrations. And for

ig. 5. Optimization of coating concentration: rhEPO concentrations of 0.5, 1, 5 and
0 �g mL−1 were analyzed. Other experimental conditions were the same: 3% BSA
n PBS was used as the blocking buffer and the self-made Au-labeled IgG solution
as five times diluted before use.
200 189.7±8.1 94.0
400 411.6±11.2 102.9

a Standard deviation (n = 3).

the other coating concentrations, the immunoassay reacted much
more similar. For the coating concentration of 5 �g mL−1, it had the
least signal intensity value for blank, with the value of 483.8±55.2
compared to 632.1±177.4, 566.0±144.2 and 665.9±126.7 for
the coating concentrations of 0.5, 1, 10 �g mL−1, respectively. We
selected 5 �g mL−1 of rhEPO in Na2CO3–NaHCO3 (pH 9.6) buffer as
the coating solution.

3.2. Analytical characteristics

Under the optimum conditions described above, a calibration
curve for anti-EPO Abs was established. The detection limit of
anti-EPO Abs for this ICP-MS linked immunoassay method was
10.7 ng mL−1 (3�, n = 9). The calibration graph was linear in the
concentration range of 35.6–500 ng mL−1 (R2 = 0.9882). The rela-
tive standard deviation (R.S.D.) for three replicate measurements
of 30.9 ng mL−1 anti-EPO Abs was 8.43%.

3.3. Application

For the analysis of spiked serum samples, anti-EPO Abs were
added to 20 times diluted serum samples and reached final concen-
trations of 50, 100, 150, 200 and 400 ng mL−1, separately. Recovery
for each adding concentration is listed in Table 2.

Serum samples both from healthy donors (control) and patients
were 20 times diluted and analyzed in triplicate, of which 26
were obtained from healthy people and the other 53 were from
rhEPO-treated patients with chronic renal failure. Independent-
Samples t-test for those experiment results was then carried out
utilizing statistical software, SPSS 11.5 (SPSS, USA). No significant

differences were found between patients (53 samples) and the
healthy people (26 samples). However, one patient gave signal
intensity of 845.4±27 (approximately 11.4 ng mL−1), which was
significantly higher than the average of control (with signal inten-

Fig. 6. Distribution of ICP-MS signal intensity (CPS) of anti-EPO Abs in healthy people
and CRF patients treated with EPO.
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ity of 500.0±74.7) (Fig. 6). All these experimental results might be
xplained by the fact that patients treated with rhEPO could only
ccasionally suffer from PRCA.

. Conclusion

We have developed a new ICP-MS immunoassay for anti-EPO
ntibodies in human serum. The detection of spiked serum sam-
les proved that this method possesses good analyzing ability. No
ignificant differences of serum samples from healthy people and
atients were observed. Further optimization, changing of the ele-
ental tags or employing of a low sample flow nebulizer (thus a

maller sample size) is encouraged to perform a more sensitive
CP-MS immunoassay for anti-EPO Abs.
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a b s t r a c t

The simultaneous determination of levodopa (LD) and propranolol (PRO) using fluorescence spectromet-
ric technique is described. The method involves measuring the natural fluorescence of these drugs in the
micellar media of sodium dodecyl sulfate (SDS) using principal component analysis-feed-forward neural
networks (PC-FFNNs). Experimental conditions such as effect of pH and SDS concentration were opti-
vailable online 20 January 2009

eywords:
pectrofluorimetry
evodopa
ropranolol
eed-forward neural network

mized. Under the optimum conditions, the linear determination ranges of LD and PRO are 2.0×10−8 to
1.0×10−5 mol L−1 and 3.6×10−9 to 1.8×10−6 mol L−1, respectively. A set of synthetic binary mixtures of
LD and PRO was prepared and their concentrations were predicted by the proposed method. Satisfactory
results were obtained by the combination of fluorescence technique with chemometrics methods. The
method was successfully applied to the determination of LD and PRO in tap water and in urine samples.

© 2009 Elsevier B.V. All rights reserved.

rine

. Introduction

Levodopa ((S)-2 amino-3-(3,4-dihydroxyphenyl)propionic acid,
D) is a precursor of the neurotransmitter dopamine used in
he treatment of Parkinson’s disease. It is a progressive neu-
ological disorder that occurs when the brain fails to produce
nough dopamine [1]. Propranolol (1-(isopropylamino)-3-[1-
aphthyloxy]-2-propanol, PRO) is member of heterogeneous group
f drugs classified as beta-adrenergic receptor blockers and are gen-
rally prescribed in the treatment of hypertension, angina pectoris,
ardiac arrhythmias and hypertrophic subaortic stenosis, but are
lso sometimes used as doping agents in sport [2]. Parkinsonism
s a syndrome characterized by a combination of cardinal features
ncluding resting tremor, bradykinesia, rigidity, and loss of postu-
al reflexes. Levodopa is the most effective medication for treating
remor in Parkinson’s disease (PD). At least 50% of patients experi-
nce a significant reduction in tremor with levodopa treatment [3].
he efficacy of levodopa is firmly established from over 30 years of
se in clinical practice [4]. Propranolol, a nonselective �-blocker,

as been used for tremor reduction in a variety of tremor sub-
ypes, including essential tremor and the resting tremor of PD [3].
herefore it seems that it is important to determine these drugs in
iological samples simultaneously.

∗ Corresponding author. Tel.: +98 811 8272404; fax: +98 811 8272404.
E-mail address: madrakian@basu.ac.ir (T. Madrakian).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.001
Levodopa can be slowly titrated starting with one-fourth a tablet
three times per day, which can be increased by one-fourth a tablet
per dose every week to optimum symptom relief up to a maxi-
mum of 1000–1200 mg per day. Dosing schedule for commonly
used tremor medication (propranolol) is 10–20 mg with maximum
dose 320 mg [3].

In the literature review, due to strong pharmaceutical impact,
these drugs have received particular attention. Many methods
such as kinetic-spectrophotometry [5–8], capillary electrophoresis
[9,10], spectrofluorimetry [11–14] and synchronous spectrofluori-
metric methods [15,16] were used for the determination of these
drugs in the presence of other components. The determination of
levodopa in clinical samples was also reported. Segar and Smyth
[17] and Baranowska and Plonka [18] reported the amount of this
drug in urine samples in the range 0.5–2 and 3.73–46.80 �g mL−1,
respectively, as determined by HPLC. To our knowledge, there is no
report on the simultaneous spectrofluorimetric determination of
levodopa and propranolol.

Fluorescence spectrometry is widely used in quantitative anal-
ysis because of its great sensitivity and selectivity as well as its
relatively low cost. This technique has not, however, been widely
applied to the simultaneous direct determination of several fluo-

rescent components in mixtures, mainly because the fluorescence
spectra of individual substances contain broad bands which often
overlap. Several methods have been proposed to resolve such
problems without manipulation of the samples or using time-
consuming and highly expensive separation techniques [15]. Due



1 lanta 78 (2009) 1051–1055

t
p
o
a
r
i
m
p
a
i
a
e

p
d
l
(
c
a
i
o
i
t
fi
[

r
c
t
u
r
t
w
[
m
t
d

c
P
o

w
p
d
m
a
o
c
a
s
w

2

2

e
p
m
m
u
L
t
M

Table 1
Concentration data for the different mixtures used in the calibration set and predic-
tion set for the simultaneous determination of LD and PRO.

Sample no. Calibration set (mol L−1) Prediction set (mol L−1)

LD PRO LD PRO

1 2.00×10−8 1.80×10−6 1.00×10−7 1.80×10−6

2 2.00×10−7 1.00×10−6 6.00×10−6 3.60×10−8

3 1.00×10−6 1.80×10−6 8.00×10−6 1.80×10−7

4 1.00×10−5 3.60×10−9 1.00×10−6 1.00×10−6

5 8.00×10−6 1.80×10−8 6.00×10−6 3.60×10−7

6 1.00×10−6 1.80×10−7 6.00×10−6 1.00×10−6

7 4.00×10−6 1.80×10−7 2.00×10−6 1.45×10−6

8 2.00×10−6 7.20×10−7 2.00×10−6 1.80×10−7

9 8.00×10−6 7.20×10−7

10 4.00×10−6 3.06×10−7

11 2.00×10−6 1.00×10−6

12 1.00×10−5 3.60×10−8

13 8.00×10−6 1.00×10−6
052 T. Madrakian et al. / Ta

o the ability of chemometrics methods for resolving the com-
lex systems, they were developed for simultaneous determination
f various mixtures. The chemometric methods such as factor
nalysis and artificial intelligence, including principal component
egression (PCR) and partial least squares (PLS), have found increas-
ng applications for multi component determinations. In these

ethods, generally, a set of calibration samples with known com-
ositions is first prepared and the measurements are carried out,
fter which, the mathematical models are established by process-
ng the measured data. Subsequently, the mathematical models
re used for the prediction of unknown samples under the same
xperimental conditions.

Multivariate calibration methods (partial least squares or princi-
al component regression) can be applied to the multi-component
etermination [19,20]. These methods are not suitable when non-

inearity is observed in the system. Artificial neural networks
ANNs) approach has several advantages over the multivariate
alibration of data including easy programming of the network
rchitecture, no necessity for any priori assumption on the behav-
or of the data, ability to process input data containing some degree
f uncertainty and handling nonlinearity due to analyte–analyte
nteraction, the synergistic effects and so on. Due to these advan-
ages ANNs have attracted the interest of many researches in the
eld of chemistry as modeling tools for multivariate calibrations
19–22].

The most popular method for data compression in chemomet-
ics is principal component analysis (PCA). In practice, principle
omponents (PCs) are often successfully used as inputs. Even if
here is some nonlinearity in data set, all relevant information is
sually contained in the first PCs [23]. PCA became ideal tool to
emove possible complications caused by multicollinearity from
he independent variables. Reducing the number of inputs to a net-
ork reduces the training time and repetition in the input data

24–26]. The application of an ANN model with data pretreatment
ethod, such as autoscaling and compressing data into scores with

he use of PCA (PC-FFNNs) as input data to quantify mixtures in
ifferent kinetic situations has been reported [5,23].

Several reports have been published on the application of
hemometrics methods such as mean centering of ratio spectra,
LS, ANNs and continuous wavelet transformation for the analysis
f pharmaceutical products and biological samples [5,6,27–30].

In the present work, the applicability of artificial neural net-
orks assisted by principal component analysis was examined. The
rocedure was based on the recording of fluorescence spectra of
rugs in the micellar media and using ANN for simultaneous deter-
ination of two components. This method is very precise, sensitive

nd applicable to the simultaneous determination of LD and PRO
ver wide ranges. With this approach simultaneous determination
an be performed without decreasing the signal-to-noise ratio, and
ny need to carefully control the experimental conditions. Several
ynthetic mixtures were estimated and the method validated using
ater and biological sample.

. Experimental

.1. Apparatus

A PerkinElmer luminescence spectrometer model LS-30,
quipped with a xenon lamp, a 7 �L fused silica flow cell and a
eristaltic pump was used for recording spectra and fluorescence
easurements. A model 713 Metrohm pH meter was used for pH

easurement of the solutions and a Heidolf rotary evaporator was

sed for drying the sample. A short program was written in MAT-
AB 7.1 for performing principal component analysis of the data and
he networks calculations were performed using nnet–Toolbox for

ATLAB 7.1.
14 2.00×10−8 1.80×10−8

15 1.00×10−7 3.60×10−9

16 1.00×10−6 3.60×10−7

2.2. Reagents

All chemicals were of the analytical grade purchased from
Merck Company (Darmstadt, Germany). Stock solutions of
1.00×10−3 mol L−1 of LD and 1.80×10−3 mol L−1 of PRO were pre-
pared by dissolving appropriate amounts of them in doubly distilled
water. A solution of 0.2 mol L−1 SDS was prepared by dissolving
appropriate amount of reagent in water and diluting to the mark
in a 100 mL volumetric flask. A pH 4.0 acetate buffer solution
(0.2 mol L−1) was prepared from acetic acid and sodium acetate
[31].

2.3. Procedure

Two sets of standard solutions containing the analytes were pre-
pared as calibration and prediction sets. The correlation between
concentrations of the two drugs was avoided. Each set was selected
so that the concentrations of the analytes were approximately cov-
ered the entire ranges of the analytes. Appropriate amounts of LD
and PRO solutions, 1.0 mL of buffer and 0.5 mL of 0.2 mol L−1 SDS
solutions were added to a 5.0 mL volumetric flask. The flask was
made up to the mark with water and the fluorescence spectra were
recorded in the emission wavelength range 300–450 nm (with exci-
tation at 282 nm). Calibration and prediction sets contained 16 and
8 samples, respectively. Table 1 shows the two sample sets.

2.3.1. Preparation of urine sample
A urine specimen from a volunteer was collected in 10 mL of

6.0 mol L−1 hydrochloric acid over a 24-h period. Ten milliliter of
such urine sample was taken out and evaporated to dryness in vac-
uum at room temperature using a rotary evaporator; the residue
is dissolved in 2 mL methanol. This solution was used as a sample
solution [12].

3. Results and discussion

3.1. Spectral characteristics

Fig. 1 shows the fluorescence emission spectra of LD and PRO in
the optimal conditions at �ex = 282 nm. As Fig. 1 shows, the emis-

sion spectra of LD and PRO have strongly overlapped. The maximum
emission of them was at 325 and 340 nm, respectively. Therefore
the analysis of mixtures of the compounds is not feasible by con-
ventional spectrofluorimetry at their wavelength maxima.
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Fig. 1. Fluorescence spectra of 2.00×10−6 mol L−1 LD (a) and 3.60×10−7 mol L−1
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RO (b), in the presence of 0.02 mol L−1 SDS, pH 4.0 buffer solution. Excitation wave-
ength was 282 nm.

.2. Synchronous fluorescence spectra of levodopa and
ropranolol

Synchronous spectrometry consists essentially of the simul-
aneous scanning of both monochromators, while maintaining a
onstant wavelength interval (��) between them. The simplifi-
ation of the spectral profile together with the reduction of band
idth is its main characteristics [15]. The selection of �� is an

mportant parameter to obtain a good selectivity and sensitivity
s it can affect not only the synchronous fluorescence intensity
ut also the shape of spectrum and the width of the half-wide
pectral band. This parameter is usually selected empirically. The
uorescence intensity is maximum when the excitation wavelength
orresponds to the maximum of the excitation spectrum and when
he emission wavelength corresponds to the maximum of the emis-
ion spectrum. In this case, however, this definition was not useful
ecause greater sensitivity does not always mean high selectiv-

ty [32]. In this study �� was changed between 0 and 200 nm
ith 10 nm intervals. The best result was obtained at �� = 80 nm

Fig. 2).
Experimental results indicated that this method was not suitable

or simultaneous determination of LD and PRO as spectral interfer-
nce occurred in both cases. According to these results, we applied
chemometrics method for the simultaneous determination of

hese drugs based on their natural fluorescence in the presence of

urfactant at pH 4. The artificial neural network was selected for
imultaneous determination of these components.

ig. 2. Synchronous fluorescence spectra of 2.00×10−6 mol L−1 levodopa (a)
nd 1.00×10−6 mol L−1 propranolol (b) and their mixture solution (c), pH 4.0,
.02 mol L−1 SDS, �� = 80 nm.
Fig. 3. Effect of pH on the determination of 5.00×10−6 mol L−1 levodopa (a) and
7.00×10−7 mol L−1 propranolol (b), 0.02 mol L−1 SDS solution, �ex = 282 nm.

3.3. Influence of experimental factors

The fluorescence spectra are influenced by pH of the solution
and concentration of SDS. So, the various experimental parameters
affecting the measurements were carefully studied and optimized.

3.3.1. Effect of pH
LD and PRO showed strong native fluorescence signals at acidic

pH. It was observed that their fluorescent emission decreases in
alkaline media. Fig. 3 resumes the effect of pH on the fluorescence
signals. Analysis of spectrofluorimetric data for LD in water showed
that the fluorescence intensity remained constant in the pH range
1.0–5.0 and decreased at higher pH. For PRO, the fluorescence inten-
sity increased by increasing pH over the range 1.0–3.0, remained
constant up to pH 6.0 and decreased at higher pH. Therefore, pH 4.0
was selected as working pH due to the higher fluorescence intensity.
An acetate buffer solution was used to adjust the pH.

3.3.2. Fluorescence characteristics of levodopa and propranolol in
micellar media

The fluorescence properties of LD and PRO in various surfactant
media were studied: anionic surfactant (SDS, 0.00–0.06 mol L−1)
and non-ionic surfactant (TX-100, 0.00 to 1.00×10−3 mol L−1).
Experimental data showed that the fluorescence intensities of LD
and PRO in SDS micellar media are 2.4 times higher than those
in water media. TX-100 caused an increase in blank signal and
a decrease in the fluorescence intensity of the sample. Thus, the
anionic surfactant SDS was chosen for further works. Fig. 3 shows
the effect of SDS concentration on the fluorescence intensity of LD
and PRO. As Fig. 3 shows, 0.02 mol L−1 SDS was selected as optimal.

The fluorescence spectra of levodopa and propranolol in
pure water and in SDS solution revealed that the fluorescence
intensity increased with SDS concentration (above the cmc,
2.30×10−3 mol L−1), and that this increase was more evident at
0.02 mol L−1 (Fig. 4). The increase in the fluorescence intensity in
micellar media was attributed to the stabilization/protection of the
singlet excited state that hinders decay by quenching and other
non-radiative deactivation processes [33,34].

3.4. Optimizing the network variables in PC-FFN network

ANNs are mathematical or computational models based on bio-
logical neural networks. They consist of an interconnected group
of artificial neurons and process information using a connectionist

approach to computation. For the optimization of a neural network,
a trial and error method has to be used to find the best neural
network architecture. One layer of nodes in the output layer is a
common topological suggestion, when an ANN is used as a model
of calibration. In this study some factors such as number of principal
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Table 2
Optimized parameters used for construction of PC-FFNNs for LD and PRO
determination.

Parameter LD PRO

Number of PCs 3 3
Input nodes 3 3
Hidden nodes 5 3
Output nodes 1 1
Learning rate 0.01 0.05

mulations drugs contain 10–25% of CBD. The interference effect of
this component was studied and observed that it did not interfere
when presented at the same concentration of LD.

Table 3
Prediction results obtained with PC-FFNNs for LD and PRO.

Sample no. Added (mol L−1) Found (mol L−1)

LD PRO LD PRO

1 1.00×10−7 1.80×10−6 9.99×10−8 1.73×10−6

2 6.00×10−6 3.60×10−8 5.99×10−6 3.40×10−8

3 8.00×10−6 1.80×10−7 8.00×10−6 1.80×10−7

4 1.00×10−6 1.00×10−6 9.99×10−7 9.98×10−7

5 6.00×10−6 3.60×10−7 6.01×10−6 3.65×10−7

6 6.00×10−6 1.00×10−6 5.99×10−6 1.00×10−6
ig. 4. Effect of SDS concentration on the determination of 5.00×10−6 mol L−1 lev-
dopa (a) and 7.00×10−7 mol L−1 propranolol (b) pH 4.0, �ex = 282 nm.

omponents, number of nodes (neurons) in hidden layer, learning
unction and number of epochs were optimized.

Performance of methods were tested with root mean square
rrors of prediction (RMSEP), using synthetic solutions of metal
ons as prediction set. The results obtained in the quantification
f the samples in the training and prediction sets are expressed
s

MSEP =
√∑n

i=1(ŷi − yi)
2

n
(1)

here ŷi and yi are the desired output and the actual output sets,
espectively, and n is the number of prediction set samples. Reduc-
ng the data volume before using ANNs for multivariate calibration
as suggested as a preprocessing step in many of the previous

tudies [23].
If the number of weights exceeds the number of samples

or the training of ANN to some extent, “over fitting” may be
aused [35]. Also, in the case of a high number of input vari-
bles meaningful variables could be hidden [36], the probability
f chance correlation increases [37], and may prevent ANN from
nding optimized models [38]. Therefore, PCA input selection is
ecessary in order to improve the predicted results of different
NN.

In this work, spectrofluorimetric data were employed in ANN
o predict the concentrations of the corresponding analytes. The
pectrofluorimetric data, before building the ANNs models, were
ubjected to the principal component analysis and decomposed to
C scores. The numbers of input nodes were selected as optimal
umbers of PC scores. The PC-FFNN including one to ten PC scores
as trained. The lowest RMSEP% values were obtained with three

nput factors for LD and PRO, respectively. In order to determine
he optimal number of hidden layer networks, neural networks
ith different numbers of hidden nodes were trained. The num-

er of hidden nodes varied from one to ten to train the networks.
ccording to RMSEP% values versus the number of hidden layer
odes, the best numbers of hidden layer nodes were five and three

or LD and PRO, respectively. To get the best network architecture,
ifferent transfer functions in hidden and output layer were also
ested. The best transfer functions as well as some other parame-
ers such as number of epochs, learning rate and momentum are
ummarized in Table 2. In order to predict drugs concentrations
n prediction set, ten times replications were performed in opti-
um conditions and finally the RMSEP% values were calculated
nd applied for comparing the applicability of the methods. Table 3
hows the prediction results obtained with a model having opti-
ized parameters.
Number of iteration (epoch) 100 100
Hidden layer transfer function Logsig Logsig
Output layer transfer function Logsig Tansig

3.5. Validity of the method

3.5.1. Linearity and sensitivity
A set of sample solutions with different drugs concentra-

tions was prepared and measurements were carried out under
the optimum conditions. The calibration curves of two analytes
were linear in the ranges 2.00×10−8 to 1.00×10−5 mol L−1 and
3.60×10−9 to 1.80×10−6 mol L−1 for LD and PRO, respectively.
The triplicate signals demonstrated good reproducibility. Equations
for calibration graphs were obtained versus analyte concentra-
tions as: F = 8.0×107C + 76.8 for LD and F= 5.0×108C + 51.3 for
PRO where F is the relative fluorescence intensity and C is the
concentration of analyte in mol L−1. Correlation coefficients for
LD and PRO were 0.994 and 0.993, respectively. The limit of
detection (LOD) and limit of quantification (LOQ) were defined
as the compound concentration that produced a signal-to-noise
ratio of 3 and 10, respectively. Based on these criteria LOD val-
ues were 4.83×10−9 mol L−1 (0.95 �g L−1), 7.76×10−10 mol L−1

(0.20 �g L−1) and LOQ values were 1.61×10−8 mol L−1 (3.17 �g L−1)
and 2.60×10−9 mol L−1 (0.67 �g L−1) for LD and PRO, respectively.

3.5.2. Interferences of foreign substances
A systematic study was carried out on the effects of for-

eign species on the determination of 2.00×10−7 mol L−1 LD and
1.00×10−6 mol L−1 PRO. The tolerance limit of a compound was
taken as the maximum amount of species causing an error not
greater than ±5%. 1000-fold excess of K+, Na+, Ca2+, Mg2+, Ba2+,
Cd2+, Ni2+, Al3+, Cl−, F−, S2−, glycine, lactose, fructose, starch. 500-
fold excess of CO3

2−, HCO3
− and 50-fold excess of Cu2+, NO3

−, Pb2+,
Hg2+, did not interfere withthe determination of drugs. The inter-
ference effect of Fe3+ was eliminated up to 5-fold excess by addition
of 0.05 mol L−1 ascorbic acid.

For better therapeutic effect and lower toxicity, carbidopa (CBD)
is administered in association with levodopa. In pharmaceutical for-
7 2.00×10−6 1.45×10−6 2.00×10−6 1.49×10−6

8 2.00×10−6 1.80×10−7 2.00×10−6 1.80×10−7

RMSEP% 0.05 0.08
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Table 4
The application of the proposed method for simultaneous determination of LD and PRO in real samples.

Sample Spiked (mol L−1) Found (mol L−1) Recovery (%) R.S.D. (%)

LD PRO LD PRO LD PRO LD PRO

Tap water 0 0 NDa ND – –
2.00×10−7 1.00×10−6 1.98×10−7 9.98×10−7 99.32 99.85
6.00×10−7 4.00×10−8 5.99×10−6 4.04×10−8 99.96 101.01

99.64b 100.43b 1.35b 1.93b

Urine 0 0 ND ND – –
2.00×10−6 7.20×10−7 2.05×10−6 7.49×10−7 102.50 104.13
1.00×10−6 3.60×10−7 1.03×10−6 3.68×10−7 103.10 102.31
4.00×10−6 1.00×10−6 3.91×10−6 9.95×10−7 97.73 99.57
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a ND: not detected.
b Mean of measurements.

.6. Applications

In order to evaluate the analytical applicability of the proposed
ethod, it was applied to the determination of LD and PRO in tap
ater. Known amount of these drugs were added to the water sam-
le and their concentrations were estimated with the proposed
ethod. Simultaneous determination of drugs in the urine sam-

le prepared according to the procedure was also performed. The
ample was found to be free from LD and PRO. Therefore different
mounts of LD and PRO were spiked to the sample and analyzed
y the proposed method. The results for determination of the two
pecies in real samples are given in Table 4. Satisfactory recov-
ry of the experimental results was found for LD with a range of
9.3–103.1% and for PRO with a range of 99.6–104.1%. The repro-
ucibility of the method was demonstrated by the mean relative
tandard deviation (R.S.D.). The results obtained indicate that the
.S.D. values for LD and PRO in water were 1.35 and 1.93% and in
rine sample were 1.97 and 2.42%, respectively.

. Conclusion

In this paper, we investigated the chemistry, analytical method-
logy and the chemometrics interpretation of the results for the
etermination of levodopa and propranolol in water and human
rine sample by the spectrofluorimetric method in the micellar
edia using artificial neural network. The use of SDS micellar sys-

em provides a simple mean to enhance the fluorescence intensity
f levodopa and propranolol. This phenomenon can be explained by
he protection/stabilization of lowest excited state of fluorophore
n micellar microenvironment from non-radiative processes that
ormally readily occur in bulk aqueous solutions.

The simultaneous determination of these drugs was done with
eural networks. The system was modeled with neural networks
nd the model was validated with the use of synthetic binary mix-
ures of levodopa and propranolol and the figures of merit, RMSEPs%
nd recoveries% were evaluated. Finally, the most successful ANNs

alibration model was applied for the prediction of the levodopa
nd propranolol in water and human urine sample with satisfac-
ory results. To the best of our knowledge this is the first report for
imultaneous determination of these drugs. Moreover the calcu-
ated results proved that the proposed neural networks approach

[
[
[
[
[

101.71b 102.00b 1.97b 2.42b

based on the PCA input selection is suitable for the simultaneous
determination of LD and PRO in complex mixtures.
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A quartz crystal microbalance (QCM) immunosensor was developed for the determination of the insecti-
cide carbaryl and 3,5,6-trichloro-2-pyridinol (TCP), the main metabolite of the insecticide chlorpyrifos and
of the herbicide triclopyr. The detection was based on a competitive conjugate-immobilized immunoassay
format using monoclonal antibodies (MAbs). Hapten conjugates were covalently immobilized, via thioctic
acid self-assembled monolayer (SAM), onto the gold electrode sensitive surface of the quartz crystal. This
covalent immobilization allowed the reusability of the modified electrode surface for at least one hundred
iezoelectric immunosensor
CM
elf-assembled monolayer
onoclonal antibody

arbaryl
CP

and fifty assays without significant loss of sensitivity. The piezoimmunosensor showed detection limits
(analyte concentrations producing 10% inhibition of the maximum signal) of 11 and 7 �g l−1 for carbaryl
and TCP, respectively. The sensitivity attained (I50 value) was around 30 �g l−1 for both compounds. Lin-
ear working ranges were 15–53 �g l−1 for carbaryl and 13–83 �g l−1 for TCP. Each complete assay cycle
took 20 min. The good sensitivity, specificity, and reusability achieved, together with the short response
time, allowed the application of this immunosensor to the determination of carbaryl and TCP in fruits

an reg
and vegetables at Europe

. Introduction

Increasing awareness about the presence of pesticide residues
n the environment has been urging the search for simple detec-
ion methods. Classical chromatographic analysis (liquid or gas
hromatography) are very sensitive and standardized techniques.
evertheless they often are too laborious and time-consuming. Fur-

hermore, they need complex and expensive instrumentation often
vailable only in very well equipped and centralized laboratories
1].

Immunochemical methods, such as enzyme-linked immunosor-
ent assays (ELISAs), have already gained a place in the analytical
enchtop as alternative or complementary methods for routine
esticide analysis. They are fast, economic, and at least as sensitive
s usual chromatographic techniques. The number of pesticides for

hich immunoassays have been developed is constantly increasing
orldwide. The contribution of our group includes immunoas-

ays for pesticides belonging to different chemical families, such
s organophosphorous, organochlorine, N-methylcarbamates and
ungicides [2–5].

∗ Corresponding author. Tel.: +34 963877093; fax: +34 963877093.
E-mail address: amontoya@eln.upv.es (A. Montoya).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.058
ulatory levels, with high precision and accuracy.
© 2009 Elsevier B.V. All rights reserved.

Currently, ELISAs and immunosensors are the most popular
immunoassays. The analyte detection in ELISAs is always indirect
because one of the immunoreagent is labelled. In immunosensors
the detection is direct: one of the immunoreagents is immobi-
lized on the surface of the transducer, and a direct physical signal
is produced when the immunochemical interaction occurs. This
label-free direct detection represents an essential advantage of
immunosensors as compared to label-dependent immunoassays
[6]. Immunosensors, which combine the selectivity provided by
immunological interactions with the high sensitivity achieved by
electronic or opto-electronic signal transducers, are also being
proposed and proving to be powerful analytical devices for the
monitoring of organic pollutants in food and the environment
[7,8].

Immunochemical interactions can be detected as a variation of
mass at the transducer surface. Among all the physical transduc-
ers that can measure surface mass changes, produced by formation
of biocomplexes at their sensitive area, piezoelectric systems rep-
resent a cost-effective alternative to advanced optical devices [9].
Piezoelectric immunosensors use a quartz crystal, working in a
microgravimetric mode, as the transducer element (QCM, Quartz

Crystal Microbalance). When brought into resonance, the quartz
crystal is able to oscillate by the application of an external alter-
nating electric field. Piezoelectric transducers are being used as
chemical sensors since the discovery of the relationship between
mass deposited/adsorbed on the crystal surface and the resonant
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requency variations. This relationship is expressed by Sauerbrey’s
quation:

f = −Cf �m

A
(1)

here the measured frequency change (�f) is linearly proportional
o the ratio of the mass load (�m) to the crystal exposed surface (A)
10].

This equation is applied when working in air phase. Kanazawa
nd Gordon [11] found the relationship which account for the
ariations in resonance frequency when the crystal works in liq-
id environment. This equation assumes that the surface of the
iezoelectric crystal behaves as a rigid film; otherwise, the quartz
esponse depends not only on the mass placed on it but also on its
iscoelastic properties [12]. The changes in viscosity produce resis-
ance shifts (�R). For suitable QCM immunosensor applications, the
roperties of the surrounding liquid on the sensitive surface should
ot significantly change during the measurements: i.e., �R≈0.

Because of their simplicity, low cost, and real-time response,
iezoelectric quartz crystal sensors are gaining an increasing impor-
ance as competitive tools for bioanalytical assays and for the
haracterization of biomolecular interactions [9]. Since the earli-
st piezoelectric quartz crystal immunoassay was reported in 1972
y Shons et al. [13], QCM immunosensors have been proposed
or a wide variety of analysis such as food and biomedical analy-
is, veterinary diagnosis, environmental monitoring, etc. The target
nalytes include bacteria and eukaryotic cells [8,14], viruses [7,15],
roteins [16], nucleic acids [17], and small molecules as drugs, hor-
ones and pesticides [18,19].
In the present work, the development of a monoclonal

ntibody-based piezoelectric immunosensor for carbaryl and TCP
3,5,6-trichloro-2-pyridinol), and its application to fruit juice sam-
les, is described. Carbaryl, an acetyl-cholinesterase inhibitor, is a
road-spectrum N-methyl carbamate insecticide [20]. TCP is the
ajor degradation product of the widely used insecticides chlor-

yrifos and chlorpyrifos-methyl and the herbicide triclopyr. TCP has
een demonstrated to be toxic to some aquatic organisms. In stud-

es of human exposure to pesticides, it has also been detected in
rine samples, which is consistent with the high occurrence of the
arent pesticides in food [21].

. Experimental

.1. Chemicals and immunoreagents

Bovine serum albumin (BSA) fraction V was purchased from
oche Diagnostics (Mannheim, Germany). Tween 20 was supplied
y Fluka-Aldrich Chemie (Buchs, Switzerland). All other chemicals
ere of analytical grade.

.1.1. Reagents for covalent immobilization
1-Ethyl-3(-3 dimethyl-amino-propyl)carbodiimide hydrochlo-

ide (EDC) and N-hydroxysuccinimide (NHS) were purchased
rom Pierce (Rockford, IL); thioctic acid (TA) was supplied by
igma–Aldrich Chemie (Steinheim, Germany); ethanolamine block-
ng agent was obtained from Sigma (St. Louis, MO).

.1.2. Analytical pesticide standards
Carbaryl, 1-naphtol, methiocarb, bendiocarb, carbofuran and
ropoxur were purchased from Dr. Ehrenstorfer (Augsburg,
ermany). TCP and chlorpyrifos were generously provided by
owElanco (Midland, MI). Triclopyr was obtained from Riedel-de
aën (Seelze, Germany). 2,4,5-Trichlorophenol, 2,4-dichlorophenol
nd 2,5-dichlorophenol were supplied by Fluka-Aldrich Química
Madrid, Spain).
8 (2009) 827–833

2.1.3. Immunoreagents
For carbaryl assay, BSA–CNH, BSA–CNA, BSA–1NAH, OVA–1NAH

and OVA–CPNU protein–hapten conjugates, as well as LIB-CNH45,
LIB-CNH36 and LIB-CNA36 monoclonal antibodies (MAbs), were
produced in our laboratory as previously described [24]. For TCP
assay, BSA–TS1 protein–hapten conjugate and LIB-MC2 MAb were
previously prepared as described [21].

2.2. Covalent immobilization

2.2.1. Clean up of crystals
Crystal gold-coated electrodes were first cleaned by immersion

into piranha solution (concentrated H2SO4: 30% H2O2, 3:1 v/v) for
2 min at room temperature, followed by subsequent rinses with
distilled water and ethanol. Finally, the surface of the crystals was
blown dry with a stream of nitrogen gas.

2.2.2. Immobilization via thioctic acid self-assembled monolayers
(SAM)

Hapten conjugates were immobilized on the sensor surface
through the formation of SAM, which provide the covalent attach-
ment of the analyte derivatives to the functionalized surface in a
controlled way [22]. Freshly cleaned crystals were dipped overnight
into 0.2% thioctic acid ethanolic solution with gentle shaking [23],
followed by a three times ethanol washing. The activation of
alkanethiol carboxylic groups to a reactive intermediate reagent
(N-hydroxy-succinimide ester) took place by subsequently immer-
sion of the modified crystals into an ethanolic solution of EDC/NHS
(0.2/0.05 M) for 4 h. In the reaction, EDC converts the carboxylic acid
of the alkanethiol into an N-hydroxysuccinimide ester, which cova-
lently reacts with lysine amine groups of the hapten conjugates.
After washing the reagent excess with ethanol, crystals were dried
with nitrogen gas. Then, 60 �l of 10 mg ml−1 BSA– or OVA–hapten
conjugates in 0.1 M sodium phosphate buffer, pH 7.5 was placed on
one face of the gold electrode active surface for 4 h. After washing
with sodium phosphate buffer, 60 �l of 1 M ethanolamine in 0.1 M
sodium borate buffer, pH 8.75, was added and incubated for 1 h.
This way, the unreacted NHS-esters remaining on the sensor sur-
face were deactivated. Thereafter, crystals were washed three times
with sodium borate buffer and another three more times with dou-
ble distilled water. Finally, crystals were air-dried and stored at 4 ◦C.
All the procedures took place at room temperature. Negative con-
trols were prepared in the same way but using pure BSA instead of
BSA–hapten conjugates.

2.3. Immunoassay format

The immunoassays developed to determine carbaryl and TCP
were binding inhibition tests, based on the conjugate coated
format. For the inhibition assays, a fixed amount of the respective
monoclonal antibody was mixed with standard solutions of the
analyte, and the mixture was pumped over the sensor surface. Since
analyte inhibits antibody binding to the respective immobilized
conjugates, increasing concentrations of analyte will reduce the
frequency decrease of the piezoelectric (microgravimetric) sensor.
Standard solutions of carbaryl and TCP, in the 10−3 to 103 �g l−1

range, were prepared daily by serial dilutions in PBS (10 mM phos-
phate buffer solution, pH 7.45) containing 0.005% Tween 20 (PBST),
from 1 mM stock solutions in dimethylformamide stored at −20 ◦C
in dark vials. The standards were mixed with a fixed concentration
of LIB-CNH45 or LIB-MC2 MAbs (15.6 or 20.0 �g ml−1 in PBST for

carbaryl or TCP, respectively). Analyte–antibody solutions were
incubated for 1 h at room temperature and then injected and
brought onto the sensor surface. The resonance frequency of the
piezoelectric crystal was monitored in real time as the binding
between free antibody and the immobilized conjugate took place.
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egeneration of the functionalized surface was accomplished with
.1 M HCl to break the antibody–hapten conjugate association.

.4. QCM immunosensor setup

Gold coated AT-cut 9 MHz quartz crystals (0.167 mm thickness,
4 mm diameter, 0.196 cm2 active area) were purchased from Inter-
ational Crystal Manufacturing Company Inc. (ICM) (Oklahoma
ity, OK).

Once biochemically functionalized, the piezoelectric quartz
rystal was placed and sealed with two O-rings, in a homemade
rnite flow-through cell (internal volume 50 �l) (Fig. 1). Only one

ace of the crystal was allowed to be in contact with the reagents
uring the assays. The flow cell was included in a flow-through
ystem controlled by a Minipuls 3 peristaltic pump from Gilson
Villeurbane, France).

The frequency and resistance measurements during the assays
ere made with a Research Quartz Crystal Microbalance (RQCM)

rom Maxtek (www.maxtekinc.com). This instrument is a crystal
easurement system based on the capacitance cancellation tech-

ique, designed for research applications.
Samples were delivered to the flow cell by means of the peri-

taltic pump at a constant flow rate of 60 �l min−1. Two different
ypes of Rheodyne (Supelco, Bellefonte, PA) valves were used: a
ow-pressure injection valve (5020 model) for injection of a pre-
ise volume of 250 �l and a 6-port rotary valve (5011 model) for
witching from working to washing buffers. Teflon tubing (Supelco,
ellefonte, PA), internal diameter 0.8 mm, was used for connections.

Before the first assay on every freshly immobilized crystal, 5 min
ow of PBST, followed by 5 min flow of the blocking buffer (PBS con-
aining 0.5% BSA), at 60 �l min−1, was applied to block non-specific

Ab adsorption to the electrode gold surface. At this stage, only
ery low variations of frequency (�f≤10 Hz) were obtained when

rystals were immobilized properly, and signal baseline quickly
ecovered with PBST. Tween 20 surfactant was included in the
orking buffer to avoid non-specific binding of proteins. The assay
rocedure was as follows:

Fig. 1. Scheme of the flow cell and measurement device.
8 (2009) 827–833 829

(1) 5 min flow of the working buffer (PBST) to stabilize the baseline
signal.

(2) Sample injection (250 �l) and 10 min flow of working buffer.
(3) Regeneration for 5 min with 0.1 M HCl.

The flow rate was 250 �l min−1 except for step (2), where it was
lowered to 60 �l min−1. A complete assay cycle, including regen-
eration, takes 20 min. Everyday after the last assay, crystals were
washed with double distilled water, air-dried and stored at 4 ◦C.

2.5. Data analysis

All standards and samples were run at least in duplicate. Stan-
dard curves were obtained by plotting the frequency decrease
versus the logarithm of analyte concentration. The experimental
points were fitted to the four-parameter logistic equation:

y = D+ (A− D)

1+ (x/C)B
(2)

where A is the asymptotic maximum (maximum signal in the
absence of analyte, Smax), B is the curve slope at the inflection point
(related to the analyte concentration giving 50% inhibition of Smax:
C, I50) and D is the asymptotic minimum (background signal).

Mean standard curves were obtained by averaging several indi-
vidual standard ones. These curves were normalized by expressing
the frequency decrease provided by each standard concentration
as the percentage of the maximum response (maximum signal,
Smax = 100%) in the absence of analyte.

2.6. Cross-reactivity assays

The ability of the immunosensor to recognize several carbaryl or
TCP related compounds was tested by performing standard curves
with the potential cross-reactants and determining their respective
I50 values. Cross-reactivity (CR) was calculated as:

CR =
[

I50(target analyte)
I50(related compound)

]
× 100 (3)

where both I50 values are expressed in molar units.

2.7. Analysis of spiked fruit juice samples

Commercial orange and apple juices were purchased from a local
supermarket. They were daily spiked at 1, 2, 5 and 10 �g ml−1 car-
baryl or TCP from a 1 mM stock solution, and stored at−20 ◦C in the
dark. For assays, samples were diluted 50 and 200 times in PBST
and keep at 4 ◦C.

3. Results and discussion

3.1. QCM immunoassay optimization

Low molecular weight compounds, like carbaryl and TCP,
should be measured using competitive immunoassays. As antibody
immobilization often leads to impaired regeneration capability
and poor immunoassay reproducibility of immunosensors, the
conjugate-coated assay format was chosen because of its excel-
lent performance in terms of stability and reliability. Furthermore,
covalent binding via SAM ensures highly ordered protein immobi-
lization, which provides numerous advantages, e.g. as improvement
of detection limits, reproducibility and reusability, and prevention

of non-specific binding of biomolecules [7].

3.1.1. Carbaryl immunosensor
For QCM immunoassay optimization, carbaryl was chosen as

model analyte. To select the conjugate-MAb combination pro-
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Fig. 2. Optimization of the carbaryl QCM immunosensor assay. (A) Signal variation
(�f in 5 min at 250 �l min−1) as a function of LIB-CNH45 MAb concentration. (B)
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nfluence of the flow rate (FR) on the signal (�f) obtained with two LIB-CNH45 MAb
oncentrations: 31.2 (blue and green) and 15.6 �g ml−1 (red). (For interpretation of
he references to color in this figure legend, the reader is referred to the web version
f the article.)

iding the best assay performance, LIB-CNA36, LIB-CNH36, and
IB-CNH45 MAbs were assayed with BSA–CNH as the immobi-
ized protein–hapten conjugate. MAbs were chosen because of their
vailability and/or their high sensitivity for carbaryl in ELISAs [24].
suitable BSA–CNH concentration (10 mg ml−1) was used for con-

ugate immobilization, following the protocol described in Section
. MAb solutions at 100 �g ml−1 in PBST were assayed with a flow
ate of 250 �l min−1. Under these conditions, maximum frequency
hifts were produced in 5 min. LIB-CNA36 MAb yielded the highest
ignals but it required a long time for regeneration. LIB-CNH36 MAb
ave the lowest signals and also required long regeneration times.
inally, signals produced by LIB-CNH45 MAb were higher enough,
n combination with the shortest regeneration times. Fig. 2A shows
he frequency shifts obtained with LIB-CNH45 MAb assayed in the
–500 �g ml−1 concentration range. The influence of MAb con-
entration on the variation of frequency reached an asymptotic
aximum at around 100 �g ml−1. To provide a reasonable sig-

al with minimum MAb wasting, a preliminary concentration of
0 �g ml−1 was chosen for further experiments.

With regard to the protein–hapten conjugate selection, car-
aryl conjugates of BSA with CNH, CNA, and 1NAH haptens, and
f OVA with 1NAH, and CPNU haptens, were immobilized on dif-
erent crystal gold electrodes as described in the immobilization
rotocol. Assays were performed with a fixed concentration of LIB-

−1
NH45 MAb (30 �g ml ) in PBST. After 5 min, the highest signals
btained were provided by BSA–CNH (80 Hz), OVA–1NAH (92 Hz)
nd OVA–CPNU (88 Hz). The two OVA-conjugates showed an evi-
ent signal leakage after a few complete assay cycles, whereas
SA–CNH did not show any significant signal change for the same
8 (2009) 827–833

number of assays (data not shown). This fact could be attributed
to a less effective covalent attachment of OVA-conjugates to the
SAM-modified gold electrode, because of having less amine groups
than BSA-conjugates available to produce amide bonds. There-
fore, BSA–CNH was chosen as the hapten conjugate for carbaryl
competitive assays. In negative controls, performed by passing
40–200 �g ml−1 MAb solutions through crystals where pure BSA
was immobilized, no significant variations of frequency were
found.

Finally, in order to ascertain the combination of flow rate and
immunoreagent concentration that produced the maximum signal
(highest frequency variation), different flow rates were assayed at
two LIB-CNH45 MAb concentrations. As shown in Fig. 2B, when
a 31.2 �g ml−1 MAb solution was delivered through the sensor at
250 �l min−1 (blue line), the maximum signal (82 Hz) was obtained
in about 5 min. The same MAb concentration at 60 �l min−1 (green
line) resulted in a maximum frequency change of 164 Hz in 10 min.
Therefore, by diminishing the flow rate, both maximum signal and
binding time were duplicated. Employing half a MAb concentration
(15.6 �g ml−1) at 60 �l min−1 (red line), the frequency shift pro-
duced was similar to that obtained in the first case (96 Hz), whereas
10 min was required to allow the extensive binding of the MAb to
the immobilized conjugate. In consequence, 60 �l min−1 was cho-
sen as the optimum flow rate, because it assured a sufficiently
high maximum signal in combination with a low MAb consumption
(15.6 �g ml−1) and a reasonably short response time (10 min).

In summary, as regards immunoreagents, the optimal conditions
chosen were 10 mg ml−1 of BSA–CNH conjugate for immobiliza-
tion and 15.6 �g ml−1 of LIB-CNH45 MAb in PBST, at a flow rate
of 60 �l min−1, for binding. For baseline stabilization and regener-
ation, the flow rate was raised to 250 �l min−1.

In the same way, previous assays for TCP immunoassay opti-
mization were carried out, leading to similar results: BSA–TS1
conjugate at 10 mg ml−1 for immobilization and LIB-MC2 MAb at
20 �g ml−1 in PBST, at a flow rate of 60 �l min−1.

3.2. Immunosensor characterization

3.2.1. Standard curves and assay sensitivity
3.2.1.1. Carbaryl. Fig. 3 depicts a real screen-print of the signals
obtained in a carbaryl competitive curve experiment. As shown,
under optimized conditions, the piezoelectric immunosensor was
working in the micro-gravimetric mode, since the signal corre-
sponding to the resistance was nearly constant (lower record).
Therefore, the obtained decreases of frequency (upper record) could
be attributed to changes in the mass deposited (i.e., antibody
bound) onto the sensor surface. In order to determine the carbaryl
concentrations in sample analysis, these frequency decreases were
used to generate the standard calibration curves.

The representative standard curve for the carbaryl assay (Fig. 4A)
was obtained by averaging seven 8-point individual curves, in
which each point was run in duplicate. Each point is therefore
the mean value of 14 assays. The experimental points were fitted
to the mathematical function according to Eq. (2). In order to be
properly averaged, frequency shifts were normalized by express-
ing experimental frequency changes as 100×�f/�f0, where �f0
is the frequency decrease at zero analyte concentration (maximum
signal). As expected for binding inhibition immunoassays, the stan-
dard curve shows the typical decreasing sigmoidal shape, i.e., the
signals provided by the piezoelectric immunosensor are inversely
proportional to pesticide concentrations. Carbaryl standards were

assayed in the 10 to 10 �g l range. The I50 value, which is
generally accepted as an estimate of the immunosensor sensitiv-
ity, was 30 �g l−1. The limit of detection (LOD), calculated as the
pesticide concentration that provided 90% of the maximum signal
(I90 value), was 11 �g l−1. The quantification range (linear working
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F -time frequency monitoring of consecutive carbaryl immunoassays. Increasing carbaryl
c �g ml−1). Regeneration (0.1 M HCl + PBST) is indicated only between the first two assays.
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Table 1
Cross-reactivity (CR) of the QCM immunosensor in comparison with FIIA and ELISA.

Compound CR (%)

QCM FIIAa ELISAb

Carbaryl 100 100 100
1-Naphtol 0.18 <0.10 <0.10
Methiocarb 0.43 <0.10 0.10
Bendiocarb <0.10 ndc ndc

Carbofuran <0.10 <0.10 <0.10
Propoxur <0.10 <0.10 <0.10

TCP 100 100 100
Chlorpyrifos 0.48 <0.10 0.20
Trichlopyr <0.10 <0.10 <0.10
2,4,5-Trichlorophenol 23.24 9.28 2.00
2,4-Dichlorophenol 1.14 0.55 0.10
2,5-Dichlorophenol 1.08 0.36 <0.10

a Ref. [25] (carbaryl). Ref. [28] (TCP).
b Ref. [29] (carbaryl). Ref. [21] (TCP).
ig. 3. QCM immunosensor response to analyte concentration. Upper record: real
oncentrations were assayed with a constant LIB-CNH45 MAb concentration (15.6
ower record: real-time monitoring resistance in the same experiment.

ange, in which analyte concentrations produced signals between
0 and 20% of the maximum) was between 15 and 53 �g l−1.

TCP: A representative 8-point standard curve for this analyte,
orresponding to the average of seven individual ones, is shown
n Fig. 4B. Frequency shifts for TCP concentrations in the 10−2 to
03 �g l−1 range were very similar to those obtained for carbaryl.
he I50 value, LOD and working range were 31, 7 and 13–83 �g l−1,
espectively.

On the basis of these analytical parameters, this immunosensor
an be considered as ten times less sensitive than those previ-
usly reported for the same compounds, using nearly the same
mmunoreagents but employing different transduction principles:
ow injection immunoassay [25] and surface plasmon resonance
26,27]. Nevertheless, the analytical performance achieved by the
iezoelectric immunosensor for both carbaryl and TCP (I50 value
round 30 �g l−1 and LOD around 10 �g l−1) should allow the detec-
ion of these compounds in fruits and vegetables at European

egulatory levels.

.2.2. Cross-reactivity
The selectivity of the QCM immunosensor was evaluated by

ssessing its response to several analyte-related compounds. Cross-

c Not determined.

Fig. 4. Standard calibration curves of carbaryl (A) and TCP (B). Each curve is the mean of 7 different ones run in duplicate.
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Table 2
Recoveries of carbaryl and TCP from spiked orange and apple juice samples.

Juice Added (�g ml−1) Dilution factor Carbaryl TCP

Founda (�g ml−1) CV (%) Recovery (%) Founda (�g ml−1) CV (%) Recovery (%)

Orange 1.0 200b 1.9 12 194 1.7 27 173
50 1.2 5 120 0.8 9 76

2.0 200 2.6 19 131 3.3 22 165
50 1.7 18 85 2.0 12 98

5.0 200 6.3 5 125 4.0 2 79
50b 5.3 28 105 2.1 17 43

10.0 200 8.1 3 81 8.5 17 85
50b 4.7 48 47 –c – –

Apple 1.0 200b 3.0 6 298 1.2 63 116
50 0.8 5 81 0.9 19 90

2.0 200 2.7 12 137 2.1 23 104
50 2.0 3 101 2.1 13 103

5.0 200 6.1 12 122 4.6 6 92
50b 2.9 11 58 3.2 29 64

10.0 200 11.4 12 114 12.7 27 127
50b 3.2 16 32 –c – –
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a Mean from at least four determinations.
b Out of range.
c Asymptotic minimum (background signal).

eactivity was defined as the percentage ratio between the I50
alue of the target analyte (carbaryl or TCP) and the I50 value of
he cross-reacting compound. As shown in Table 1, none of the
arbaryl related compounds gave cross-reactivities higher than
.5%, and three of them gave values lower than 0.1%. These results

ndicate a very specific assay for carbaryl. As regards TCP, the
mmunosensor was quite selective since only the chloropheno-
ic compounds tested showed cross-reactivity values higher than
.5%, 2,4,5-trichlorophenol being in turn the best recognized one
23.24%). This is consistent with the fact that 2,4,5-trichlorophenol
s the compound chemically closer to TCP. It should be pointed out
hat cross-reactivity values of the piezoelectric immunosensor for
he same combination of immunoreagents, in spite of being higher,
re in complete agreement with those of ELISA for TCP [21] and
IIA for carbaryl and TCP [25,28]. Moreover, cross-reactivity values
or the carbaryl immunosensor were very similar to those obtained
n ELISA with antibodies raised from the CNH hapten [29]. There-
ore, the cross-reactivity seems to be an intrinsic property of the
mmunoreagents, regardless of the immunoassay technique or con-
guration used. Since the selectivity of the immunosensor relies on
he specificity of the MAb used, highly specific MAbs lead to very
elective immunoassays.

The selectivity of the immunochemical interaction in the QCM
mmunosensor was also proved with the non-related LA-4 mono-
lonal antibody. This MAb, previously obtained and characterized
n our laboratory, and used for the selective immunodetection of
eer spoilage lactic acid bacteria [30], did not interact at all with
arbaryl and TCP hapten conjugates at the QCM immunosensor.

.2.3. Reusability
One of the main advantages of immnunosensors upon other

mmunological techniques relies on their ability to be reused as
any assay cycles as possible. Therefore, the reliability and stability

f an immunosensor greatly depends on its regeneration capability.
After testing several regeneration agents, 0.1 M HCl was selected

or carbaryl and TCP piezoelectric immunosensors. This reagent
ssured the complete desorption of both LIB-CNH45 and LIB-MC2
Abs from their respective monoclonal antibody–assay conjugate
omplexes. For both analytes, the QCM immunosensor suffered
30% and a 45% decrease of the maximum signal after 100 and

50 assay cycles, respectively. Nevertheless, no significant loose
f sensitivity (I50 value) was found, thus allowing the piezoim-
unosensors to be reused for at least one hundred and fifty
assay cycles. The reusability achieved is in the same range as
those reported for other immunosensors [25–27], which con-
firms the predicted stability and reliability of the conjugate-coated
immunosensor format when covalent attachment of the conjugate
to the transducer surface is provided.

3.2.4. Analysis of spiked fruit juice samples
Commercial orange and apple juices were spiked with carbaryl

or TCP at concentrations ranging from 1 to 10 �g ml−1. Then, sam-
ples were analyzed with the QCM immunosensor without any
pretreatment other than dilution. Assay signals produced by sam-
ples were interpolated in their respective standard curves run in
the same experiment. Results obtained for carbaryl and TCP spiked
juices are shown in Table 2. For both analytes, when only samples
within the assay working ranges were considered, accurate and pre-
cise results were produced. In these samples, average coefficients
of variation (CV) of 11 and 13% and average recovery values of 104
and 107% were obtained for orange and apple juice, respectively.

Analyte concentrations lower than LOD (5 �g l−1, i.e., 1 �g ml−1

at 1/200 dilution) were generally overestimated. Concentrations
above linear working range such as 100 and 200 �g l−1 (5 and
10 �g ml−1 at 1/50 dilution) were underestimated, except for
orange juice spiked with carbaryl at 5 �g ml−1 (105% recovery).
In general, concentrations out of range also gave the less precise
results.

Carbaryl-spiked apple juice samples were previously analyzed
by ELISA and FIIA. In ELISA, 8% mean CV and 101% mean recovery
were reported [31], whereas 11% mean CV and 112% mean recovery
was found in FIIA [25]. These results are comparable with those
obtained with the QCM immunosensor for the same kind of juice,
spiked at concentrations within the assay working range of carbaryl
(9% mean CV and 111% mean recovery).

4. Conclusions

The word immunosensor usually refers to devices based on
the non-competitive immunoassay format, where the antibody
is the immobilized immunoreagent [32,33]. However, for small

analytes such as pesticides, immunosensors are usually developed
in the competitive inhibition format, with immobilized hapten
conjugates and monoclonal antibodies as specific recognition
immunoreagents [26]. This assay configuration results in very
good analytical performance in terms of sensitivity, selectivity and
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eproducibility. Moreover, this configuration offers the additional
dvantage of an extended reusability, whereas in the antibody-
mmobilized formats the immunoreagent usually remains active
or only a few assay cycles.

We have developed a novel piezoelectric immunosensor for the
etermination of the pesticide carbaryl and the TCP metabolite. It

s based on hapten conjugate immobilization and monoclonal anti-
odies. The sensitivity (I50 value) achieved was around 30 �g l−1

or both compounds. The determination of these analytes in spiked
ruit juice samples was carried out with high precision and accu-
acy. This piezoimmunosensor, in spite of being ten times less
ensitive than other immunosensors developed for the same ana-
ytes, would allow the determination of carbaryl and TCP in
ruits and vegetables at European regulatory levels. Other reported
CM biosensors for carbaryl [34,35], which are not based on

mmunoassay but on acetylcholinesterase enzyme inhibition, are
en to one hundred times less sensitive than the present QCM
mmunosensor.

The properties and potential of advanced piezoelectric
mmunosensors have been recently reviewed [36–38]. In particular,
CM represents an economical alternative to the overpriced optical

ystems as SPR [9], and a significant promise in terms of simplicity
f use and portability for on-line analysis [39]. However, their sensi-
ivity still remains lower than that achieved by other immunosensor
evices. To meet the requirements of the strict European regu-

ations for the presence of pesticide residues in drinking water,
urther studies to improve the QCM immunosensor sensitivity are
n progress. Our work is now being focused on the employment of
rystals with higher resonance frequency [40], in combination with
etter oscillators, to achieve highly stable and sensitive frequency
ignals.
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a b s t r a c t

Characterisation of phytoplankton communities in aquatic ecosystems is a costly task in terms of time,
material and human resources. The general objective of this paper is not to replace microscopic counts but
to complement them, by fine-tuning a technique using absorption spectra measurements that reduces
the above-mentioned costs. Therefore, the objective proposed in this paper is to assess the possibility of
achieving a qualitative determination of phytoplankton communities by classes, and also a quantitative
estimation of the number of phytoplankton cells within each of these classes, using spectrophotometric
determination.

Samples were taken in three areas of the Spanish Mediterranean coast. These areas correspond to estu-
ary systems that are influenced by both continental waters and Mediterranean Sea waters. 139 Samples
were taken in 7–8 stations per area, at different depths in each station. In each sample, the absorption
spectrum and the phytoplankton classes (Bacyllariophyceae (diatoms), Cryptophyceae, Clorophyceae,
Chrysophyceae, Prasynophyceae, Prymnesophyceae, Euglenophyceae, Cyanophyceae, Dynophyceae and

the Synechococcus sp.) were determined.

Data were analysed by means of the Partial Least Squares (PLS) multivariate statistical technique. The
absorbances obtained between 400 and 750 nm were used as the independent variable and the cell/l of
each phytoplankton class was used as the dependent variable, thereby obtaining models which relate
the absorbance of the sample extract to the phytoplankton present in it. Good results were obtained for
diatoms (Bacillarophyceae), Chlorophyceae and Cryptophyceae.
. Introduction

Phytoplankton is one of the organic components of natural
aters and, therefore, phytoplankton diagnosis is important to

ssess the ecological condition of coastal waters [2].
As explained in Millán-Núñez et al. [8], the light absorp-

ion by particulate matter, including phytoplankton in the ocean,
s of great significance, since the absorption and dispersion of
ight cause colouring of the sea. The particle variability allows to
etermine the attenuation of light, the primary productivity and
he biomass of phytoplankton pigments. Moreover, some authors
Yentsch and Phinney [12], Nelson and Prezelin [10], Cleveland
1]) showed that changes in the optical characteristics of masses

f water were related to cellular biochemical processes inherent
n the consumption of energy by photosynthesis. Many of them
oncluded that there is a non-linear relationship between the
ight absorption coefficient by phytoplankton and the chlorophyll

∗ Corresponding author. Tel.: +34 96 3877616; fax: +34 96 3877618.
E-mail address: mmarting@hma.upv.es (R. Martínez-Guijarro).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.073
© 2009 Elsevier B.V. All rights reserved.

a concentration. This relationship is complicated due to phyto-
plankton properties, such as, size, particles shape and accessory
pigments.

Phytoplankton contains pigments (chlorophylls a, b and c,
carotenoids and phycobiliproteins) in different proportions; thus,
phytoplankton identification on the basis of the absorption
spectrum depends on pigment composition in cells. Pigment com-
position in the chloroplasts provides a way to classify the algae
group. For example, coloured chloroplasts in diatoms (Bacillario-
phyceae) are usually yellow-brown due to xantophylls, whereas
blue-green colours (cyanophytes) are variable, within a range that
encompasses from blue-green to red due to phycobiliproteins, phy-
coerythrins (red) and phycocyanins (blue).

Pigments that form the basis for chemical taxonomical dis-
crimination absorb light in wavelengths in the visible spectrum
[9]. Therefore, an alternative way to obtain qualitative information

about phytoplankton composition is to analyse samples absorp-
tion through the visible spectrum. Qualitative information about
phytoplankton classes and photoadaptation is included in such
spectrum data, but the key is the interpretation thereof [9]. In
general, it is better to interpret or evaluate the spectrum data
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ally disperse more than they absorb, although a strong absorption
has been observed in mineral sediments, particularly in iron-rich
minerals.
Fig. 1. Phytoplanktonic composition (

y means of chemometrics, a branch of chemistry devoted to
xtracting information from large sets of data.

Furthermore, if the presence of blooms or toxic species of phy-
oplankton (such as some dinoflagellates) is detected in advance in
he phytoplankton population, the harmful effects produced could
e mitigated and even prevented [6]. Microscopic examination of
ater samples is the main method used to detect such toxic groups.
nfortunately, this method is slow, laborious and intermittent. For

his reason, optical detection methods and automated methods
ave been developed to determine the presence of these species in
he phytoplankton population in a quick and continuous manner.

Some laboratory works suggest that it is possible to perform
roup discrimination on the basis of cellular absorption. For exam-
le, Johnsen et al. [5] used discriminant analysis to classify the
bsorption spectrum amongst 31 bloom-formers (which represent
he four main groups of phytoplankton with respect to accessory
hlorophylls, for example Cl b, Cl c1 and/or Cl c2, Cl c3 and non-
ccessory chlorophylls), thereby distinguishing dinoflagellates and
oxic prymnesiophytes which contain Cl c3 from taxons that do not
ave this pigment.

It could be argued that, if the absorption spectrum of each
ndividual pigment is known, the absorption spectrum of the phy-
oplankton may be easily reconstructed from the concentration of
igments. However, the relation between pigments concentration
nd phytoplankton absorption coefficients is not linear, due to the
package effect”. This effect is caused by the fact that pigments are
ot in solution, but rather, packed inside the cells (and in cells inside
hloroplasts). The package effect varies with cell size, with intra-
ellular concentration of several pigments and with wavelength.
ue to these sources of variation (which depend on environmental

actors), it is difficult, if not impossible, to precisely model and pre-
ict this effect for natural populations. Given the complexity of this
ffect, it is expected that neuronal network techniques will make it
ossible to approach the relation model between pigment concen-
rations and absorption spectra using current measurements that

mplicitly take the package effect into consideration.

As explained in Perry and Darling [11], phytoplankton, other par-
icles and chromophoric dissolved organic matter are susceptible to
adiometric optical sensors because they absorb, disperse, attenu-
te and fluoresce light with optical pattern characteristics (models).
yota) of the Albufera plume samples.

Phytoplankton, as a photosynthetic organism, absorbs electromag-
netic radiation primarily within the blue, blue-green and red bands
of the visible spectrum and absorption coefficient is determined
by pigment composition. Because they are particles, phytoplank-
ton disperse light. The manner in which dispersion of the spectrum
takes place is dependent on size (of the phytoplankton), compo-
sition and absorption spectrum. Other non-algal organic particles,
such as bacteria and detritus, are relatively weak absorbers, with
the maximum absorption in the UV region. As is the case of phyto-
plankton, the way in which dispersion of the spectrum takes place
is dependent on the size distribution. Suspended sediments gener-
Fig. 2. Absorption spectrum of superficial samples from the Albufera plume.
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. Experimental

.1. Sampling

The study was performed in three areas of the Eastern coast
f Spain. These areas correspond to estuarine systems which are
ormed when the fresh/brackish waters of the continental systems
ow into the Mediterranean Sea. Samplings campaigns were per-

ormed on 29 March 2006 at the area called Almenara plume, on 30
arch 2006 at the Albufera plume in Valencia and on 17 May 2006

t the Estany plume in Cullera.
Water samples were collected in 2-l polyethylene bottles and

50-ml glass bottles. They were kept refrigerated until arrival at
he laboratory, which never took longer than 12 h. A total of 139
amples were collected, corresponding to 7–8 stations per area, and
n each station samples were taken at different depths.

.2. Analytical techniques

Determination of the absorption spectrum was performed on

90% acetone extract obtained filtering water samples through
cellulose acetate membrane (Millipore 0.45 �m HAWP04700).

ubsequently, they were frozen to break the cells and to facilitate
he pigments release. Filters with the retained particulate material
ere introduced in 6 ml of 90% acetone. On this extract absorbance

able 1
LS results of model 1 and model 2 with X filtered variables (OSC).

R2X R2X(cum) Eigenvalues R2Y R2Y(cum)

odel 1
0 Cent Cent
1 0.878 0.878 81.70 0.369 0.369
2 0.0788 0.957 7.33 0.026 0.395
3 0.0123 0.969 1.14 0.036 0.431

odel 2 (OSC)
0 Cent Cent
1 0.999 0.999 92.9 0.373 0.373
2 0.000452 1 0.0421 0.0608 0.434
3 9.05e-005 1 0.00842 0.0806 0.515

Fig. 3. Statistical adjustment (R2) and prediction capacity (Q2) for each individual resp
anta 78 (2009) 814–819

was determined at 1-nm intervals, at wavelengths between 400 and
750 nm. A 1-cm quartz cuvette and a PerkinElmer Lambda 35 spec-
trophotometer were used. Absorbance values obtained at 750 nm
were subtracted from the values between 400 and 749 nm, in order
to eliminate the absorbance which is not caused by the pigments.

In order to analyse phytoplankton communities, epifluores-
cence microscopic count method was used. Samples contained in
a 250-ml glass bottle were fixated with glutaraldehyde until a final
concentration of 2%. They were filtered with 0.2-�m membranes
(Millipore GTTP), filters were washed with distilled water to elimi-
nate the retained salt and, subsequently, they were dehydrated with
successive washes with 50%, 80%, 90% and 99% ethanol. Each dried
filter was placed onto a drop of immersion oil in the centre of a slide
and two more drops were added on the top side of the filter. Finally,
a coverglass was placed on the top of the filter [3]. Phytoplankton
counts were performed by epifluorescence microscopy with a Leica
DM2500, using the 100×-oil immersion objective. A minimum of
300 cells was counted and at least 100 cells of the species or genera
more abundant were counted with an error lower than 20% [7].
2.3. Statistical techniques

Statistical technique called PLS (Partial Least Squares) was used
for the multivariate analysis of the experimental data obtained [4].
To develop the model that relates absorbances to phytoplankton

Q2 Limit Q2(cum) Significance Iterations

0.303 0.05 0.303 R1 3
0.00295 0.05 0.305 R2 9
−0.0144 0.05 0.295 R2 25

0.303 0.05 0.303 R1 2
0.0545 0.05 0.341 R1 9
0.0832 0.05 0.396 R1 11

onses. (a) Model with 1 component; (b) model with 3 components (OSC filter).
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Fig. 4. Graphical representation of the observed values versus the predicted val-
ues from model 2 with samples used for the adjustment of the model. (a) Diatoms
(Bacillariophyceae); (b) Cryptophyceae; (c) Chlorophyceae.

Fig. 5. Graphical representation of the observed values versus the predicted values
from model 2 for an external group of samples. (a) Diatoms (Bacillariophyceae); (b)
Cryptophyceae; (c) Chlorophyceae.
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lasses, 2/3 of the total number of samples (139) were used to fit
he model, and the remaining one-third of samples (46) were used
o validate it. Even though the statistical programme used, SIMCAP
.0, makes an internal estimation of the model prediction ability
y means of “cross-validation”, the only way to be absolutely sure
egarding a model prediction ability is to make external predic-
ions, that is, to make predictions for an independent system of
bservations.

After developing this first model, a second model was devel-
ped which made it possible to verify that the results improved
hen a filter called OSC (Orthogonal Signal Correction) was applied

o the X variables (absorbances). The purpose of this method was
o correct the matrix of X data by removing the information that
as orthogonal to the Y response matrix, that was, the information
hich was not related to the response of interest. This prelimi-
ary pre-processing method was jointly applied to all the spectra

n the calibration set. Subsequently, the correction made on the X
atrix was applied to the external set of data in order to verify

he true prediction ability of the model built from the corrected
ata.

. Results and discussion

At the three sampled areas, it was found that the closest stations
o the continental water outflow exhibited a vertical salinity and
hlorophyll a gradient, due to freshwater surface layer present in
hose stations. This layer was not very thick; in most cases it was
ess than 40 cm thickness, for that reason practically all the samples
nalysed were saline (36.84±1.68 g/kg) (salinity and chlorophyll a
ate are not showed).

Samples had a phytoplankton composition with a high con-
ent of diatoms, Prasinophyceae and Chlorophyceae as compared
o the rest of eukaryotes cells, as it is shown in Fig. 1 for the
lbufera plume. Although we have not included prokaryotes (colo-
ial Cyanophyceae and Synechococcus genus) in Fig. 1, it is worth
entioning that at the Albufera plume area there are Cyanophyceae
hich are not present in the other two areas.

Absorption spectra of the pigment-containing extracts in each
ample had a similar shape, with peaks at 440 and 664 nm, which
orrespond to chlorophyll a, the main pigment present in phyto-
lankton cells. An example is shown in Fig. 2 for the Albufera plume.
ifferences should be studied in the accessory pigments (chloro-
hylls b and c, carotenoids, etc.); for that reason the area between
00 and 500 nm would have to be enlarged, since these pigments
aximum absorption peaks are in this region.
A first model that related the absorption spectra of the sample

xtract to phytoplankton composition (model 1) was developed.
ubsequently, in order to improve the results obtained with model
, a second model was developed, but in this case the OSC filter was
pplied to the X variables (absorbances).

To decide the adequate number of components for model 1,
t must be taken into account the general model fit, which is
efined by parameter R2, and the prediction ability thereof, which

s defined by parameter Q2. Table 1 shows that the eigenvalue of
he first component (81.7) is greater than the one from the other
wo components; furthermore, Q2(cum) values decrease for the
hird component and, consequently, the model ability prediction.
lso, when components 2 and 3 are used, the increase in R2 is very
mall. For all these reasons, it is sufficient to use only one com-
onent in this model. Results obtained with model 1 are shown

n Fig. 3a, where it can be observed that very good results for the

ndividual model responses for phytoplankton classes are achieved
or diatoms (Bacillariophyceae), Chlorophyceae and Cyanophyceae,
oth in terms of the model fit (R2) and its ability to predict
hese phytoplankton classes content (Q2). However, results for
yanophyceae were discarded because the presence of this class
anta 78 (2009) 814–819

was only significant in samples from the Albufera plume area,
whereas in the remaining samples most of the Cyanophyceae values
were equal to the technique detection limit.

As previously discussed, model 2 was obtained by applying the
OSC filter to the X variables previous to performing the PLS analysis.
Results obtained with this model improve the former. Table 1 shows
that eigenvalue of the first component (92.9), as was the case with
model 1, is very large by comparison to the following ones. In this
case, it was decided to use three components because, in addition
to taking into consideration the R2 and Q2 values (Table 1), this was
the number of components that led to the best individual response
results. Fig. 3b shows that this model produced adequate results
also for Cryptophyceae.

Fig. 4 shows diatoms, Cryptophyceae and Chlorophyceae values
predicted with model 2 against the real contents of the samples. In
this figure, it can be observed that good predictions were obtained,
since the R2 of the linear fit between predicted and real values
was 0.9197 for diatoms, 0.7808 for Cryptophyceae, and 0.9758 for
Chlorophyceae.

Once obtained model 2, it was validated by means of the external
set of samples, which were used to make predictions of the phyto-
plankton content. As in the case of the calibration set, the OSC filter
was first applied to the absorbances. This set corresponded to one-
third of the total samples taken, which were not used for the model
fit. Prediction results for these samples can be seen in Fig. 5. In this
case, good predictions were still obtained for diatoms and Chloro-
phyceae, but not for Cryptophyceae (Fig. 5a–c, respectively), since
the predicted values obtained were not acceptable.

4. Conclusions

In this paper, the absorption spectra of the sample extracts led
to good results in determining of diatoms and Chlorophyceae con-
tent. An acceptable model was also obtained for Cryptophyceae,
although in this case, in order to obtain good results, the absorbance
values must be processed prior to applying the multivariate statis-
tical technique. Phytoplankton classes for which good results were
not obtained were due to either they had a limited presence in
most of the samples studied or they had low pigments cellular
quota.

In order to improve this work, a study should be performed on
samples with different phytoplankton abundance and composition
to the samples already studied, since it is possible that the majority
presence of certain classes makes it difficult to determine other
classes with type and pigments content that have overlapping or
masking spectra.

Phytoplankton determination through extract samples absorp-
tion spectra is a simple and cheap method that, albeit having
limitations, may be used to complement microscopic counts.
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a b s t r a c t

A novel on-line preconcentration method based on liquid–liquid (L–L) extraction with room temperature
ionic liquids (RTILs) coupled to flame atomic absorption spectrometry (FAAS) was developed for cadmium
determination in plastic food packaging materials. The methodology is based on the complexation of Cd
with 2-(5-bromo-2-pyridylazo)-5-diethylaminophenol (5-Br-PADAP) reagent after sample digestion fol-
lowed by extraction of the complex with the RTIL 1-butyl-3-methylimidazolium hexafluorophosphate
([C4mim][PF6]). The mixture was loaded into a flow injection analysis (FIA) manifold and the RTIL rich-
phase was retained in a microcolumn filled with silica gel. The RTIL rich-phase was then eluted directly
into FAAS. A enhancement factor of 35 was achieved with 20 mL of sample. The limit of detection (LOD),
exafluorophosphate

oom temperature ionic liquid
admium
n-line preconcentration
lastic food packaging material

obtained as IUPAC recommendation, was 6 ng g−1 and the relative standard deviation (R.S.D.) for 10 repli-
cates at 10 �g L−1 Cd concentration level was 3.9%, calculated at the peak heights. The calibration graph
was linear and a correlation coefficient of 0.9998 was achieved. The accuracy of the method was evaluated
by both a recovery study and comparison of results with direct determination by electrothermal atomic
absorption spectrometry (ETAAS). The method was successfully applied for Cd determination in plastic

and C
food packaging materials

. Introduction

Nowadays polymer packages are used preferentially in packag-
ng foodstuffs. They are able to retard or even prevent detrimental
hanges in the food due to various external influences such as oxy-
en, light and microorganisms. They are also capable of reducing
he loss in compounds such as water or flavour from the food [1].
esulting from this protection, polymer packages enable consumers
o store foodstuffs over an extended period of time. However, poly-
ers contain additives such as plasticizers, lubricants, stabilizers
nd antioxidants [2], all chemicals which are necessary either for
he processing or to maintain the stability of the final polymer
ackage [3,4]. Recently, numerous studies showed that there is a
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d concentrations found were in the range of 0.04–10.4 �g g−1.
© 2009 Elsevier B.V. All rights reserved.

potential migration of additives from the packaging material into
food [5–7]. Thus, packaging might pose a problem because of some
of the additives used are extremely toxic. Cadmium is one of the
toxic elements used extensively in the manufacturing of plastics
[3]. Recently, the content of Cd in packaging materials undergoes
European Community (EC) regulations. The EC Directive (94/62/EC)
limits the concentration of Cd to 100 mg kg−1 [8]. Due to its low
excretion rate (biological half-life = 10–30 years) [9], Cd can be accu-
mulated in the body and therefore, the presence of this metal is a
problem even at low concentration levels [10]. Thus, sensitive, accu-
rate, and fast analytical methods for trace metal determination in a
variety of plastic materials are required.

Elemental analysis by spectrophotometric techniques involve
the elution of target metal ions from polymer samples into the
aqueous solution [11], before sensitive analytical techniques are
needed for trace levels evaluation. Inductively coupled plasma-

mass spectrometry (ICP-MS) has been used for the determination of
Cd in plastics [12]; however, the cost of such instrumentation may
still be prohibitive to many laboratories. Although flame atomic
absorption spectrometry (FAAS) or electrothermal atomic absorp-
tion spectrometry (ETAAS) are the most commonly used techniques



8 alanta 78 (2009) 857–862

t
d
H
e
a
t
b

n
h
a
i
i
s
s
m
R
v
a
i
d
w
r
t
5
n
f

t
m
a
m
m
e
r
o
i
i
m

2

2

a
e
(
o
w
g
i

t
t
e
l
r
r

2

C
B

Table 1
Instrumental and experimental conditions for Cd determination.

Instrumental conditions
Wavelength (nm) 228.8
Spectral band width (nm) 0.7
Lamp current (mA) 240
Type of flame Air/C2H2

Fuel flow (L min−1) 2
Oxidant flow (L min−1) 10

Extraction conditions
Working pH 9
Sample volume (mL) 20
Cd2+ concentration (�g L−1) 10
5-Br-PADAP concentration (×10−6 mol L−1) 7.5
Buffer concentration (×10−6 mol L−1) 4
Surfactant concentration (w/v) 0.1%
Amount of RTIL (g) 0.7

sity polyethylene (HDPE), polyvinyl chloride (PVC), low density
polyethylene (LDPE) polypropylene (PP) and polystyrene (PS). Pack-
ages representative of different applications were selected: bottles,
cups and plastic bags. The samples were cut into small pieces. A wet
58 E.M. Martinis et al. / T

o determine Cd, FAAS is widely applied in routine laboratories
ue to its low cost and greater simplicity as compared to ETAAS.
owever, conventional FAAS has a detection limit, which is not low
nough to determine Cd at trace levels in plastics. In order to achieve
ccurate, sensitive and reliable results at trace levels; preconcentra-
ion and separation steps are needed prior to analyte determination
y FAAS.

The use of room temperature ionic liquids (RTILs) as an alter-
ative to other techniques for separation and preconcentration
as attracted considerable attention in recent years [13,14]. RTIL
re salts resulting from combinations of organic cations and var-
ous anions [15]. The unique physicochemical properties of RTILs,
ncluding air and moisture stability, non-volatility, good thermal
tability, tunable viscosity and miscibility with water and organic
olvents, the fact that they remain liquid at room temperature,
ake their use particularly attractive in separation processes [16].

ecently, numerous studies have shown their good extractability for
arious organic compounds and metal ions [17]. However, up to date
ll the extraction/preconcentration methodologies based on RTIL
nvolve batch procedures [14,18] and no on-line system has been
eveloped so far for RTIL phase separation. It is well known that
hen preconcentration methods are applied in a batch mode, the

isk of contamination is very high and the operation is usually too
ime-consuming. On the other hand, 2-(5-bromo-2-pyridylazo)-
-diethylaminophenol (5-Br-PADAP) forms stable complexes with
umerous metal ions [19–22], and is therefore a suitable reagent

or Cd extraction/preconcentration with a RTIL [23].
In this work, a novel on-line RTIL-based preconcentration sys-

em for Cd determination at trace levels in plastic food packaging
aterials is presented. The on-line coupling of a FI preconcentration

nd separation system to FAAS represents an efficient and simple
ethodology for routine analysis. Cadmium preconcentration was
ediated by chelation with the 5-Br-PADAP reagent, followed by

xtraction with the RTIL 1-butyl-3-methylimidazolium hexafluo-
ophosphate ([C4mim][PF6]) [24]. On-line retention and separation
f the RTIL phase was achieved with a microcolumn filled with sil-
ca gel. The method was successfully applied to Cd determination
n plastic materials, demonstrating the possibility of using RTILs for

etal extraction from complex matrices.

. Experimental

.1. Apparatus

The experiments were performed using a PerkinElmer 5100PC
tomic absorption spectrometer (PerkinElmer, Norwalk, CT, USA),
quipped with a FIAS 200 flow injection analysis system
PerkinElmer). A Cd electrodeless discharge lamp (PerkinElmer)
perated at a current of 240 mA and a wavelength of 228.8 nm
ith a spectral band width of 0.7 nm was used. A deuterium back-

round corrector was used. All instrumental parameters are listed
n Table 1.

The flow injection system is shown in Fig. 1. Tygon-type pump
ubes (Gilson) were employed to propel the sample and reagent. On
he other hand, solvent-resistant pump tubes (PerkinElmer) were
mployed for the organic eluent. A microbore glass column (40 mm
ength; 2 mm internal diameter) filled with the retention mate-
ial and fitted with porous 25 �m glass frits, was used for on-line
etention of the RTIL phase.
.2. Reagents

All the reagents were of analytical grade and the presence of
d was not detected within the working range. A 10−2 mol L−1 5-
r-PADAP (Aldrich, Milwaukee, WI, USA) solution was prepared in
Eluent Acidified EtOH
Loading flow rate (mL min−1) 4
Elution flow rate (mL min−1) 6

ethanol (Merck, Darmstadt, Germany). Lower concentrations were
prepared by serial dilution with ethanol. A 1000 mg L−1 Cd2+ stock
solution was prepared from Cd(II) nitrate (Merck) in 0.1 mol L−1

nitric acid (Merck). Lower concentrations were prepared by diluting
the stock solution with 0.1 mol L−1 nitric acid. The buffer solution
was 2.0 mol L−1 ammonium hydroxide (Merck) adjusted to pH 9.0
with hydrochloric acid (Merck). A surfactant solution containing 5%
(w/v) Triton X-100 (Merck) was employed to avoid RTIL phase stick-
ing onto the Tygon tube walls. Silica gel (100 Å pore size, 70–230
mesh particle size, Aldrich) was used to fill in the microcolumn. The
RTIL [C4mim][PF6] was purchased from Solvent Innovation GmbH
(Köln, Germany) and it was stored in contact with ultrapure water
to equilibrate the water content in the RTIL phase. Ultrapure water
(18 M� cm) was obtained from a Millipore Continental Water Sys-
tem.

2.3. Sample conditioning

A range of materials commonly used in the food industry were
studied, including polyethylene terephthalate (PET), high den-
Fig. 1. Schematic diagram of the instrumental setup. AR-M: reagents adding and
mixing, S: sample and reagents; E: eluent; W: waste; P: peristaltic pump; M: micro-
column; V: load-injection valve. (a) Preconcentration step (load position) and (b)
elution step (injection position).
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Table 2
Operation sequence for FI on-line preconcentration and separation system.

Step Time (s) Valve position Pump active Medium pumped Flow rate (mL min−1) Function

1 10 Fill P1 Buffer-diluted solution 4 pH conditioned
2 (Fig. 1(a)) 300 Fill P1 Sample reagent RTIL 4 Load sample
3 lution
4
5
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10 Fill P1 Buffer-diluted so
(Fig. 2) 6 Inject P2 Acidified EtOH

5 Inject P2 Acidified EtOH

igestion procedure was followed for all packaging material, 0.5 g
f sample was weighted and 5 mL sulfuric acid, 5 mL nitric acid and
mL perchloric acid were added in a glass beaker. The mixture was
ept boiling on a heating plate for 1 h. The mixture was partially
overed with a watch glass to avoid total evaporation. After cool-
ng, the solution was transferred to a 100 mL volumetric flask and
iluted to the mark with water. An aliquot of 20 mL of the resulting
olution was used for the determination.

.4. On-line separation and preconcentration procedure

A schematic diagram of the preconcentration and determination
ystem is shown in Fig. 1. The operation sequence for FI on-line
reconcentration and separation system is listed in Table 2. In
he preconcentration stage (Fig. 1(a)), 20 mL of sample solution,
.15 mL of 10−3 mol L−1 5-Br-PADAP solution, 0.4 mL of 5% (w/v)
riton X-100, 0.4 mL of 2 mol L−1 (pH 9.0) buffer solution and 0.7 g
f [C4mim][PF6] were placed in a vial. The resultant system was
haken for about 5 s with a stirring bar before and during the loading
f the mixture into the column at a flow rate of 4 mL min−1. The RTIL
hase containing the Cd–5-Br-PADAP complex was thus retained
y the filling material of the column. It has to be pointed out that,
efore loading, the column was conditioned for preconcentration at
he correct pH with a buffer-diluted solution. After loading, further
ashing with buffer-diluted solution served to remove any sam-
le still present in the lines and in the column. In the elution step
Fig. 1(b)), the injection valve was switched on and the retained
TIL rich-phase was eluted with ethanol acidified with 0.5 mol L−1

itric acid at a flow rate of 6 mL min−1 directly into the nebulizer
f FAAS instrument and Cd was determined under the conditions
hown in Table 1.

Calibration was performed against aqueous standards sub-
itted to the same preconcentration procedure. Likewise, blank

olutions were analyzed in the same manner as standard and
ample solutions. For optimizing the preconcentration and deter-
ination system, 20 mL of 1 �g L−1 Cd2+ standard solution was used

nstead of the samples.

. Results and discussion

.1. Column manufacturing and on-line RTIL phase collection

It was supposed that, the high viscosity of the RTIL [C4mim][PF6]
352.2 mPa s) in combination with a controlled loading flow rate of
he RTIL-aqueous mixture through the column, would lead to RTIL
hase retention. Therefore, home-made columns packed with a
otentially suitable filtering material such as, cotton, polyurethane
oam or silica gel [25], were tested to pursue on-line collection
nd separation of the RTIL phase. For soft filling materials, such as
otton and polyurethane foam, the RTIL phase was not completely
etained in the column. In fact, the RTIL phase passed through the

otton fibers or holes in the foam, making difficult its retention. On
he other hand, silica gel proved to be highly effective for reten-
ion whereas keeping the RTIL phase in a more localized region
nside the column. This yielded sharper and well-defined peaks as
ompared to the other filling materials.
4 Remove sample present in the line, vial and column
6 Elute analyte into the flame
6 Remove residual solutions

Column design is a critical parameter for defining peak form of
transient signals originated in a FI on-line preconcentration system.
The sharper the peaks, the higher will be the sensitivity when ana-
lyte quantification is performed based on peak height. Therefore,
inner diameter and length of the column were important variables
to be considered in this work. It was observed that a minimal length
of 40 mm was necessary for total RTIL phase retention. Shorter
columns did not show good retention as the RTIL phase was not
completely entrapped by the filling material. On the other hand,
longer columns did not bring further enhancement of the analyti-
cal signal and a higher back pressure was generated within the FI
system. Another variable considered in the column design was the
inner diameter. Thus, a reduced inner diameter was preferred in
order to achieve low dispersion of the peak signal. A 2-mm inner
diameter was found to be effective for RTIL phase retention.

3.2. Optimization of the loading variables

Several variables were studied in order to optimize Cd–5-Br-
PADAP complex formation and extraction, as well as retention of
the RTIL phase into the column. Among them, pH, surfactant and
chelating agent concentration, RTIL amount and loading flow rate
were studied. Additionally, the conditions for suitable elution of the
analyte from the column were studied.

The optimal pH values were in the range of 7.8–10.2. This phe-
nomenon is understandable, since the best complexation of Cd with
the 5-Br-PADAP reagent occurs within this range [20,23]. Accord-
ing to these results, the selected pH was 9.0. The minimum reagent
to metal ion molar ratio necessary to reach the optimum response
was 100. Above this ratio, no variation in the analytical response
was observed. Therefore, a 150 5-Br-PADAP to metal ion molar ratio
was selected for further work. It corresponds to 7.5×10−6 mol L−1

5-Br-PADAP concentration.
In order to avoid the precipitation of the complexing agent and

Cd–5-Br-PADAP complex in aqueous medium prior to the extrac-
tion, Triton X-100 was added to the sample solution. Moreover,
the surfactant also reduced the adherence of the RTIL on the inner
walls of the tubes, thus improving the flowing ability of the RTIL
throughout the FI system and forcing the sole retention into the
column. In the presence of a non-ionic surfactant such as Triton X-
100, the fine droplets of RTIL are surrounded by their molecules.
Hence, RTIL interactions with the inner walls of the lines decrease
and consequently, RTIL phase do not stick on it [26]. Although the
presence of a surfactant facilitates the flowing of the RTIL phase,
it can negatively affect the retention of the RTIL phase by the fill-
ing material of the column. Therefore, the effect of Triton X-100
on Cd–5-Br-PADAP extraction and later RTIL phase retention into
the column was studied within a surfactant concentration range
of 0.01–2.0% (w/v). This study showed that both the complexing
agent and the metallic complex remained in solution within range
studied. A 0.1% (w/v) surfactant concentration was chosen for fur-

ther work as yielded high extraction efficiency while keeping the
complex in solution (Fig. 2). Higher surfactant concentrations led to
inefficient retention into the column, and hence non-reproducible
results. Moreover, the greatest analyte enhancement factor was
reached at 0.1% (w/v) surfactant concentration.
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3.4. Extraction and analytical performance

An extraction percentage higher than 99.9% was achieved when
the procedure was carried out under the optimal experimental con-
ig. 2. Effect of Triton X-100 concentration on the efficiency of the preconcentration
ystem. Experimental conditions are listed in Table 1.

Optimization of the minimal sample volume required to be
njected into FI-FAAS is crucial in order to reach a suitable response.
herefore, it is highly important to establish the minimal volume of
TIL that leads to total complex extraction while achieving the high-
st signal. The variation of the analyte signal upon the RTIL amount
as examined within the range: 0.4–1.2 g. It was observed that the

xtraction efficiency of the system and the signal were remarkably
ffected by the RTIL amount. Quantitative extraction and higher
ignal was observed for a minimal RTIL amount of 0.6 g. No signifi-
ant changes were observed on the extraction efficiency by adding
igher RTIL amounts. On the other hand, it was considered the
ffect of RTIL amount on the retention capacity of the column.
xperiments performed with different RTIL amounts showed that
ffective retention of the phase was achieved up to 0.7 g RTIL. A sig-
ificant reduction in the RTIL retention was observed for higher RTIL
mounts. Thus, in order to achieve the best enhancement factor,
.7 g RTIL amount was chosen as optimal. Under these conditions,
final RTIL volume of 500 �L was obtained.

The sample flow rate through the column is an important param-
ter, since this is one of the steps that controls the time of analysis.
oreover, the effect of sample flow rate through the column was
critical variable to achieve high retention of the RTIL phase. The

nfluence of the sample loading flow rate on the analytical response
as not critical between 1 and 5 mL min−1. The response decreased

t flow rate values higher than 5 mL min−1, and even none retention
f the RTIL phase was observed when the flow rate was as high as
0 mL min−1. This phenomenon allows us to state that retention of
he RTIL phase into the column is mainly produced due to a filtering-
ike process, rather than a chemical one. In fact, the high viscosity
f the RTIL [C4mim][PF6] could be the main reason for allowing the
ample to pass through the ionic liquid plug and the column [27].
he capacity of retention of the column was 90%. The dependence of
he percent of recovery of Cd on sample loading flow rate is shown
n Fig. 3. A flow rate of 4 mL min−1 was chosen for further work.

.3. Elution of the RTIL phase from the column

To elute the RTIL phase retained within the column, a group of
olvents miscible with [C4mim][PF6] were studied. Therefore, com-
on organic solvents such as ethanol, methanol, and acetone were
hosen. The selection of these solvents was made based on the high
olubility that [C4mim][PF6] shows in these media [28–30]. Both
cetone and ethanol resulted to be the most effective for RTIL phase
nd Cd–5-Br-PADAP complex removal from the column. However,
Fig. 3. Dependence of recovery of Cd on loading sample flow rate. Experimental
conditions are listed in Table 1.

it was preferred ethanol to acetone due to major compatibility of
the alcohol with tubes and valve materials used in the FI system.
Likewise, sharper peaks were observed with ethanol. Finally, the
eluent was acidified with nitric acid in order to induce dissociation
of Cd–Br-PADAP complex and further releasing of Cd into solution.
A nitric acid concentration of 0.5 mol L−1 was chosen.

The effect of flow rate of eluent on analyte signal is shown
in Fig. 4. As can be seen, the optimum flow rate of eluent was
6 mL min−1. Therefore, the elution flow rate was compatible with
the aspiration flow of the FAAS instrument [31]. Additionally,
elution of the analyte through the column was developed in coun-
tercurrent, which was especially favorable to obtain sharp and
well-defined peaks.

The combination of [C4mim][PF6] with other “green” solvent
such as ethanol, avoided the use of hazardous toxic and flammable
solvents, while increasing FAAS sensitivity with respect to an aque-
ous solvent. The analyte was completely eluted from the column in
6 s.
Fig. 4. Dependence of recovery of Cd on elution flow rate. Experimental conditions
are listed in Table 1.
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Table 3
Accuracy of the proposed method (95% confidence interval; n = 6).

Sample Base value
(�g L−1)

Quantity of
Cd2+ added
(�g L−1)

Quantity of
Cd2+ found
(�g L−1)

Recovery
(%)a

PET 1.0 – 1.0 ± 0.08 –
1.0 5 6.1 ± 0.29 102
1.0 10 11.1 ± 0.47 101

HDPE 0.61 – 0.61 ± 0.06 –
0.61 5 5.7 ± 0.32 102
0.61 10 10.5 ± 0.45 99

PVC 25.0 – 25.0 ± 0.98 –
25.0 5 30.0 ± 1.29 100
25.0 10 35.1 ± 1.45 101

LDPE 0.55 – 0.55 ± 0.06 –
0.55 5 5.45 ± 0.37 98
0.55 10 10.5 ± 0.49 100

PP 0.70 – 0.68 ± 0.07 –
0.70 5 5.6 ± 0.28 98
0.70 10 10.6 ± 0.44 99

PS 1.1 – 1.1 ± 0.10 –
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Table 4
Concentration of Cd in food packaging materials (95% confidence interval; n = 6).

Sample Proposed method (mg kg−1) ETAAS (mg kg−1)

PET 0.05±0.01 0.07±0.01
0.20±0.02 0.19±0.02
n.d.a n.d.a

HDPE 0.12±0.01 0.12±0.01
n.d.a n.d.a

n.d.a n.d.a

PVC 5.1±0.22 5.1±0.32
10.4±0.42 10.5±0.51
8.4±0.40 8.4±0,49

LDPE 0.05±0.01 0.07±0.01
0.11±0.02 0.14±0.02
n.d.a n.d.a

PP n.d.a n.d.a

0.09±0.01 0.10±0.01
0.14±0.02 0.12±0.01

PS 0.22±0.03 0.21±0.03
0.04±0.01 0.05±0.01

[

[

1.1 5 6.1 ± 0.31 100
1.1 10 11.3 ± 0.49 102

a 100× [(Found−base)/added].

itions (Table 1). The obtained enhancement factor for a sample
olume of 20 mL was 35. The enhancement factor was obtained as
he ratio of the slopes of the calibration curves for Cd with and
ithout the preconcentration step.

The relative standard deviation (R.S.D.) resulting from the anal-
sis of 10 replicates of 20 mL solution containing 10 �g L−1 Cd2+

as 3.9%. The calibration graph was linear with a correlation coef-
cient of 0.9998 at levels near the detection limits and up to at least
0 �g L−1. The regression equation was A = 0.0219C + 0.007, where
is the absorbance and C is the concentration of Cd in �g L−1.

he limit of detection (LOD), calculated based on three times the
tandard deviation of the background signal (3�), was 6 ng g−1. The
requency of analysis was nine samples per hour.

.5. Accuracy of the method and cadmium determination in real
amples

To demonstrate the accuracy of the proposed method, a recovery
tudy was performed evaluating any matrix interferences and/or
ossible analyte losses during the sample pre-treatment of differ-
nt food packaging materials: PET, HDPE, PVC, LDPE, PP and PS.
hus, the method was applied to six portions of 0.5 g for each plastic
aterial. All the samples were digested and analyzed following the

rocedure described before. The average concentration of Cd found
as taken as a base value. Then, increasing quantities of Cd were

dded to the other aliquots of sample and the analyte was deter-
ined by the same method. As shown in Table 3, analyte recoveries
ere all around 100%.

The method was applied for Cd determination in different food
ackaging plastic materials collected from the local market. Cad-
ium concentrations were in the range of n.d.–0.20 mg kg−1

or PET; n.d.–0.12 mg kg−1 for HDPE; 5.1–10.4 mg kg−1 for
VC; n.d.–0.11 mg kg−1 for LDPE; n.d.–0.14 mg kg−1 for PP and
.d.–0.22 mg kg−1 for PS, at 95% confidence interval (n = 6). The
roposed method was also validated by comparison of the results
btained by a different technique (Table 4). Determinations by

TAAS were performed by measuring direct aliquots of the digested
amples. This was possible due to the low LOD that are possible to
each for Cd with ETAAS. The results were compared by applying
he F-test and no significant differences at the 95% confidence level
ere observed.

[
[
[
[
[
[

n.d.a n.d.a

a Non-detectable.

4. Conclusion

In this work, an original FI system with on-line RTIL phase sep-
aration coupled to FAAS detection for Cd determination in plastic
materials is proposed. Thus, the excellent extraction efficiency asso-
ciated with RTILs in combination with the possibility of performing
an on-line procedure opens up an attractive alternative in the area
of automated separation and preconcentration methodologies. The
on-line retention of the RTIL phase by using a silica gel-packed
column simplifies the preconcentration methodology while reduc-
ing manual operation and risk of contamination. Furthermore, the
effect of several variables, including physical, chemical and hydro-
dynamic characteristics, on the on-line retention of the RTIL phase
has been studied. A sensitivity enhancement factor of 35 was
achieved. The use of the 5-Br-PADAP–[C4mim][PF6] extraction sys-
tem allowed the reliable and accurate determination of Cd in food
packaging material.

Acknowledgements

This work was supported by Consejo Nacional de Investigaciones
Científicas y Técnicas (CONICET) and Agencia Nacional de Promo-
ción Científica y Tecnológica (FONCYT) (PICT-BID) (FONTAR – NO
PMT II – CAI/073) (Argentina).

References

[1] K. Marsh, B. Bugusu, J. Food Sci. 72 (2007) R39.
[2] A.W. Birley, Food Chem. 8 (1982) 81.
[3] D.O. Hummel, Atlas of Plastics Additives—Analysis by Spectrometric Methods,

Springer, Germany, 2002.
[4] I.D. Rosca, J.M. Vergnaud, Polym. Test 25 (2006) 532.
[5] D. Thompson, S.J. Parry, R. Benzing, J. Radioanal. Nucl. Chem. 213 (1996) 349.
[6] M.W. Kadi, Asian J. Chem. 17 (2005) 40.
[7] W. Shotyk, M. Krachler, Environ. Sci. Technol. 41 (2007) 1560.
[8] A. Ritter, E. Michel, M. Schmid, S. Affolter, Polym. Test 23 (2004) 467.
[9] R.B. Hayes, Cancer Causes Contr. 8 (1997) 371.
10] T. Nawrot, M. Plusquin, J. Hogervorst, H.A. Roels, H. Celis, L. Thijs, J. Vangronsveld,

E. Van Hecke, J.A. Staessen, Lancet Oncol. 7 (2006) 119.
11] H. Sakurai, J. Noro, A. Kawase, M. Fujinami, K. Oguma, Anal. Sci. 22 (2006) 225.

12] E. Skrzydlewska, M. Balcerzak, Chem. Anal. Wars. 48 (2003) 909.
13] F. Kubota, M. Goto, Solvent Extr. Res. Dev. 13 (2006) 23.
14] Z. Li, J. Chang, H. Shan, J. Pan, Rev. Anal. Chem. 26 (2007) 109.
15] G. Singh, A. Kumar, Indian J. Chem. A 47 (2008) 495.
16] H. Zhao, S. Xia, P. Ma, J. Chem. Technol. Biotechnol. 80 (2005) 1089.
17] J.F. Liu, G.B. Jiang, J.A. Jönsson, TrAC, Trends Anal. Chem. 24 (2005) 20.



8 alanta

[
[

[

[

[

[

[

[
[
[

62 E.M. Martinis et al. / T

18] S. Pandey, Anal. Chim. Acta 556 (2006) 38.
19] M.A. Taher, A. Mostafavi, S.Z.M. Mobarake, D. Afzali, Bull. Chem. Soc. Ethiopia

20 (2006) 1.
20] R.F. Lara, R.G. Wuilloud, J.A. Salonia, R.A. Olsina, L.D. Martinez, Anal. Bioanal.

Chem. 371 (2001) 989.

21] P.R. Aranda, R.A. Gil, S. Moyano, I.E. De Vito, L.D. Martinez, Talanta 75 (2008)

307.
22] J.C.A. De Wuilloud, R.G. Wuilloud, M.F. Silva, R.A. Olsina, L.D. Martinez, Spec-

trochim. Acta, Part B 57 (2002) 365.
23] E.M. Martinis, R.A. Olsina, J.C. Altamirano, R.G. Wuilloud, Anal. Chim. Acta 628

(2008) 41.

[
[

[
[

78 (2009) 857–862

24] S. Carda-Broch, A. Berthod, D.W. Armstrong, Anal. Bioanal. Chem. 375 (2003)
191.

25] J. Nan, Y. Jiang, X.P. Yan, J. Anal. At. Spectrom 18 (2003) 946.
26] M. Baghdadi, F. Shemirani, Anal. Chim. Acta 613 (2008) 56.
27] M. Cruz-Vera, R. Lucena, S. Cárdenas, M. Valcárcel, J. Chromatogr. A 1202 (2008)
1.
28] K.A. Fletcher, S. Pandey, J. Phys. Chem. US 107 (2003) 13532.
29] J. Zhang, W. Wu, T. Jiang, H. Gao, Z. Liu, J. He, B. Han, J. Chem. Eng. Data 48 (2003)

1315.
30] M.T. Zafarani-Moattar, R. Majdan-Cegincara, J. Chem. Eng. Data 52 (2007) 2359.
31] H. Chen, J. Liu, X. Mao, Anal. Chim. Acta 370 (1998) 151.



A
b

M

a

b

c

d

e

a

A
R
R
A
A

K
A
N
D
S
S
(
S
Q
S
C
T

1

i
g
b
s
d
t
f
t
p
t
r
o

S

0
d

Talanta 78 (2009) 1102–1106

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

nti-fouling characteristics of surface-confined oligonucleotide strands
ioconjugated on streptavidin platforms in the presence of nanomaterials

ònica Mira,b,∗, Petra J. Cameronc, Xinhua Zhongd, Omar Azzaronia,e,∗, Marta Álvarez a, Wolfgang Knoll a

Max-Planck-Institut für Polymerforschung, Ackermannweg, 10, 55128 Mainz, Germany
Nanobioengineering Group, Institute for Bioengineering of Catalonia (IBEC), Josep Samitier 1-5, 08028 Barcelona, Spain
Department of Chemistry, University of Bath, Bath BA2 7AY, United Kingdom
Department of Chemistry, East China University of Science and Technology, 200237 Shanghai, China
INIFTA-CONICET-UNLP, C.C. 16 Suc. 4 (1900) La Plata, Argentina

r t i c l e i n f o

rticle history:
eceived 10 October 2008
eceived in revised form 8 January 2009
ccepted 14 January 2009
vailable online 23 January 2009

eywords:
nti-fouling
on-specific binding
NA biosensor

a b s t r a c t

This work describes our studies on the molecular design of interfacial architectures suitable for DNA sens-
ing which could resist non-specific binding of nanomaterials commonly used as labels for amplifying
biorecognition events. We observed that the non-specific binding of bio-nanomaterials to surface-
confined oligonucleotide strands is highly dependent on the characteristics of the interfacial architecture.
Thiolated double stranded oligonucleotide arrays assembled on Au surfaces evidence significant fouling
in the presence of nanoparticles (NPs) at the nanomolar level. The non-specific interaction between the
oligonucleotide strands and the nanomaterials can be sensitively minimized by introducing streptavidin
(SAv) as an underlayer conjugated to the DNA arrays. The role of the SAv layer was attributed to the signif-
icant hydrophilic repulsion between the SAv-modified surface and the nanomaterials in close proximity
treptavidin SAM
urface plasmon fluorescence spectroscopy
SPFS)
urface acoustic wave (SAW)
uantum dots (QDs)
urface plasmon resonance (SPR)

to the interface, thus conferring outstanding anti-fouling characteristics to the interfacial architecture.
These results provide a simple and straightforward strategy to overcome the limitations introduced by
the non-specific binding of labels to achieve reliable detection of DNA-based biorecognition events.

© 2009 Elsevier B.V. All rights reserved.
dSe nanoparticles
hiol-biotin

. Introduction

The fields of nanobiotechnology and nanomedicine are becom-
ng increasingly important in research and industry. Within this
rowing research field, the ability to control the adsorption of
iomolecules, nanomaterials and bio-inorganic hybrids to solid
upports plays a key role in achieving reliable and competitive
evices. For example, deposition of proteins, cells or bacteria on
he surface of an implant or an in vivo biosensor usually leads to
ailure of these devices [1]. Health problems can be caused due
o surface-fouling by microorganisms during the food preparation

rocess. Electrochemical analysis is also affected by the adsorp-
ion of biomolecules on the surface, where the unwanted molecules
esult in the passivation of the electrode surface [2]. The diffusion
f reagents in devices containing microfluidic circuits can change

∗ Corresponding author at: Institute for Bioengineering of Catalonia (IBEC), Josep
amitier 1-5, 08028 Barcelona, Spain.

E-mail address: mmir@ibec.pcb.ub.es (M. Mir).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.026
drastically if the surface of the channels is affected by fouling [3].
The undesirable non-specific adsorption of different materials on
surfaces must be eliminated in effective biosensors as it leads to a
reduction in the sensitivity and specificity of the device. For appli-
cations such as biosensing, affinity chromatography, biocatalysis or
microfluidics it is important not only to build a non-fouling sur-
face, but also to have suitable recognition sites on the non-fouling
surface in order to attach specific ligands with desired orientation
and coverage, and to ensure a reproducible and reliable response.
Thus, the molecular design of a biosensing platform that exhibits:
(a) a reproducible and stable surface with resistance to non-specific
binding and (b) good control over ligands immobilization is not a
trivial task as is of high priority in biosensing community.

Within the great variety of biosensing platforms, of partic-
ular relevance is that one concerning to the detection of DNA

hybridization. The most common interfacial architecture consists of
monolayers of thiolated oligonucleotide probes assembled on gold
surfaces forming a brush-like layer [4–6]. However, during last years
the use of streptavidin (SAv) as an anchoring layer received increas-
ing attention [7,8]. This is due to the fact that the SAv platform
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ted from the QDs were monitored with a photomultiplier. To avoid
collection of scattered and transmitted laser light, a � = 611 nm nar-
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nables an optimized distribution and spacing of the probe strands
n the Au electrode, thus facilitating the hybridization process.
oreover, depending on the characteristics of the read out system,

t is a common practice to use labeled-biomolecules, enzymes, flu-
rophores or nanoparticles (NPs) to enhance the detection of the
iorecognition process [9].

Fluorescence-based transduction is probably one of the most
ensitive strategies to detect DNA or oligonucleotide hybridiza-
ion. Quantum dots (QDs) are nanomaterials that represent a very
nteresting type of fluorescent nanoparticles [10]. At present, they
onstitute the greatest promise as labels in fields like biosens-
ng or biological imaging [10]. This is based on their remarkable
hotostability, high fluorescence yield, low rates of photobleach-

ng and extinction coefficients comparable to conventional organic
uorophores, which render them outstanding candidates for fluo-
escent labeling of biomolecules. In spite of the widespread use of
Ds combined with DNA in biosensing [11] and design of functional
aterials [12], little is known about the interaction and non-specific

inding interactions between these nanomaterials and oligonu-
leotide strands at solid-liquid interfaces.

In this work we studied with particular emphasis the non-
pecific adsorption of QDs on surface-confined oligonucleotide
trands formed by assembly of thiolated strands and by bioconju-
ation of biotinylated strands on SAv platforms. Our studies show
otable differences between both platforms, indicating that the
ommonly used thiolated DNA assemblies are prone to non-specific
inding of QDs. In contrast, the SAv-based did not evidence any
on-specific adsorption of the nanomaterials. These results were
lso extended to the use of biomolecules, like streptavidin, as labels
btaining similar differences between both platforms.

. Experimental

.1. Materials

The oligonucleotide sequences; 18-mer thiol labeled capture
robe (SH-C6-5’-TTTTGTACATCACAACTA-3ı̌), 18-mer biotinylated
apture probe (biotin-5’-TTTTGTACATCACAACTA-3ı̌) and 15-mer
arget (5’-TAGTTGTGATGTACA -3ı̌) used in this work were pur-
hased from MWG Biotech AG. All stock oligonucleotide solutions
ere 100 �M prepared with milliQ water and stored at -20 ◦C.

treptavidin, mercaptoundecanol, 2-mercaptoethanol, phosphate
uffered saline, polyethylene glycol sorbitan monolaurate (tween
0), trioctylphosphine (TOP), oleylamine, oleic acid, 1-octadecene
ODE), CdO, Se powder and 3-mercaptopropionic acid (MPA) were
urchased from Sigma. Biotin-terminated thiol was obtained from
oche Diagnostics.

.2. Synthesis of MPA-Capped CdSe nanoparticles

Oil-soluble CdSe nanoparticles were prepared according to a lit-
rature method [13]. Typically, 5.0 mL of oleylamine and 0.15 mL
f Se stock solution (2.1 M in TOP) were loaded in a 50 mL three
eck round-bottom flask, and the mixture was heated to 300 ◦C

n a flow of argon. 1.0 mL of Cd stock solution (0.3 M, obtained
y dissolving CdO in 6-fold of oleic acid and ODE at elevated
emperature) was injected quickly into the reaction flask. The tem-
erature was then set at 280 ◦C for the subsequent growth and
nnealing of nanocrystals. After completion of particle growth,
he reaction mixture was allowed to cool to ∼60 ◦C, and 10 mL of
ethanol was added. The obtained CdSe nanocrystals were precip-
tated by adding methanol into the toluene solution and further
solated and purified by repeated centrifugation and decanta-
ion. MPA-Capped water-soluble QDs were obtained by a ligand
eplacement reaction [14]. Due to the carboxylic group in the MPA
(2009) 1102–1106 1103

ligand, the obtained MPA-capped CdSe QDs are negative charged
in aqueous solutions. The mean size of the CdSe QDs used for the
following experiment is ∼4.5±0.3 nm with emission wavelength
� = 620 nm.

2.3. Biomolecules immobilization

Both interfacial architectures involving thiolated oligonu-
cleotides (DNA-SH) and biotinylated oligonucleotides bioconju-
gated on SAv monolayers (DNA-SAv) were assembled onto gold
surfaces. The DNA-SH architecture was prepared by incubating
the gold films in a 1 �M solution of thiolated capture probe in
1 M KH2PO4 for 2 h, the slide then was placed in a 1 mM solution
of mercaptoethanol in milliQ water for 1 h to backfill any empty
spaces between the capture probe strands. It is worth mentioning
that the backfilling also improves the orientation of the oligonu-
cleotide strands leading to an improvement of the hybridization
process.

The DNA-SAv architectures were constructed by chemisorbing
a mixed self-assembled monolayer of 12-mercaptododecanoic-
(-8-biotinoylamido-3,6-dioxaoctyl)amide and 11-mercapto-1-
undecanol in ethanol in a 1:9 ratio [15]. Then, the biotinylated
surface was incubated in a 1 �M streptavidin solution in 10 mM
PBS, 100 mM NaCl at pH 7.4, leading to a compact monolayer evenly
distributed on the Au surface [16,17]. Considering that SAv has
unique properties as an adapter for the binding of a second layer
of biotinylated molecules and the extremely high and very specific
interaction with biotin (K = 1015 L mol−1), the resulting protein layer
acts as stable platform for supramolecularly anchoring the biotiny-
lated capture probes. Both surface architectures were hybridized
with a 1 �M ss-DNA target solution and afterwards 1 �M solution
of streptavidin or QDs respectively were left to interact with both
platforms in order to investigate the effect of non-specific binding.

In both platforms, the unbounded molecules on the surface sen-
sor were rinsed away after each immobilization step with the buffer
used in the immobilization step.

2.4. Surface acoustic wave (SAW) measurements

The non-specific adsorption of SAv on both platforms was mea-
sured by acoustic wave sensor spectroscopy (SAW) (S-sens® k5,
Nanofilm Surface Analysis). The sensor chip array consists of five
gold sensors with a sensing area of 6.3 mm2 each. The chips were
cleaned before use by plasma treatment for 5 min at 300 W under
argon atmosphere. All incubations were programmed and injec-
tion was done automatically at a flow rate of 20 �L min−1. After
each experiment an injection of 5% glycerol solution was required
for calibration purposes [18].

2.5. Surface plasmon fluorescence spectroscopy (SPFS)

The binding of QDs on both interfacial architectures was moni-
tored by surface plasmon fluorescence spectroscopy (SPFS) [19–21].
Laser light at � = 594.6 nm was used to excite surface plasmons
in the gold film (coupled in the Kretschmann configuration). The
QDs located near the gold–dielectric interface can be excited by the
surface plasmon that propagates along this interface. Photons emit-
row band pass filter was placed in front of the photomultiplier.
The sensor chip was a ∼50 nm evaporated gold film on BK7 glass
with ∼2 nm of chromium being evaporated just prior to the gold
deposition to improve adhesion between the gold and glass. All
incubations were done at a flow rate of 20 �L min−1.
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ig. 1. . Simplified cartoon describing the interaction of the CdSe QDs with both i
ligonucleotide strands assembled on streptavidin platforms, DNA-SAv.

. Results and discussion

Our experimental studies were carried out in two different inter-
acial architectures: (a) thiolated oligonucleotides (DNA-SH) and
b) biotinylated oligonucleotides bioconjugated on SAv monolayers
DNA-SAv) (Fig. 1).

The non-specific binding of QDs on both platforms was mea-
ured by SPFS. The binding curves in Fig. 2 display the striking
ifferences between both interfacial architectures. The injection of
he MPA-capped CdSe QDs into the SPFS chamber containing the
NA-SAv platform is evidenced as an increase in the fluorescence

ignal, ∼1.5×106 cps. This is as a consequence of the excitation of
he QDs in the surroundings of the solid–liquid interface [22]. The
uorescence signal was monitored over a period of 1 h display-

ng good stability after the injection. This fact indicates that the
aximum concentration of QDs is achieved during the early stages

f the immobilization and no significant changes in the popula-

ion of QDs occur in the surroundings of the interface. Thereafter,
he sensor surface was rinsed by flushing buffer solution through
he SPFS chamber. Immediately, the fluorescence signal decayed
o the original background signal obtained prior to injecting the

ig. 2. . Surface plasmon fluorescence spectroscopy sensorgrams describing the
inding of the CdSe QDs to the DNA-SH (dashed line) and DNA-SAv (solid line)
latforms.
cial architectures: (a) thiolated oligonucleotide strands, DNA-SH; (b) biotinylated

QDs-containing solution, thus giving a clear indication that the
interfacial architecture is not fouled by the nanoparticles.

A different scenario was observed when the same experi-
ment was repeated in the presence of the DNA-SH. After injecting
the MPA-capped CdSe QDs into the SPR chamber, the fluores-
cence signal evidenced a continuous increase reaching values
larger than those previously obtained in the presence of DNA-SAv,
∼6.5×106 cps. Rinsing the sensor surface with buffer only pro-
moted a slight change in the fluorescence signal, evidencing that
most of the fluorescent nanomaterials remained at the interface,
and consequently the sensor surface was heavily fouled by the CdSe
QDs.

In principle, this experimental observation is counterintuitive.
The hybridized oligonucleotide strands on the DNA-SH/Au plat-
form represent a negatively charged interface where the phosphate
groups are responsible for the anionic charges. The interaction with
the negatively charged QDs should be repulsive, thus leading to a
facile removal of the nanomaterials after rinsing. The experimental
evidence indicates the opposite case, where the dominant inter-
actions between the oligonucleotides and the nanoparticles are
attractive. This observation is in line with recent results reported by
Sandström et al. [23] working on the non-specific binding of citrate-
stabilized Au nanoparticles to double stranded oligonucleotides.
These authors reported a detailed study describing how negatively
charged nanoparticles significantly bind non-specifically to double
stranded DNA. Even if the non-specific binding of single-stranded
oligonucleotides to Au nanoparticles has been reported by Mirkin
and co-workers [24], the case involving double stranded oligonu-
cleotides is a completely different scenario. Single stranded DNA
binds non-specifically to flat Au surfaces and Au NPs by means of
interactions provided by their bases. However, in the case of double
stranded DNA these functional groups are not available for interact-
ing with the nanomaterials. One explanation for this interesting
phenomenon was proposed by Sandström et al. [23] suggesting
that a possible mechanism could be ion-induced dipole dispersive
interactions, where the negatively charged phosphate groups on the

DNA induce dipoles in the highly polarizable NPs. This fact would
explain why the CdSe QDs remain at a large extent on the sensor
surface.

Another possible reason for the non specific adsorption of these
negatively capped QDs on the negative DNA surface is the existence
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interfacial viscoelastic changes. Phase changes are extremely sen-
sitive to viscous water and mass loading, which are determined by
the characteristics of the interfacial architecture [31].

After rinsing with buffer the phase values returned to approxi-
mately the original background signal obtained before injecting the
Fig. 3. . 500 �m×500 �m AFM topography im

f holes in the DNA layer film, which allow the penetration of these
olecules in lower charge repulsion areas. Previous studies car-

ied out with these two sensor platforms showed a higher capture
robe packing in the system with the DNA directly immobilised on
he surface. In the DNA SAM configuration a surface coverage of
.05 mol mm−2 was reported, while in the SA SAM configuration

ower capture probe coverage of 0.035 mol mm−2 was detected.
owever, the number of target molecules hybridised in the SA SAM

ystem is higher comparing with the hybridisation in the DNA SAM
latform. The lower hybridization efficiency of the DNA SAM plat-
orm was explained as a consequence of the high capture probe
ensity in this system, which hindrance the access of the target to
he probe [25]. These results show a highly packed DNA SAM plat-
orm, where is improbable to find holes on the film. In order to
ssure the lack of defects on both platforms, where the molecules
ould non specifically be adsorbed, surface topographic studies of
oth platforms were carried out with AFM. Simultaneous tapping
ode topographic and phase imaging were carried out on modified

old mica substrates. Different distribution of the biomolecules on
he surface was observed by comparing the phase images of both
ystems (Fig. 3). However, in both surfaces no holes were observed
n the film, showing uniform and homogeneous distribution of the
iomolecules on the surface.

On the other hand, we also observed that double stranded
ligonucleotide brushes presenting SAv as an underlying platform
escribe a completely different interfacial behavior, i.e. no binding

s observed. Considering the similarities and differences between
oth platforms it is plausible to ascribe these non-fouling character-

stics to the presence of SAv in the interfacial architecture. Recently,
an Oss and co-workers [26] discussed the macroscopic-scale sur-
ace properties of SAv and their influence on the non-specific
nteractions with biopolymers. The use of SAv-coated glass sub-
trates presenting a high surface hydrophobicity prevented the
ouling of biomolecules like immunoglobulins (IgG) or human
erum albumin (HSA). The hydrophilic repulsion between the
lanar SAv-coated surface and the IgG or HSA precluded the non-
pecific binding to the surface, to which biotinylated molecules
an be easily and firmly attached. In accordance to van Oss et al.,
his anti-fouling behavior is governed by (non-electrostatic) polar

acroscopic-scale hydrophilic repulsion between the SAv-coated
urface and the biomolecules. In our case, the SAv underlayer would
onfer similar properties to the interfacial architecture, where a
trong hydrophilic repulsion would prevent the non-specific bind-
ng of the nanomaterials.

To further extend of use of the SAv underlayer in DNA sens-
ng platforms we studied the interfacial behavior of SAv molecules
n solution interacting with DNA-SH and DNA-SAv. The reason for

hoosing SAv interacting with the different sensor architectures
ies in the fact that it is commonly used as a linker for labeling
iotinylated oligonucleotides [27–29] and, in some cases, it has
een reported that it non-specifically binds to different substrates
30]. These interfacial studies were carried out using an acous-
or the DNA SAM (a) and SA SAM (b) platforms.

tic waveguide device (SAW) [31–34]. The principle of operation
of SAW is based on an electric potential applied to a piezoelectric
substrate via interdigitated transducers which creates a surface-
localized acoustic wave. The phase and amplitude of the surface
wave are monitored with time through electrical connections to the
output transducers. All sensing occurs within an interfacial region
where significant acoustic displacement is detected. This is given by
the thickness of the penetration depth which is a function of the vis-
cosity of the surface medium and operating frequency of the device.
In particular, phase response is very sensitive to both mass and vis-
coelastic properties and is commonly the parameter of choice for
monitoring the immobilization of biomolecules [35].

Fig. 4 shows the SAW sensorgrams for 1 �M SAv in contact with
both interfacial architectures forming brush-like oligonucleotide
assemblies at the solid-liquid interface. The DNA-SH assembly
described a sudden increase in phase signal after injecting the SAv
solution into the chamber. After 10 min the sensor surface was
flushed with PBS buffer and the SAW device monitored only a
slight decrease in phase signal. This fact evidences that the pro-
teins remain in the surroundings of the interfacial region (within
the penetration depth) where the SAW detects their presence. In
other words, the DNA-SH interface is sensitively fouled in contact
with the proteins.

The same experiment with the DNA-SAv sensor displayed a
significant increase in phase signal, larger that in the case of DNA-
SH. This could be attributed to the fact that the DNA-SAv sensor
presents an interfacial architecture that could be more sensitive to
Fig. 4. . Phase response of the surface acoustic wave device monitoring the binding
of the CdSe QDs to the DNA-SAv (dotted line) and DNA-SH (solid line) platforms.
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Av solution, thus indicating that the DNA-SAv sensor surface was
ot fouled by the biomolecules. These results are in agreement with
he experimental results obtained working with negatively charged
Ds where the presence of the SAv underlayer confers outstanding
on-fouling properties to the sensor surface.

. Conclusions

The goal of our work was to investigate new strategies for design-
ng DNA sensing interfaces which could resist non-specific binding
f bio-nanomaterials commonly used as labels. These results evi-
ence the key role played by the SAv underlayer in the creation
f interfacial architectures capable of minimizing the non-specific
inding of negatively charged nanoparticles and streptavidin. The
ain role attributed to the SAv layer lies in the significant polar

ydrophilic repulsion between the SAv-modifided surface and
he nanomaterials in solution, which confers the interface anti-
ouling characteristics. In many cases, oligonucleotide brushes were
ssembled onto SAv platforms with the aim of controlling the
rafting density and interspacing between DNA strands. This led
o the creation of highly reproducible interfaces displaying rapid
ybridization kinetics in comparison to thiolated DNA brushes [35].
he experimental evidence discussed in this work adds another
ey advantage of using SAv-based DNA platforms, which relies on
heir capabilities to strongly resist the non-specific binding of label-
ng materials. The different fouling characteristics of DNA-SAv and
NA-SH interfacial architectures is an important aspect that should
e taken into account when choosing a platform for biosensing
pplications.
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Self-assembled monolayers of a nickel(II) complex and 3-mercaptopropionic acid on a gold
electrode were obtained for determination of catechin by square wave voltammetry. The
complex [NiIIL] with L = [N-(methyl)-N′-(2-pyridylmethyl)-N,N′-bis(3,5-di-tert-butyl-2-hydroxybenzyl)-
1,3-propanediamine[nickel(II)] was synthesized and characterized by 1H NMR, IR, and electronic
spectroscopies and electrochemical methods. The optimized conditions obtained for the electrodes were
0.1 mol L−1 phosphate buffer solution (pH 7.0), frequency of 80.0 Hz, pulse amplitude of 60.0 mV and
scan increment of 10.0 mV. Under these optimum conditions, the resultant peak current on square wave

−6

elf-assembled monolayer
old electrode
ickel(II) complex
atechin

voltammograms increases linearly with the concentration of catechin in the range of 3.31×10 to
2.53×10−5 mol L−1 with detection limits of 8.26×10−7 mol L−1. The relative standard deviation for a solu-
tion containing 1.61×10−5 mol L−1 catechin solution was 2.45% for eight successive assays. The lifetime
of the Ni(II) complex–SAM-Au electrode was investigated through testing every day over 4 weeks. The
results showed apparent loss of activity after 20 days. The results obtained for catechin in green tea
samples using the proposed sensor and those obtained by electrophoresis are in agreement at the 95%

confidence level.

. Introduction

The formation of self-assembled monolayers (SAMs) of alka-
ethiols on gold surfaces continues to be a focus for research

nterests due to their importance in chemistry, biology and
upramolecular nanotechnology. The chemisorption of thiolates on
old is the most important class of SAM from the electrochemical
oint of view. Among the reasons why gold is the preferred metal
re its relative inertia and the fact that it has a strong specific inter-
ction with sulfur that allows the formation of monolayers in the
resence of many other functional groups. The SAM technique is
imple, reproducible and the molecules are chemically bound to
he electrode. The SAM-modified electrodes have advantages such
s selectivity, sensitivity, stability, short response time, the pos-
ibility of introducing different chemical functionalities, ease of
reparation and highly ordered molecules on the electrode [1,2].

he advantages of SAM-gold electrodes using different metalloph-
halocyanine complexes have been reported by Nyokong’s research
roup for the determination of several analytes [3–7].

∗ Corresponding author. Tel.: +55 48 3721 6844; fax: +55 48 3721 6850.
E-mail address: iolanda@qmc.ufsc.br (I.C. Vieira).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.038
© 2009 Elsevier B.V. All rights reserved.

Several mimetic complexes have been prepared to produce
a system capable of mimicking enzymatic catalysis and used in
the construction of biomimetic sensors [8–13]. Recently, Caovilla
et al. [8] studied the catalytic oxidation of limonene, �-pinene
and �-pinene by the complex [FeIII(BPMP)Cl(m-O)FeIIICl3], a
biomimetic for the methane monooxygenase enzyme. In a study
described by Sotomayor et al. [9], an iron tetrapyridinopor-
phyrazine complex was used as a biomimetic catalyst of the
P450 enzyme and applied in the construction of a sensor for
paracetamol determination in pharmaceutical samples. Wollen-
berger et al. [10] developed a sensor based on the combination
of a screen-printed peroxidase electrode and an iron porphyrin
complex iron(III)-meso-tetrakis-(penta-fluorophenyl)-�-tetra sul-
fonatoporphyrin chloride for aliphatic hydrocarbons. Santhiago et
al. [11] developed a biomimetic sensor based on a heterodinu-
clear FeIIIZnII mimetic complex which mimics the active site of the
hydrolytic enzyme red kidney bean purple acid phosphatase and
employed it in the determination of rosmarinic acid. Oliveira et al.
[12,13] developed biomimetic sensors based on an FeIIIFeII and a

dinuclear copper(II) complex for the determination of dopamine in
pharmaceutical products and hydroquinone in cosmetics, respec-
tively.

Green tea, a plant of Asiatic origin, is produced from Camellia
sinensis belonging to the Theaceae family [14] and is popular in
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hina, Japan, Korea and Morocco. This tea is rich in antioxidants
nd may have a protective role in human health. Traditional Chi-
ese medicine has recommended this plant to prolong life and for
eadaches, body aches and pains, digestion disorders, depression,
etoxification, and as an energizer. Among the components which
ave beneficial properties are xanthic bases, essential oils and, par-
icularly, polyphenolic compounds (mainly gallic acid and catechin)
15].

The interest in the quantification of catechin is related to
ts potential benefits in terms of human health, as it has been
xtensively reported to have various biological and pharmacologi-
al effects, including antioxidant, anticarcinogenic, antimutagenic,
nti-inflammatory, and antimicrobial activities. Also, it can combat
ree radicals which damage human cells under oxidative condi-
ions causing grave disturbances in cell metabolism [16–18]. Several
nalytical methods have been reported in the literature for the
etermination of catechin [16–33]. The most widely used meth-
ds are based on liquid chromatography including HPLC [16,20–23],
nd others have been proposed, such as spectrophotometry [17],
apillary electrophoresis [22,24–26] and electrochemistry [27–31].

Electrochemical methods for the determination of phenolic
ompounds (e.g., catechin) are preferred over other methods
ecause of their fast response time, low detection limit and rel-
tively low cost [27–31]. Roy et al. [27] developed a biosensor
ontaining laccase from Trametes versicolor crystallized, cross-
inked and lyophilized with �-cyclodextrin. This biosensor was
sed to detect several phenols in the concentration range of
0–1000 �mol L−1. Jarosz-Wilkolazka et al. [28] immobilized the

accase from Cerrena unicolor on the surface of a graphite elec-
rode and introduced it into a flow-injection system. The linear
ynamic range for catechin was 4.0–40 �mol L−1. El-Hady’s group
onstructed two electrodes for the determination of catechin
n tea and biological fluids: (I) a modified carbon paste elec-
rode with beta-cyclodextrin [29], the catechin concentration
eing linear up to 70.0 �g mL−1 (cathodic voltammetry) and up
o 45.0 �g mL−1 (anodic voltammetry); the other (II) containing
ydroxypropyl-beta-cyclodextrin [30] with a linear range up to 7.2
nd 4.20 �g mL−1. Recently, our research group [31] developed a
iomimetic sensor containing a copper(II) complex for determina-
ion of catechin in green tea. The analytical curve was linear from
.95×10−6 to 3.27×10−5 mol L−1.

In this study, we present the synthesis and characterization of
mononuclear Ni(II) complex containing the pentadentate H2L

igand, in which the phenolate groups are suitably protected by
ulky substituents (tert-butyl) in the ortho- and para-positions,
hich through electrochemical oxidation generate the one- and

wo-electron oxidized phenoxyl species in solution. Finally, and
ost importantly, we report the construction, optimization and

se of self-assembled monolayers of the Ni(II) complex and 3-
ercaptopropionic acid on a gold electrode for determination of

atechin by square wave voltammetry. The results obtained in
he determination of catechin in green tea samples using the
i(II) complex-SAM-Au electrode compared favorably with those
btained using the capillary electrophoresis method.

. Experimental

.1. Chemicals

All reagents used in this study were of analytical grade and

ll solutions were prepared with water from a Millipore (Bed-
ord, MA, USA) Milli-Q system (model UV Plus Ultra-Low Organic

ater). 3-Mercaptopropionic acid (MPA), cyanamide, sulfuric acid,
thyl alcohol, chloroform and hydrogen peroxide were supplied
y Sigma. The substances caffeine, epicatechin, epigallocatechin,
78 (2009) 1063–1068

epicatechin gallate, epigallocatechin gallate, gallic acid, guaiacol,
ferulic acid, p-coumaric acid, syringic acid, vanillic acid, sucrose,
glucose, fructose, benzoic acid, citric acid, tartaric acid and fumaric
acid standards were also acquired from Sigma and used in the inter-
ference study. Chloroform (CDCl3), sodium dodecylsulfate (SDS)
and triethylamine (TEA) were obtained from Merck. For the cap-
illary electrophoresis analysis a stock solution of SDS and TEA was
prepared at 1.0 mol L−1, and the internal standard (propylparaben)
was prepared in methanol at 120 mg L−1. Green tea samples were
purchased from a local market and the supporting electrolyte was
0.1 mol L−1 phosphate buffer. The alumina slurry (0.05 and 0.3 �m)
was obtained from Arotec.

2.2. Nickel(II) complex characterization instrumentation

1H NMR analysis of the ligand was carried out with a Bruker
200 MHz spectrometer in chloroform at 25 ◦C. Infrared spectra were
measured in KBr pellets, using a Perkin Elmer 781 spectrometer.
Chemical shifts were reported in ppm as ı values downfield from an
internal standard of tetramethylsilane (SiMe4). Elemental analysis
was performed with a Carlo Erba E1110 analyzer.

2.3. Electrochemical and capillary electrophoresis
instrumentation

Cyclic voltammetry measurements of the nickel(II) complex in
chloroform solution were performed in an EG&G PAR, model 273A,
potentiostat/galvanostat. The electrochemical cell employed was a
standard three-electrode configuration: glassy carbon (working),
Ag/AgCl (reference) and platinum wire (auxiliary).

Square wave and cyclic voltammetry measurements using
the sensor were obtained with an Autolab PGSTAT12 potentio-
stat/galvanostat (Eco Chemie, Utrecht, The Netherlands) connected
to data processing software (GPES, software version 4.9.006,
Eco Chemie). All measurements were carried out in a 15 mL
glass cell at room temperature (25.0±0.5 ◦C). The working elec-
trode used was a gold electrode (surface area 2.0 mm2) modified
with the nickel(II) complex. A platinum wire was used as the
counter electrode, and Ag/AgCl (3.0 mol L−1 KCl) as the reference.
A Unique 1400A ultrasonic bath was used to clean the electrode
surfaces.

Electropherograms were obtained with an Agilent Technolo-
gies HP3DCE capillary electrophoresis automated apparatus (Palo
Alto, CA, USA), equipped with a diode array detector. The mea-
surements were performed at 25 ◦C on an uncoated fused-silica
capillary (48.5 cm×50 �m I.D.×375 �m O.D. 40 cm of effec-
tive length) obtained from Polymicro Technologies (Phoenix,
AZ, USA). The acquisition software for data treatment was HP
Chemstation®.

2.4. Synthesis and characterization of the ligand and nickel(II)
complex

The ligand N-(methyl)-N′-(2-pyridylmethyl)-N,N′-bis(3,5-di-
tert-butyl-2-hydroxybenzyl)-1,3-propanediamine (H2L) was pre-
pared and characterized by 1H NMR spectroscopy as described in
the literature [32]. 1H NMR (200 MHz); solvent (CDCl3); standard
(SiMe4), � (ppm): 8.5 (1H, s), 6.8–7.7 (7H, m), 3.6–3.8 (8H, d), 2.1–2.7
(4H, t), 1.43 (3H, s), 1.38 (18H, s), 1.27 (18H, s).

The neutral [NiIIL] complex was prepared by adding

[Ni(OH2)6](ClO2)2 (1.0×10−3 mol L−1) to a methanolic solution
of H2L (1.0×10−3 mol L−1), in the presence of triethylamine. The
complex was isolated as a microcrystalline green solid and the yield
was 73%. CHN calculated for NiC24H29N3O3 (MM = 466.20 g mol−1):
C: 69.6%; H: 8.9%; N: 6.1%. Found C: 71.2%; H: 9.5%; N: 6.2%.
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Fig. 1. Schematic representation o

.5. Pre-treatment of the Au electrode and obtainment of the
i(II) complex–SAM-Au electrode

Prior to surface modification, the working gold electrode was
echanically polished with aqueous slurries of alumina (0.3 and

.05 �m), for 2 min each, on a flat pad and then rinsed ultrason-
cally with absolute ethanol to remove residual alumina particles
rom the surface. Subsequently, it was cleaned with a piranha solu-
ion (H2O2:H2SO4 = 1:3, v/v) [3,4,33] for 10 min. An electrochemical
leaning process was carried out using a cyclic voltammetry tech-
ique performed from 0.0 to +1.7 V vs. Ag/AgCl (KCl 3.0 mol L−1) in
.5 mol L−1 sulfuric acid solution using a scan rate of 100 mV s−1

ntil a stable cyclic voltammogram was obtained. This procedure
voids structural changes to the gold surface.

SAM was formed by immersing the clean gold electrode in
n ethanolic solution of 10.0×10−3 mol L−1 MPA for 1 h at room
emperature. The SAM-Au electrode was then rinsed with ethanol
n order to remove the unbonded thiol and it was immersed in
yanamide solution containing 0.36 mol L−1 in phosphate buffer
pH 7.0) for another period of 1 h. An aliquot of 15 �L of
.0×10−2 mol L−1 of Ni(II) complex solution in dichloromethane
as deposited on the SAM electrode surface and dried at room

emperature.

.6. Preparation of green tea samples and measurements

Three types of commercial green tea samples with a common
rade mark (A = Bioslim, B = Leão and C = Chileno) were purchased
rom the local market in Florianópolis, SC, Brazil. The samples were
repared by extracting 2.0 g of the tea with 40 mL of the 0.1 mol L−1

hosphate buffer solution (pH 7.0) at 35 ◦C, incubating for 20 min,
haking for 2 min, filtering and centrifuging. An aliquot of 100 �L
f green tea extract was transferred to an electrochemical cell con-
aining 15 mL of non-de-aerated phosphate buffer solution (pH 7.0)
nd analyzed after successive additions of the reference catechin
olution. After each addition of the catechin or sample solution,
nd stirring for 60 s for homogenization, square wave voltammo-
rams were obtained applying a sweep potential between +0.4 to
0.1 V, under the optimal values of frequency, pulse amplitude,
nd scan increment (80.0 mV, 60.0 Hz and 10.0 mV, respectively).
ll measurements were performed in triplicate and all currents
ere measured at room temperature (25±0.5 ◦C) and reported vs.

g/AgCl (3.0 mol L−1 KCl).

The capillary electrophoresis method was also used for the
etermination of catechin in the green tea samples. These sam-
les were diluted, 1:4:1 (v/v/v) sample:distilled water:internal
tandard (propylparaben), before injection. For the quantifica-
2L ligand and the [NiIIL] complex.

tion, the calibration curve for concentrations of catechin between
15 and 60 mg L−1 and a constant internal standard concentra-
tion (20.0 mg L−1), was used. Each concentration was prepared
and injected in triplicate. The standard solutions and samples
were injected hydrodynamically at 50 mbar for 3 s and the applied
separation voltage was 25 kV (negative polarity). The detector
wavelength was fixed at 206 nm. The background electrolyte (BGE)
consisted of a mixture of 50.0×10−3 mol L−1 sodium dodecylsul-
fate and 10.0×10−3 mol L−1 triethylamine at pH 2.5 adjusted with
phosphoric acid. At the start of each new working session, the capil-
lary was conditioned at 25 ◦C and flushed with 1.0 mol L−1 sodium
hydroxide for 10 min, followed by deionized water for 5 min and
finally with the BGE for 10 min. Between runs with the same buffer,
the capillary was rinsed for 2 min with BGE. At the end of the anal-
ysis, the capillary was rinsed for 5 min with 1.0 mol L−1 sodium
hydroxide and 10 min with deionized water.

3. Results and discussion

3.1. Characterization of the ligand and of the Ni(II) complex

The ligand N-(methyl)-N′-(2-pyridylmethyl)-N,N′-bis(3,5-di-
tert-butyl-2-hydroxybenzyl)-1,3-propanediamine (H2L) was pre-
pared according to the method described in the literature [32]
and it was unequivocally characterized by 1H NMR spectroscopy.
H2L reacts readily with nickel(II) perchlorate in methanol solu-
tion, in the presence of triethylamine to generate the mononuclear
[NiIIL] complex. The octahedral coordination environment around
the Ni(II) center in [NiIIL] (Fig. 1) is proposed based on elemental
analysis, conductivity, IR, UV–vis and electrochemical measure-
ments.

Fig. 2 shows the cyclic voltammograms of [NiIIL] recorded
in dichloromethane under argon atmosphere at a scan rate
of 100–400 mV s−1. The voltammograms showed two quasi-
reversible oxidation processes at +0.64 and +0.43 V. There were no
cathodic processes detected in the applied potential range (−1.0 to
+1.0 V vs. Ag/AgCl), and the anodic processes can be attributed to
the quasi-reversible formation of two-coordinated phenoxyl rad-
icals. These potentials are in agreement with nickel(II)–phenoxyl
radical systems as described in the literature [34]. As reported by
Neves and co-authors [32], the copper and zinc complexes with the
same ligand showed a distorted square pyramidal geometry coor-

dinated by two amine and one pyridine nitrogen and two phenolate
groups.

The electronic spectrum of the [NiIIL] complex shows an intense
charge transfer peak at 403 nm (2100 L mol−1 cm−1) typical of
Ophenolate–Ni(II) systems and a band at 634 nm (49 L mol−1 cm−1)
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Fig. 2. Cyclic voltammograms for 5.0×10−4 mol L−1 Ni(II) complex in
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proposed procedure, that is, the Ni(II) complex–SAM-Au electrode
ichloromethane and 0.1 mol L−1 tetrabutylammonium hexafluorphosphate
erformed by scanning the potential between +1.0 and −1.0 vs. Ag/AgCl at a scan
ate of: (a) 100; (b) 200; (c) 300 and (d) 400 mV s−1.

ttributed to d–d internal transitions of the Ni(II) ion. Addi-
ion of an equimolar amount of (NH4)2Ce(NO3)6 to the complex
n dichloromethane caused a color change from light green to
ark brown. The oxidized complex showed some new intense
bsorption bands at 400 and 478 nm and broad peaks at 680
nd 982 nm. The intense transition band at 398–403 nm may
e partly assigned to a �–�* transition of the phenoxyl rad-

cal, and the spectral features are in good agreement with
hose previously reported for Ni(II)–phenoxyl radical complexes
34,35]. The molar conductivity measurements were obtained in
1.0×10−3 mol L−1 acetonitrile solution of [NiIIL] and the value for

he complex was 13.4 �S cm−1, which suggests a neutral form of the
omplex.

.2. Formation and performance of the Ni(II) complex–SAM-Au
lectrode

Fig. 3A shows a proposed scheme for the immobilization of
he Ni(II) complex on the SAM-Au electrode surface. Initially, the
urface of the gold electrode was chemically modified with 3-
ercaptopropionic acid (a) to form ordered molecular assemblies.

ubsequently, it was immersed in a cyanamide solution (b), react-
ng with the hydroxyl groups of MPA. The Ni(II) complex (c) was
mmobilized covalently on this monolayer. Transition metal com-
lexes, like nickel, are labels, changing their ligands rapidly because
f their kinetics as well as the thermodynamic effect. In the interac-
ion with cyanamide, the nickel complex probably coordinates with
he amine group to complete its octahedral coordination sphere,
llowing a greater stability than if it were bound to water. The
i(II) complex catalyzes the oxidation of catechin to its respective
uinone and, subsequently, the quinone produced at the sensor sur-
ace is electrochemically reduced to catechin at a potential of +0.18 V
Fig. 3B).

Initially, the effect of the concentration of the substances
mployed in the construction of the Ni(II) complex–SAM-Au elec-
rodes were determined. The MPA (1.0×10−2 to 1.0×10−4 mol L−1)
nd cyanamide (0.12–1.12 mol L−1) were investigated to obtain the
ighest response and best performance of the proposed electrodes.
he responses of the sensors were based on the cathodic peak cur-
ents for a 1.61×10−5 mol L−1 catechin solution and square wave

oltammetry. Higher current peaks were observed for the sensor
hen constructed using 1.0×10−3 and 0.35 mol L−1 of the MPA and

yanamide, respectively. Thus, these concentrations were used for
urther construction of the electrodes.
78 (2009) 1063–1068

3.3. Optimization of the pH and SWV parameters

The optimum performance of a self-assembled electrode is
directly related to the pH dependence of the Ni(II) complex–SAM-
Au electrode response. The effect of pH on the proposed sensor
responses were investigated over the pH range of 5.0–9.0 in
phosphate buffer solution containing a catechin concentration of
1.61×10−5 mol L−1. The catalytic current increased up to a value of
pH 7.0, and decreased gradually after that. Thus, this pH value was
selected for the subsequent experiments.

The influence of square wave voltammetry parameters, like, fre-
quency, pulse amplitude and scan increment offers high sensitivity
and well-shaped waves with relatively narrow peaks. In the inves-
tigation process, each variable was changed while the other two
were kept constant. The effects of frequency (10–120 Hz), pulse
amplitude (10–120 mV) and scan increment (0.5–12.0 mV) on the
Ni(II) complex–SAM-Au electrode response to a 1.61×10−5 mol L−1

catechin solution were studied.
The maximum sensitivity of the sensor response to the fre-

quency parameter was obtained at 80.0 Hz, remaining constant
thereafter and this value was selected for the subsequent tests.
The effect of varying pulse amplitude on the current response
of Ni(II) complex–SAM-Au electrodes was also investigated. The
current response increased up to 60.0 mV, where it stabilized,
and this value was used in all experiments employing the pro-
posed electrode. In addition, the scan increment parameter was
studied in the range of 0.5–12.0 mV. The scan increment of
10.0 mV was chosen as the highest and applied in the subsequent
tests.

3.4. Repeatability and stability of Ni(II) complex–SAM-Au
electrode

The repeatability of the Ni(II) complex–SAM-Au electrodes was
evaluated by measuring the current response in a phosphate buffer
solution (0.1 mol L−1; pH 7.0) containing 1.61×10−5 mol L−1 of cat-
echin, taking several separate measurements using the same sensor.
The relative standard deviation (R.S.D.) was 2.45% for eight succes-
sive assays.

The long-term stability of the Ni(II) complex–SAM-Au electrodes
were investigated by measuring the voltammetric current response
to 1.61×10−5 mol L−1 catechin in a 0.1 mol L−1 phosphate buffer
solution (pH 7.0) every day over 4 weeks. The results showed
apparent loss of activity after 20 days. The reproducibility was
also investigated and a relative standard deviation of 3.5% was
obtained. The stability of the Ni(II) complex–SAM-Au electrode can
be attributed to the high level of organization of the thiols on gold
electrodes.

3.5. Interference study

To evaluate the selectivity of the Ni(II) complex–SAM-Au
electrode the influence of some common, possibly interfering,
substances found in green tea were investigated, i.e., caffeine,
epicatechin, epigallocatechin, epicatechin gallate, epigallocatechin
gallate, gallic acid, guaiacol, ferulic acid, p-coumaric acid, syringic
acid, vanillic acid, sucrose, glucose, fructose, benzoic acid, citric
acid, tartaric acid and fumaric acid. The ratios of the concentra-
tions of catechin to those of the excipient substances were fixed
at 1.0 and 10.0. None of the substances studied interfered with the
was able to determine the amount of catechin in the presence of
the potential interferences with good selectivity. These data were
in agreement with those reported recently by Fernandes et al. [31]
using a biomimetic sensor.
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Fig. 3. (A) Schematic representation of the immobilization of Ni(II) complex o

.6. Square wave voltammetry, analytical curve, recovery and
etermination of the catechin

Under the optimum conditions established above, the analytical
urve obtained was linear from 3.31×10−6 to 2.53×10−5 mol L−1

f catechin and the corresponding regression equation was found
o be (−�I = 1.846 + 6.70×105 [catechin]; r = 0.9987), where �I
s the resultant peak current in �A, and [catechin] is the cate-

hin concentration in mol L−1. Fig. 4 shows these voltammograms
nd the analytical curve can be seen in the inset. Detection
imits of 8.26×10−7 mol L−1 for catechin could be estimated
or the SAM-Au electrode considering three times the signal
lank/slope.
SAM-Au electrode and (B) catechin oxidation/reduction on the sensor surface.

Recoveries of 98.2–105.0% for catechin present in the green
tea samples (A, B and C) were obtained using the Ni(II)
complex–SAM-Au electrode. In this study 2.48, 4.64 and 7.26 mg L−1

of catechin solutions were successively added to each sam-
ple and the resultant peak current analyzed. The recovery
results obtained were satisfactory, indicating an absence of
matrix effects in the catechin determinations using the proposed
sensor.
Finally, the green tea samples: A, B and C, were used for the
determination of catechin employing the Ni(II) complex–SAM-Au
electrode and the values compared with those obtained using the
capillary electrophoresis method. The results for the two methods
were found to be close (Table 1) applying the paired t-test, and are in
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Table 1
Determination of catechin in green tea using the Ni(II) complex–SAM-Au electrode and capillary electrophoresis.

Sample Catechin (mg L−1) Relative error, Re (%)

Capillary electrophoresis* Ni(II) complex–SAM-Au electrode*

A 159.1 ± 0.1 159.8 ± 0.2 −0.44
B 93.0 ± 0.1 90.6 ± 0.2 +2.58
C 88.2 ± 0.1

Re = nickel(II) complex–SAM-Au electrode vs. capillary electrophoresis.
* n = 4; confidence level of 95%.

Fig. 4. Square wave voltammograms obtained using the Ni(II) complex–SAM-Au
electrode for: (a) blank in phosphate buffer solution, and catechin solutions at
t
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he following concentrations: (b) 3.31×10−6; (c) 6.58×10−6; (d) 9.80×10−6; (e)
.30×10−5; (f) 1.61×10−5; (g) 1.92×10−5; (h) 2.23×10−5; (i) 2.53×10−5 mol L−1

t pulse amplitude 60.0 mV, frequency 80.0 Hz and increment 10.0 mV. Inset: the
nalytical curve of catechin.

greement at the 95% confidence level, within an acceptable range
f error.

The good performance for the proposed sensor can be attributed
o the successful immobilization of the Ni(II) complex using
elf-assembled monolayers on a gold electrode. Complexes have
hown excellent performance in the development of novel sensors
3–13,31]. In addition, the models have an extraordinary advan-
age in relation to the natural enzyme, that is, high stability in
elation to several factors (e.g., temperature, pH, and others) and,
onsequently, they offer a longer lifetime and greater number of
eterminations than other biosensors [27,28].

. Conclusions

A new mononuclear nickel(II) complex containing the pen-
adentate H2L ligand, in which the phenolate groups are suitably
rotected by bulky substituents (tert-butyl) in the ortho- and para-
ositions, which through electrochemical oxidation generate the
ne- and two-electron oxidized phenoxyl species in solution, was
ynthesized and characterized. This Ni(II) complex was successfully
mmobilized on a SAM gold electrode for selective determination
f catechin in green tea. The gold electrode modified using MPA

as used for catechin determination, along with capillary elec-

rophoresis. Since there is no significant difference between the
wo methods, it can be concluded that the Ni(II) complex–SAM-Au
lectrode can be used for catechin determination without suffer-
ng matrix problems from the green tea samples. This modified

[
[

[

87.0 ± 0.1 +1.36

electrode also offers other advantages including good linear range,
stability, low cost and rapid response time
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a b s t r a c t

A simple and rapid headspace solid-phase microextraction (HS-SPME) based method is presented for the
simultaneous determination of atrazine and ametryn in soil and water samples by ion mobility spectrom-
etry (IMS). A dodecylsulfate-doped polypyrrole (PPy-DS), synthesized by electrochemical method, was
applied as a laboratory-made fiber for SPME. The HS-SPME system was designed with a cooling device
on the upper part of the sample vial and a circulating water bath for adjusting the sample temperature.
The extraction properties of the fiber to spiked soil and water samples with atrazine and ametryn were
examined, using a HS-SPME device and thermal desorption in injection port of IMS. Parameters affect-
ing the extraction efficiency such as the volume of water added to the soil, pH effect, extraction time,
extraction temperature, salt effect, desorption time, and desorption temperature were investigated. The
HS-SPME–IMS method with PPy-DS fiber, provided good repeatability (RSDs < 10 %), simplicity, good sen-
sitivity and short analysis times for spiked soil (200 ng g−1) and water samples (100 and 200 ng mL−1). The

−1 −1
oil and water samples calibration graphs were linear in the range of 200–4000 ng g and 50–2800 ng mL for soil and water
respectively (R2 > 0.99). Detection limits for atrazine and ametryn were 37 ng g−1 (soil) and 23 ng g−1 (soil)
and 15 ng mL−1 (water) and 10 ng mL−1 (water), respectively. To evaluate the accuracy of the proposed
method, atrazine and ametryn in the three kinds of soils and two well water samples were determined.
Finally, comparing the HS-SPME results for extraction and determination of selected triazines using PPy-
DS fiber with the other methods in literature shows that the proposed method has comparable detection

linea
limits and RSDs and good

. Introduction

Triazine herbicides and some of their transformation products
re considered one of the most important classes of chemical pollu-
ants owing to their widespread use and toxicity. These compounds
re applied in agriculture as selective pre- and post-emergence
eed control for corn, wheat, barley, sorghum and sugar cane, but

hey are also widely employed for non-agricultural usage (railways
nd roadside verges). Triazines and their degradation products have
aused concern because they are toxic and persistent in water, soil,
nd organisms. Moreover, atrazine, one member of the triazine
amily, has also been classified as a possible human carcinogen.
Their half-lives vary from few weeks to several months and they
re usually transformed into more polar compounds, with more
endencies to stay in aquatic media [1]. A variable amount of tri-
zines can also remain strongly sorbed onto the soil, depending on

∗ Corresponding author. Fax: +98 21 882883455.
E-mail address: alizaden@modares.ac.ir (N. Alizadeh).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.025
r ranges.
© 2009 Elsevier B.V. All rights reserved.

the characteristics of the matrix (e.g. cation-exchange capacity, pH,
surface area, mineralogical composition, clay content). The study
and survey of the widespread distribution of triazine herbicides
in the environment require the availability of efficient analyti-
cal methods for monitoring both agricultural and non-agricultural
areas [2].

Usually, gas chromatography (GC) with mass spectrometric (MS)
detection, electron capture or nitrogen–phosphorus detection is a
common tool for the identification and quantification of triazines
[3–5]. Also, high-performance liquid chromatography (HPLC), par-
ticularly reversed-phase liquid chromatography, and also capillary
electrophoresis in combination with diode array detection have
been used for triazines determination [6,7]. The separation and
determination of triazines with sensitive and rapid instrumental
techniques would simplify the method and as a result, the analysis

time would be reduced.

Ion mobility spectrometry (IMS) is an ambient pressure ion
separation technique that characterizes chemical substances using
gas-phase mobilities of ions in weak electric fields. In the past
two decades, IMS has become a powerful technique for the rapid
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Table 1
IMS operation parameters.

Parameter Setting

Corona voltage 2.5 kV
Drift field 7.5 kV
Drift gas flow (N2) 500 mL min−1

Carrier gas flow (N2) 150 mL min−1

Cell oven temperature 180 ◦C
Injection temperature 220 ◦C
108 A. Mohammadi et al. /

nd sensitive detection of trace substances, including residues and
reakdown products of explosives [8–10], illicit drugs [11–13], and
hemical warfare agents (CWA) [14–16]. In addition, IMS has been
mplemented for environmental monitoring [17,18]. Advances in
echnology, design, and commercialization of IMS instruments are
ome of the reasons that facilitated the successful development of
his technique. These instruments have low cost and power require-

ents, rugged design, and small size. IMS provides fast, reliable, and
ensitive response for many pollutants.

As is already known, determination of triazines by instrumen-
al techniques requires an extensive and time consuming step of
ample preparation that usually includes an extraction step and
cleanup procedure in order to obtain a final extract fully com-

atible with the instrumental determination. In the last few years,
everal papers can be found dealing with some of the new trends in
hemical residue analysis, focused mainly in the reduction of sam-
le preparation as this is the main source of errors and the most
ime consuming [19]. In this way, several authors [20–22] indicate
he need for a simplification in the sample preparation accounting
or a miniaturization in scale which will also result in a reduction
f time and solvent consumption [23].

Solid-phase microextraction (SPME) appears to be solvent-free
xtraction technique that presents some of the characteristics out-
ined before as primordial in new sample preparation strategies.
PME integrates sampling, extraction, concentration and sample
ntroduction into a single step. The initial concepts on SPME appli-
ation were published in 1989 by Belardi and Pawliszyn [24], and
he following rapid development resulted in first SPME device in
990 [25]. Finally, the SPME device based on a reusable microsy-
inge was commercialized in 1993 by Supelco, together with
he coated fibers used for extraction, which were initially poly-
imethylsiloxane (PDMS) and polyacrylate (PA), and that have
ow extended to other coatings as Carbowax–divinylbenzene,
DMS–divinylbenzene and Carboxen–PDMS. SPME can present
exible extraction ability by changing different fiber coatings.

Since 1995, the soil concentration of 21 compounds from five
erbicide families has been determined using SPME methods. Orig-

nally, researchers used a soil/water suspension that was sampled
ither by direct insertion (DI) or headspace solid-phase microex-
raction (HS-SPME) [26–29]. HS-SPME with sampling from the
eadspace above the sample can especially offer a high potential

n soil/water suspension analysis, for producing neat spectra and
rotecting the fiber from irreversible damages by non-volatile con-
omitants present in the soil matrix.

The coupling of SPME to IMS combines rapid sampling with
apid detection while improving sensitivity and selectivity. SPME
rovides several benefits as a sampling method including the pre-
oncentration of analytes and the decreases of the extraction time.
MS offers simplicity, high sensitivity and short analysis times for
olatile compounds. Both SPME and IMS have been used in indepen-
ent analyses but very few papers have reported the direct coupling
f these two techniques [10,16,29,30].

To achieve more selective determination of different classes
f compounds, the number of available coating materials has
ncreased in recent time. In our previous studies [13,31,32], the
lectrochemical fiber coating (EFC) technique was used for the
reparation of dodecylsulfate-doped polypyrrole (PPy-DS), and
pplied as a new fiber for SPME procedures. In continuation of our
esearch activities, for the first time, the efficiency of PPy-DS as a
ew fiber for extraction and determination of triazines by HS-SPME
evice coupled with IMS is described.
Due to the ability of HS-SPME to effective and rapid sampling
f triazines from different matrices, and the success of IMS as
method for the separation and quantitative determination of

rganics in the gas phase, the present study combines HS-SPME
ith IMS to analyze triazines in soil and water samples. It offers
Scheme 1. Diagram of the HS-SPME apparatus.

further evidence of the applicability of HS-SPME–IMS to the anal-
ysis of these compounds in soils and water, reveals a successful
extraction of triazines by PPy-DS fiber. Some important parameters
on the extraction efficiency were investigated. Analytical param-
eters of the method, i.e. linearity, detection limits, recovery and
repeatability were established at low level of concentration (�g g−1

for soil and ng mL−1 for water). The optimized method is pro-
posed as an efficient alternative to more expensive, time consuming
conventional methods. The influence of these different matrices
(soil and water) on HS-SPME analysis was evaluated using spiked
samples.
Drift tube length 11 cm
Calibrant ion (H2O)nH+

Shutter grid pulse 200 �s
Scan time 40 ms
Number of scan average for a spectrum 12
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ig. 1. The section of the watershed 3D plot of the ion mobility spectrum obtained
y HS-SPME–IMS using a PPy-DS fiber for water sample spiked with both atrazine
nd ametryn (200 ng mL−1) IMS at 220 ◦C.

. Experimental

.1. Reagents

Atrazine and ametryn were obtained from Sigma–Aldrich (Stein-
eim, Germany). The stock solution of these compounds was
repared with concentration of 1 mg mL−1 in methanol. These stock
tandard solutions were diluted with methanol to prepare a mixed
tandard solution with concentration of 10 �g mL−1 for each com-
ound. The model samples containing the required amount of each
nalyte (100–6000 ng g−1 for soil and 5–3000 ng mL−1 for water)
ere prepared by addition of mixed standard solution. Stock and
orking standards were stored at 4 ◦C in the refrigerator. Pyr-

ole from Fluka (Buchs, Switzerland) was distilled before the use.
ouble-distilled water was used for preparation of soil/water sus-
ension. The pH of water was adjusted with sodium bicarbonate to
aturate the samples, sodium chloride and methanol used in this
tudy all were obtained from Merck (Darmstadt, Germany) with
nalytical reagent grade. Sodium dodecylsulfate (SDS) was of max-
mum purity available and obtained from Sigma–Aldrich.

.2. Apparatus

The SPME holder for manual sampling is obtained from Azar
lectrode (Ourumieh, Iran). Stirring of the solution was carried out
ith a magnetic stirrer (Heidolph MR 3001 K) and a 6 mm×9 mm

tirring bar. Circulating water bathes (Frigomix B. Braun UM-S)
ere used for adjusting the temperature of sample suspension with

ccuracy of ±0.1 ◦C. Also, a two-compartment recirculating tube
aboratory-made from stainless steel was used for cooling of SPME
eedle. In order to reach a temperature very close to that of the cool-

ng bath, the internal surface of the inner tube was just touching the
xternal surface of the syringe needle (Scheme 1).

Electrochemical polymerization of pyrrole was carried out using
ehpajuh (BHP 2061-C model) potentiostat (Isfahan, Iran). An
lectrochemical cell including a platinum (Pt) working electrode
2 cm×200 �m o.d.), a Pt counter electrode and a double junction
aturated calomel electrode (dj-SCE), as reference electrode was

sed for preparation of the polymer.

The ion mobility spectrometer that was utilized for all exper-
ments was constructed at Isfahan University of Technology. The

ain parts of the instrument are: the IMS cell, the needle for
roducing the corona, two high-voltage power supplies, a pulse
Fig. 2. Effect of distilled water added on the extraction efficiency of atrazine and
ametryn in soil using PPy-DS fiber. SPME conditions: 1 g standard soil (1 �g g−1); pH
10; extraction time, 45 min; extraction temperature, 65 ◦C; stirring speed, 300 rpm.

generator, an analog to digital converter and a computer. Corona
discharge ionization source with positive mode was used in these
experiments. The drift length was 11 cm and an electric field of
7.5 kV cm−1 was used. The shutter grid is made of two series of
parallel wires biased to a potential, creating an orthogonal field rel-
ative to the drift field, to block ion passage to the drift tube. The
grid potential is removed for a short period of time by the pulse
generator, to admit an ion pulse to the drift region. Generally, this
period of time was selected 200 �s. The IMS cell was housed in
a thermostated oven in which temperature was controlled within
±1 ◦C.

The sample introduction was performed by thermal desorption
of analytes over the SPME fiber in injection port. The drift and carrier
gas were both, nitrogen and passed through a 13×molecular sieves
(Fluka) trap to remove water vapor and other possible contamina-
tions before entering into the IMS cell. The optimized experimental
conditions for obtaining the ion mobility spectra of the compounds
are listed in Table 1.

2.3. Preparation of spiked soil and water samples

The soil samples were air-dried at room temperature for more
than 2 weeks and sieved to a particle size of less than 0.3 mm. These
samples were spiked as follows: 1 g of each soil was spiked with a
mixed standard solution of atrazine and ametryn to obtain a final
concentration of 1 �g g−1 of each analyte. The spiked soil was then
placed in a 4 mL screw cap glass vial. To evaporate the organic sol-
vent from the soil matrix, the spiked sample was held at room
temperature (25 ◦C) for 24 h before analysis, in order to obtain a
dry and homogenous sample.

Standard solutions or water samples were adjusted to pH 10 with
concentrated phosphate buffer and the ionic strength was fixed at
4.8 mol L−1 using sodium chloride. A 7 mL volume of sample was
placed in a 12 mL glass vial with a magnetic stirring bar, then the
vials were closed with a PTFE/silicon septum and tightly sealed with
an aluminum cap to prevent sample loss due to evaporation.

2.4. Electrochemical fiber coating

Polypyrrole film was prepared electrochemically using a three-
electrode system. In order to ensure film reproducibility, all PPy-DS

films were synthesized using the identical electrochemical cyclic
voltammetric procedure in a three-electrode cell. Platinum work-
ing and auxiliary electrodes were submerged in aqueous solution
containing 7×10−3 mol L−1 SDS and 0.1 mol L−1 pyrrole monomer,
and bubbled with nitrogen for about 10 min. The cyclic voltammet-
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Fig. 3. Influence of the pH on the HS-SPME–IMS responses of atrazine and ametryn
in soil and water samples using PPy-DS fiber, NaCl 4.8 mol L−1, extraction tempera-
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Fig. 4. Influence of extraction time on the HS-SPME–IMS responses of atrazine and
ametryn in soil and water samples using PPy-DS fiber, NaCl 4.8 mol L−1, extraction

◦ −1
ure, 65 ◦C, extraction time 45 min. For soil: concentration of atrazine and ametryn,
�g g−1 respectively; the water added, 500 �L; stirring speed, 300 rpm. For water

ample: concentration of atrazine and ametryn, 170 and 140 ng mL−1 respectively;
tirring speed, 700 rpm.

ic scanning (10 cycles) from 0.5 to 1.2 V at a scan rate of 20 mV s−1

as performed. The thickness of the PPy-DS coating obtained under
his condition was 16 �m according to the SEM study. The PPy fiber
s connected to a stainless steel tubing of SPME holder. It was heated
t 100 ◦C for 20 min in oven and finally conditioned at 280 ◦C in a
C injection port under helium gas for an hour, before it was used

or SPME experiment.

.5. HS-SPME/IMS of atrazine and ametryn

All extractions were performed in 4 mL amber vials with poly-
etrafluoroethylene lined silicone septa screw top caps for soil
amples. A 500 �L of double-distilled water saturated out with NaCl
as added to the spiked soil. The volume of water added to the soil
as large enough to form slurry. After the addition of a magnetic

tirring bar, the vial was tightly enclosed by septa screw top cap, to
revent sample loss due to evaporation. The vial was stirred by mag-
etic stirring and thermostated using a heated circulating water
ath at 65 ◦C, for 10 min before HS-SPME, to reach equilibrium. The
Py fibers housed in manual SPME holder were used. Fibers were

onditioned prior to use by inserting them into the IMS injection
ort for 5 min. The needle of the SPME syringe was first passed
hrough the cooling tube, and then the septum of the vial was
ierced with the SPME device. The fiber was pushed out of the nee-
le into the headspace above the sample for 10–100 min, depending
temperature, 65 C. For soil: concentration of atrazine and ametryn, 1 �g g respec-
tively; the buffered water added (pH 10) 500 �L; stirring speed, 300 rpm. For water
sample: concentration of atrazine and ametryn, 170 and 140 ng mL−1 respectively;
stirring speed, 700 rpm.

on the experiment. After completion of sampling step, the fiber was
withdrawn into the needle and removed from the sample vial. The
fiber was then immediately inserted into the injection port of the
IMS.

3. Result and discussion

3.1. IMS conditions

In IMS, ion drift times are often reported as reduced mobility
constants for identification purposes. This metric provides a basis
for comparison of results by correcting for varying environmen-
tal and instrumental experimental conditions. Reduced mobilities
are calculated for positive ion mode using (H2O)nH+ as the cali-
brant. The reduced mobility is normalized to a standard pressure
(760 Torr) and temperature (273 K). Reduced mobility can be calcu-
lated using Eq. (1),

Ko(unknown) = Ko(standard)× td(standard)/td(unknown) (1)

where Ko is the reduced mobility with the units of (cm2 V−1 s−1),
and td is the drift time. Direct sampling of standard atrazine and
ametryn was used in order to determine the characteristic drift

times and the reduced ion mobilities used for identification of
triazines in the samples. The reduced mobilities obtained for the
atrazine and ametryn were 1.185 and 1.141 cm2 V−1 s−1, respec-
tively. The correlation between ionic mass and reduced mobility
values can be described by mass-to-mobility correlation curves
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Fig. 5. Effect of extraction temperature on the HS-SPME–IMS responses of atrazine
and ametryn in soil and water samples using PPy-DS fiber, NaCl 4.8 mol L−1. For soil:
concentration of atrazine and ametryn, 1 �g g−1 respectively; the buffered water
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dded (pH 10) 500 �L; extraction time, 60 min; stirring speed, 300 rpm. For water
ample: concentration of atrazine and ametryn, 170 and 140 ng mL−1 respectively;
xtraction time, 45 min; pH 10; stirring speed, 700 rpm.

33,34]. The regression equation of the mass-to-mobility correla-
ion curve for corona discharge IMS is as shown in Eq. (2)

og m = −0.52Ko + 2.95 (2)
here m is mass of product ions or clustering with water. The mass-
o-mobility of the atrazine and ametryn peaks was calculated as
15 and 226, respectively which could be interpreted as the pro-
onated molecular ion. The mass-to-mobility values are clearly in

able 2
ynamic linear range (DLR), correlation coefficient (R2), repeatability (RSD%, n = 7) and lim
ith HS-SPME–IMS using PPy-DS fiber and comparison with other methods.

nalyte Matrix DLR (ng g−1) R2

trazine Soil 200–4000 0.992
metryne 200–4000 0.996
trazine Soil – –
trazine Soil – –

trazine
Tap water

0.5–30 0.999
metryne – 0.991

trazine
Surface water

0.006–40 0.9951
metryne 0.01–50 0.9974

trazine
Well water

70–2100 0.9954
metryne 50–2800 0.9964

iber type: (a) polydimethylsiloxane (PDMS), (b) Carbowax/divinylbenzene CW/DVB, (c) p
a 78 (2009) 1107–1114 1111

good agreement with the reported mass spectrometry data in lit-
erature [35,36].

3.2. Optimization of HS-SPME process

Development of a particular procedure for determination of tri-
azines using the HS-SPME technique requires the optimization of
the variables related to both extraction and desorption steps, pH
effect, extraction time, extraction temperature, salt effect, desorp-
tion time, desorption temperature and including the volume of
water added for the soil samples. The maximum of peak heights
of atrazine and ametryn as the IMS response were used to evaluate
the extraction efficiency under different conditions. Three replicate
extractions and determinations were performed for each level.

The watershed 3D plot of the ion mobility spectra of atrazine
and ametryn are shown in Fig. 1. This figure shows that the
corona discharge ionization source with positive mode permits the
simultaneous detection of target compounds. The peak heights are
changed during the acquisition time (from the injection time until
the sample peaks disappear). The product ion peaks appear after a
short time, reach a maximum and decay almost exponentially.

Fig. 1 shows the time profile of desorption process of atrazine
and ametryn in IMS at 220 ◦C from the PPy-DS during the 60 s des-
orption period. The desorption time that produces the maximum
analyte response, defined as TDmax [11] occurs at 35 s for ametryn
and 40 s for atrazine. The 5 s difference in TDmax can be attributed to
the difference in boiling points of the two analytes. After the max-
imum desorption time points, the responses tail off as less analyte
remains in the PPy-DS fiber.

The desorption temperature is a major parameter affecting SPME
efficiency. A temperature study of desorption profile of triazines
was conducted by desorbing the analytes at 150, 180, 200, 220,
240 and 260 ◦C, with all other parameters remaining constant.
The desorption temperature rises, the maximum peak height also
increases, which enhances the sensitivity of the method (figure
not show). The carry over was measured with one blank injection
following the initial desorption. At the desorption temperature of
220 ◦C, analytes are fully desorbed from the fiber coating after 60 s
and no carry over effect was observed in blank injection.

The degree of partitioning of semi-volatile organic compounds
between the soil and the headspace is generally low, and the
addition of small amounts of water can facilitate the desorption
and vaporization of analytes, as indicated by Zhang and Pawliszyn
[37,38], due to the release of volatile organic compounds from their

absorption sites in the soil by the polar water molecules. Responses
obtained when different amounts of water solution ranging from
0 to 800 �L were added into the 1 g spiked soil system using HS-
SPME–IMS procedure are given in Fig. 2. As can be seen from the
Fig. 2, the response obtained in the dry soil system is rather low

it of detections for the analysis of atrazine and ametryne in soil and water samples

LOD (ng g−1) RSD% Method

37 9.2 HS-SPME–IMS
23 8.3 This work
30 11 SPME–GC–ECD [39]a

10 10 SPME–GC–MS [40]b

0.1 25 SPME–GC–MS [3]c

0.2 –

0.006 8.1 SPME–GC–MS [41]d

0.01 7

15 9.7 HS-SPME–IMS
10 8.8 This work

olyacrylate (PA), (d) polydimethylsiloxane/divinylbenzene (PDMS/DVB).
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ig. 6. The ion mobility spectrum obtained by HS-SPME–IMS using a PPy-DS fiber f
f atrazine and ametryn.

n contrast to that obtained in the wet soil system. An important
ncrease in the response for triazines can be observed with the
ddition of 0–800 �L of water. The response reached the maximum
hen 500 �L of water was added into the soil, which is large enough

o form slurry. An improvement in sensitivity against the dry sample
ccurred, because the addition of higher amounts of water would
ilute the concentration of the analytes and increase the diffusion
arrier of triazines from aqueous phase to gaseous phase.
The sample pH is an important factor, which may affect the
ecovery of triazines from water. To study the effect of sample pH on
he extraction of atrazine and ametryn from samples, the fiber was
xposed to the headspace of samples at different pH values (6–13).
ll results were obtaining in three replicates to ensure reproducibil-
sample under optimum conditions: (a) non-spiked and (b) spiked with 600 ng g−1

ity. Fig. 3 shows the IMS responses obtained at each pH and clearly,
the maximum recovery is obtained at pH 10 for both soil and water
samples.

Equilibrium time depends on the mass transfer of the analytes
through the three-phase system: coating, headspace and matrix.
It is generally accepted that the reduction of the diffusion layer
is essential in order to reach equilibrium faster, which is easily
achieved by sample agitation. Therefore, magnetic stirring was

applied during the extraction step. Fig. 4 shows a typical time pro-
file for SPME process. The time to reach equilibration is about 80
and 45 min for soil and water respectively.

Fig. 5 represents the extraction temperature profile for HS-
SPME analysis. The amount of triazines extracted increased



A. Mohammadi et al. / Talant

Table 3
HS-SPME–IMS determination of atrazine and ametryn in soil and water samples.

Sample Concentration (ng g−1) RSD%
(n = 5)

Relative
error %

Added Found

Soil I
Atrazine 200 188 6.7 6.0
Ametryn 200 196 5.4 2.0

Soil II
Atrazine 200 191 7.2 4.5
Ametryn 200 193 6.1 3.5

Soil III
Atrazine 200 189 6.5 5.5
Ametryn 200 198 4.9 1.0

Well
water I

Atrazine 200 201 6.3 0.5
Ametryn 200 199 7.3 0.5
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ell water II
Atrazine 200 197 6.5 1.5
Ametryn 100 98 10 2.0

ith the increase in temperature, and decreased above 70 and
5 ◦C for soil and water matrix. This is mainly because the
xtraction temperature has two opposing effects on the SPME
echnique. Increasing temperature enhances the diffusion coef-
cient of analytes, which effectively transfer from the matrix
o the fiber coatings; on the other hand, as the adsorption
s an exothermic process, increasing temperature reduces the
istribution constant of the analytes, resulting in a diminu-
ion in the equilibrium amount of analytes extracted. Finally,
he extraction temperatures were selected at 70 and 65 ◦C as
n optimized value of this parameter for soil and water sam-
les.

The addition of NaCl to the sample increases the extraction effi-
iency of triazines.

The amount of triazines extracted greatly enhanced with the
ncrease of salt concentration. The addition of salt increases the
onic strength of the samples. This makes triazines less soluble
nd forces them to migrate. Therefore, a higher equilibrium con-
entration of triazines can be achieved in the PPy-DS fiber. A NaCl
oncentration of 4.8 mol L−1 was thus chosen to ensure maintaining
igh analyte responses.

.3. Quantitative analysis

The optimized HS-SPME procedures of spiked soil and water
amples were evaluated with respect to dynamic linear range,
eproducibility and limit of detection (LOD).

The HS-SPME procedure with PPy-DS fiber for atrazine and
metryn showed excellent linearity in concentrations rang-
ng from 200 to 4000 ng g−1 and 50 to 2800 ng mL−1 in soil
nd water samples, respectively with correlation coefficient of
.992–0.996. The repeatability expressed as relative standard
eviation (RSD) was found to be satisfactory for the proposed
ethod, with a RSD of ≤9.7% and ≤8.8%, for atrazine and

metryn, respectively. Owing to the high sensitivity of the HS-
PME–IMS, low detection limit, about 23 and 37 ng g−1, was
chieved for atrazine and ametryn in soil matrix, respectively,
t a signal-to-noise ratio (S/N) of 3. The limits of detection
or atrazine and ametryne in water, when using the optimized
onditions, were determined to be 15 and 10 ng mL−1, respec-
ively.

The resulting HS-SPME–IMS liner range and detection lim-
ts using PPy-DS as a new fiber were compared with those

btained using commercial fibers previously reported in litera-
ure [39,40,3,41], Table 2. The HS-SPME–IMS procedure showed a
atisfactory linear behavior in the tested range, with correlation
oefficients >0.99 for extraction and determination of triazines in
oil and water samples.

[
[
[
[
[

[
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3.4. Environmental soil and water samples analysis

The reliability of the proposed method to the real samples was
investigated for three agricultural soils and two well water samples.
HS-SPME of non-spiked samples provided an ion mobility spectrum
without any peaks which is related to atrazine and ametryn. Thus,
the samples were spiked with 200 ng g−1of atrazine and ametryne,
and five replicate analyses were performed for each sample using
HS-SPME followed by IMS at optimal conditions. The ion mobil-
ity spectrum obtained of non-spiked and spiked soil samples is
shown in Fig. 6. The results obtained by the proposed method and
amounts added are in satisfactory agreement. The analytical results
are summarized in Table 3.

4. Conclusion

A simple and sensitive HS-SPME–IMS method with dodecyl-
sulfate-doped polypyrrole film as a new fiber was introduced and
evaluated to quantify atrazine and ametryne in soil and water sam-
ples. The use of HS-SPME as a sample preparation step allows
the easy and fast extraction and very good recovery values of
triazines, whereas IMS offers simplicity and short analysis times
as a detector. The method proposed in this study showed high
linearity, low detection limit, satisfactory precision and accuracy.
Therefore, the experimental results demonstrated the potential of
the HS-SPME–IMS method with PPy-DS fiber for the simultaneous
determination of atrazine and ametryn in soil and water samples
(since analytes are separated in the drift tube of the IMS), which
requires just a few milliseconds versus 30–40 min needed for their
chromatographic separation with GC or LC based techniques.
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a b s t r a c t

In this work, the use of 1H NMR spectroscopy and statistical approach to the evaluation of biodiesel–diesel
blends quality is described. Forty-six mixtures of oil–diesel, biodiesel–diesel, and oil–biodiesel–diesel
were analyzed by 1H NMR and such data were employed to design four predictive models. Thirty-six
mixtures were used in the calibration set and the others in the validation. The PCR and PLS models were
evaluated through statistical parameters.
eywords:
iodiesel–diesel blends
dulteration
MR
hemometrics

Briefly, PLS and PCR models were suitable for the prediction of biodiesel and oil concentration in mineral
diesel. Specially, in higher concentration the predicted values were quite similar to the real ones. This fact
was evidenced by the low relative errors of high concentrated samples; this means that the prediction of
low concentrated samples will probably show high deviation. Therefore, 1H NMR-PLS and 1H NMR-PCR
methods are fairly useful for the quality control of biodiesel–diesel blends, particularly they are suitable

ration
LS
CR

for prediction of concent

. Introduction

The use of ethanol and biodiesel, called alternative fuels or bio-
uels, has increased in the last few years due to environmental,
conomical, and social issues [1,2]. Biodiesel is basically composed
f fatty acid mono-alkyl esters, which are in general obtained
hrough the base-catalyzed transesterification reaction of vegetable
ils or animal fats with a short chain alcohol, such as methanol
r ethanol. This biofuel is the major substitute for petroleum-
erived diesel since its physical properties are very similar to
iesel, allowing the use of pure or blended biodiesel without any
odification in the diesel engine and in the existing fuel distribu-

ion and storage infrastructure [1,3]. Recently, blends of biodiesel
ith mineral diesel became commercial all over the world. In the
nited States of America, the utilization of B20 (20% of biodiesel

n diesel) is usual, while Europe and Brazil employ B2 blends
4–6].
Besides mono-alkyl esters, the final transesterification mixture
ould contain glycerol, alcohol, catalyst, free fatty acids, tri-, di-
nd monoglycerides [7–9]. An uncovered biodiesel and insufficient
urification steps afford a bad-quality biodiesel, whose contami-

∗ Corresponding author. Tel.: +55 16 3351 8843; fax: +55 16 3351 8850.
E-mail address: monteiro@ccdm.ufscar.br (M.R. Monteiro).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.026
s greater than 2%.
© 2008 Elsevier B.V. All rights reserved.

nants will probably lead to severe operational and environmental
problems. Moreover, inadequate transport, handling and storage,
or even adulteration with vegetable oils can affect the quality of
biodiesel–diesel blends. In fact, the quality control of such mix-
tures is greatly significant to their successful commercialization and
market acceptance.

The most important quality parameters of biodiesel (fatty mono-
alkyl esters, fatty acids, glycerol and their acyl derivatives) are
commonly analyzed by chromatography, mainly gas chromatog-
raphy (GC) and high performance liquid chromatography (HPLC).
Spectroscopic methods are most employed for monitoring the
transesterification reaction and for the determination of blend level.
However, biodiesel and its mixtures with diesel could be also ana-
lyzed by procedures based on physical properties [10]. Recently,
several analytical methods have been developed to determine the
concentration of biodiesel in mixtures with diesel [4,10–21], but
few investigations have been done in order to detect impurities in
these blends [22,23].

Nuclear magnetic resonance (NMR) is a versatile spectroscopic
method that has become one of the most powerful techniques for

the elucidation of the structure of chemical compounds. Especially,
this technique is a powerful tool for fuel analysis without the need
of any physical separation or pretreatment. Also, 1H NMR measure-
ments are fast, can be easily automated, allowing the analysis of a
large number of samples in a short period of time.
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Frequently chemometric analysis is applied to NMR to extract
esired information, since a huge amount of data is produced.

n fact, chemometrics, a multivariate data analysis field that uses
athematical, statistical and logical–mathematical methods for

xtracting chemical information, is capable of treating large quan-
ities of information [24,25]. Recently, the emerged interest in
uantitative NMR has increased the number of applications of
hemometrics to NMR [25].

Although 1H NMR is frequently used for monitoring the biodiesel
ynthesis and its quality [26–33], there are no reports regarding its
se for determining the contamination of biodiesel–diesel blends.

n the last few years, our group has developed some analytical
ethods, employing different techniques and chemometrics, to

valuate the quality of different fuels and biofuels. In this way, the
tilization of NMR spectroscopy in combination with chemometric
nalysis to evaluate the quality of biodiesel–diesel blends is pro-
osed herein. Therefore, in the present study, partial least squares
egression (PLS) and principal components regression (PCR) algo-
ithms were applied to the 1H NMR data in order to verify the quality
f biodiesel–diesel samples.

. Experimental

.1. Chemicals and materials

Soybean oil was obtained from commercial source and two
etroleum diesel samples were acquired in different gas stations

n São Paulo and Goiás states (Brazil).
Methyl biodiesel from soybean oil was prepared in scale-

aboratory according to a procedure described by Oliveira et al.
12]. Briefly, soybean oil was added to a solution of KOH in MeOH
nd such mixture was maintained under stirring for 2 h at room
emperature. After this time, the phases were separated and the
xcess of MeOH was removed from the phase rich in methyl esters
hrough rotatory evaporation. After that, this phase was purified
sing aqueous phosphoric acid solution (5%, v/v) and a saturated

aCl solution.

Both biodiesel and diesel samples were previously analyzed by
H NMR. No significant contaminants (glycerides, glycerol, MeOH,
mong others) were observed in the spectrum of biodiesel. Despite
he fact that the biodiesel was not composed by 100% of fatty acid

able 1
iodiesel–diesel blends used to design the PCR and PLS models.

ample Diesel (%) Oil (%) Biodiesel (%)

o1 99.0 1.0 –
o2 98.5 1.5 –
o3 98.0 2.0 –
o4 97.5 2.5 –
o5 97.0 3.0 –
o6 96.5 3.5 –
o7 96.0 4.0 –
o8 95.5 4.5 –
o9 95.0 5.0 –
o10 94.5 5.5 –
o11 94.0 6.0 –
o12 93.0 7.0 –
o13 92.0 8.0 –
o14 91.0 9.0 –
o15 90.0 10.0 –
o16 85.0 15.0 –
o17 80.0 20.0 –
o18 75.0 25.0 –
b1 98.0 – 2.0
b2 95.0 – 5.0
b3 90.0 – 10.0
b4 80.0 – 20.0
ob1 98.0 0.5 1.5

amples in bold and underlined: validation group; concentration expressed as volume %.
a 78 (2009) 660–664 661

methyl esters, we did this assumption. So, the biodiesel was consid-
ered as 100% pure. The 1H NMR analyses of diesel samples allowed
to verify that biodiesel was not present in them. Besides that, sul-
phur content, distillation profile, flash point, and specific mass of
these samples were evaluated according to ASTM D 4294, ASTM D
86, NBR 14598, and NBR 14065 standards, respectively. Both diesel
from São Paulo and Goiás met specifications established by Brazil-
ian National Agency of Petroleum, Natural Gas and Biofuels (ANP)
in the resolution n◦ 15 from July 19, 2006.

2.2. Blends preparation

Binary and ternary blends were prepared by mixing diesel with
methyl soybean biodiesel and/or soybean oil to define the blend
levels described in Table 1. Thirty-six blends were used in the cal-
ibration set and 10 mixtures (in bold and underlined letters in
Table 1) were randomly chosen for the validation group.

2.3. 1H NMR analyses

All 1H NMR experiments were acquired, in triplicate and at room
temperature, on a Bruker DRX 400–9.4 Tesla spectrometer, using a
5 mm inverse-detection probehead with a z-gradient. The spectra
were obtained at 400.21 MHz for 1H, using CDCl3 as solvent, and
TMS as internal standard. For each determination, 300 �L of the
pure or blended sample was dissolved in the same volume of sol-
vent. Sixteen pulses were employed to the acquisition of the spectra,
with acquisition time of 6 s, spectral width of 5208 Hz, and relax-
ation delay of 1 s. Spectra were processed with 64,000 data points
and using an exponential weighing factor corresponding to a line
broadening of 0.3 Hz. The phase was manually corrected and the
baseline was automatically corrected.

2.4. PCR and PLS analyses

All calculations were carried out using the Pirouette® software

(v. 3.11, InfoMetrix, Woodinville, WA, USA). First of all, the 1H NMR
spectra were transformed into ASCII files and the resulting data
matrices were imported into the Origin software (v. 5.0, Microcal,
USA) and, thus to the Pirouette®. The mean values of triplicates were
used to construct the matrix. Thirty-six samples were employed for

Sample Diesel (%) Oil (%) Biodiesel (%)

dob2 98.0 1.0 1.0
dob3 98.0 1.5 0.5
dob4 95.0 0.5 4.5
dob5 95.0 1.0 4.0
dob6 95.0 2.0 3.0
dob7 95.0 3.0 2.0
dob8 95.0 4.0 1.0
dob9 95.0 4.5 0.5
dob10 90.0 8.0 2.0
dob11 90.0 7.0 3.0
dob12 90.0 6.0 4.0
dob13 90.0 5.0 5.0
dob14 90.0 4.0 6.0
dob15 90.0 3.0 7.0
dob16 90.0 2.0 8.0
dob17 80.0 18.0 2.0
dob18 80.0 15.0 5.0
dob19 80.0 12.0 8.0
dob20 80.0 10.0 10.0
dob21 80.0 8.0 12.0
dob22 80.0 5.0 15.0
dob23 80.0 2.0 18.0
d 100 – –
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he calibration and 10 were used in the validation set (Table 1). Ini-
ially, an exploratory analysis was carried out, employing principal
omponent analysis (PCA). This allowed the optimization of pre-
rocessing and transformation parameters, which would be applied
o the development of PLS and PCR calibration models. The best
arameters for both were obtained using autoscaling, normaliza-
ion to 100 and first order derivative (each 25 data points). The
hoice of number of principal components (PCs) in the calibration
odels was based on some statistical parameters, mainly in the low

alues of SEC (standard error of calibration), SEV (standard error of
alidation), PRESS Cal (predicted residual error sum of squares of
alibration), and PRESS Val (PRESS of validation). Cross-validation
nd the prediction of validation set of samples were used to evaluate
he models.

. Results and discussion

NMR is a valuable technique for evaluation of biodiesel qual-
ty and quantification of biodiesel in mixtures with mineral diesel.

typical 1H NMR spectrum of diesel (Fig. 1) shows peaks of aro-
atic and aliphatic hydrogens at 8.8–6.5 ppm and 3.3–0.4 ppm.
ethyl biodiesel (Fig. 1) shows a singlet near 3.6 ppm, relates

o the methoxy group, which allows biodiesel quantification in
iesel samples as well as the monitoring of biodiesel synthesis [4].
iodiesel production can also be followed through the decrease
f peaks at 4.4–4.0 ppm, which are assigned to hydrogens of glyc-
rol moiety of vegetable oils (Fig. 1). So, these characteristic peaks
rom methyl biodiesel and oils can be used for their quantifi-
ation in mineral diesel and they could be a practical manner
o evaluate the quality of commercial biodiesel–diesel blends. In
his way, the goal of the present work was to obtain a method
or the quality assurance of biodiesel–diesel blends employing 1H
MR spectroscopy and chemometrics. For such, 46 mixtures of
il–diesel, biodiesel–diesel and oil–biodiesel–diesel (Table 1) were
nalyzed through 1H NMR. Besides peaks relate to aliphatic hydro-
ens (3.3–0.4 ppm), methoxy group (3.6 ppm), and glycerol moiety
4.4–4.0 ppm), the region of olefin hydrogens (near 5.3 ppm) was
elected to design PLS and PCR models (Fig. 2). The choice of
uch regions was based on their significance and also on load-
ngs plots; noise and non-informative ranges were excluded. The
orrect choice of spectral region in PLS and PCR design will deter-
ine both the precision and accuracy of the analytical method [34].

reviously, PLS and PCR applied to several analytical data were suit-

ble to evaluate the quality of some fuels [35–42]. In the present
ork, PLS and PCR algorithms were applied to the selected spec-

ral data of 36 samples (Table 1). Four models were designed:
wo for prediction of biodiesel concentration and two for oil
rediction.

able 2
ome statistics related to classification models.

odel PCsa Var %b SEVc PRESS Vald r Val

CR-oil 4 79.34 0.80 23.05 0.991
CR-biodiesel 4 79.34 1.04 39.25 0.980
LS-oil 3 68.66 0.68 16.60 0.993
LS-biodiesel 3 68.65 0.82 24.20 0.988

a Principal components.
b Variance percent in X matrix.
c Standard error of validation.
d Predicted residual error sum of squares of validation.
e Coefficient of correlation between the real concentration and the concentration predi
f Standard error of calibration.
g Predicted residual error sum of squares of calibration.
h Coefficient of correlation between the real concentration and the concentration predi
i Similarity criterion.
j Medium value obtained from the difference between real and predicted concentratio
Fig. 1. 1H NMR spectra (400 MHz, CDCl3) of (A) mineral diesel, (B) soybean oil, and
(C) methyl biodiesel from soybean oil.

Some statistical parameters were obtained for the models

(Table 2), namely: principal components (PCs); variance percent
in X matrix (Var %); standard error of validation (SEV); predicted
residual error sum of squares of validation (PRESS Val); coefficient
of correlation between the real concentration and the concen-
tration predicted during the validation (r Val); SE of calibration

e SECf PRESS Calg r Calh SEC/SEVi biasj

4 0.60 11.32 0.9957 0.75 −0.07
9 0.78 18.75 0.9907 0.75 −0.12
8 0.46 6.78 0.9974 0.68 −0.11
2 0.55 9.82 0.9951 0.67 0.04

cted during the validation.

cted during the calibration.

n of validation samples set (described in Table 3).
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Fig. 4. Results obtained for calibration set using PLS and PCR-biodiesel models.

Table 3
Predicted concentrations for validation set.

Sample Prediction by PCR Prediction by PLS Real concentrations

Oil (%) Biodiesel (%) Oil (%) Biodiesel (%) Oil (%) Biodiesel (%)

do2 0.7 0.2 1.0 0.2 1.5 0.0
do5 3.3 0.0 3.1 0.0a 3.0 0.0
do7 4.6 0.2 4.4 0.0 4.0 0.0
do8 4.6 0.0a 4.6 0.0a 4.5 0.0
do11 6.2 0.1 6.2 0.0 6.0 0.0
do13 8.0 0.6 8.2 0.0 8.0 0.0
db2 0.1 5.1 0.2 5.1 0.0 5.0
dob3 1.4 0.4 1.4 0.3 1.5 0.5
dob5 0.9 4.4 1.0 4.0 1.0 4.0
Fig. 2. Selected spectral regions to design PLS and PCR models.

SEC); PRESS of calibration (PRESS Cal); coefficient of correlation
etween the real concentration and the concentration predicted
uring the calibration (r Cal); the similarity criterion obtained from
he SEC/SEV relationship, and bias calculated according to Braga and
oppi [43] and Olivieri et al. [44]. The number of PCs for each model
as chosen through the lowest obtained PRESS values.

In Table 2, the lowest values of the statistical parameters of PLS
odels indicate that they were better than PCR ones, although these

ave also showed excellent parameters. The values of r Cal and r
al near to 0.99 for all models showed that there are a good concor-
ance between the real and predict concentrations (Figs. 3 and 4).

n general, these values must be greater than 0.9 [45]. Moreover, the
EC/SEV relationships indicated that all models were well adjusted,
ince the values were comprised in the 0.5–1 range [45]. These mod-
ls were also evaluated according to relative errors of validation and
alibration, which showed that the lowest the concentration, the
ighest the errors; this means that the models will probably pre-
ict low concentrations with high deviation. This feature was also
bserved in the prediction of the 10 validation set samples (Table 3).
s expected, high deviations were observed specially for low con-
entrated samples, although there was good correlation between
he predicted values and the real ones for all models. PLS models
eem to have a slightly prediction ability, but PCR also predicted
ery well.
Therefore, the use of 1H NMR and chemometrics is very suitable
or the prediction of biodiesel and oil concentration especially in

ore concentrated samples (>2%). In this way, the combination of
hese tools can be used for the quality control of biodiesel–diesel

Fig. 3. Results obtained for calibration set using PLS and PCR-oil models.
dob10 8.4 2.1 8.5 1.8 8.0 2.0

Results expressed as volume %.
a Predicted concentration below SEV value (described in Table 2).

blends, whose commercialization has increased in the last few
years.

4. Conclusion

In this work, PLS-1H NMR and PCR-1H NMR showed to be
quite useful for the quantification of both biodiesel and veg-
etable oil in mixtures with mineral diesel. Therefore, the use of 1H
NMR and chemometrics is very suitable to evaluate the quality of
biodiesel–diesel blends that are commercialized all over the world.
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a b s t r a c t

Antimony is a common contaminant at abandoned sites for non-ferrous ore mining and processing.
Because of the possible risk of antimony by transfer to plants growing on contaminated sites, it is
of importance to analyze antimony and its species in such biota. A method based on high perfor-
mance liquid chromatographic separation and inductively coupled plasma mass spectrometric detection
(HPLC–ICP-MS) was developed to determine inorganic antimony species such as Sb(III) and Sb(V) as well
as possible antimony-organic metabolisation products of the antimony transferred into plant material
within one chromatographic run. The separation is performed using anion chromatography on a strong
anion exchange column (IonPac AS15/AG 15). Based on isocratic optimizations for the separation of Sb(III)
and Sb(V) as well as Sb(V) and trimenthylated Sb(V) (TMSb(V)), a chromatographic method with an elu-
ent gradient was developed. The suggested analytical method was applied to aqueous extracts of Chinese
break fern Pteris vittata samples. The transfer of antimony from spiked soil composites into the fern, which
is known as a hyperaccumulator for arsenic, was investigated under greenhouse conditions. Remarkable
amounts of antimony were transferred into roots and leaves of P. vittata growing on spiked soil compos-

ites. Generally, P. vittata accumulates not only arsenic (as shown in a multiplicity of studies in the last
decade), but also antimony to a lower extent. The main contaminant in the extracts was Sb(V), but also
elevated concentrations of Sb(III) and TMSb(V) (all in �g L−1 range). An unidentified Sb compound in the
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plant extracts was detect

. Introduction

Antimony is widely distributed in the environmental compart-
ents. In general, the abundance of Sb is low (about 0.3 mg kg−1 in

arth crust [1]). In natural environments it originates from both geo-
ogical and anthropogenic sources. Over the years, anthropogenic
mission of Sb as a result of the widespread use of antimony com-
ounds, e.g. as flame retardant additives and tire vulcanization
dditives, in batteries, brake linings, ammunition, alloys, semi-
onductors, pigments [2,3], led to an increasing burden for the

nvironment. Other sources for the anthropogenic impact are min-
ng and the processing of non-ferrous ores [4,5].

It is well-known that antimony compounds show geochemical
ehaviours similar to those of arsenic. Antimony and arsenic co-

∗ Corresponding author. Tel.: +49 341 235 1215; fax: +49 341 235 1443.
E-mail address: rainer.wennrich@ufz.de (R. Wennrich).

1 Present address: Fraunhofer Institute for Process Engineering and Packaging IVV,
iggenhauserstrasse 35, 85354 Freising, Germany.

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.059
hich slightly differ in elution time from TMSb(V).
© 2009 Elsevier B.V. All rights reserved.

occur in the environment. Both exist in identical oxidation states
−3, 0, +3, and +5. Of special relevance as regards the environmental
and biogeochemical aspects are the redox pairs Sb(III)/Sb(V) and
As(III)/As(V). This means the oxidation state and form of metalloids
themselves can be changed under environmental conditions. These
transformations primarily affect the mobility and the fate of these
elements and also their possible bio-availability. Both elements and
their species are also comparable in toxicity [6]. While arsenic has
been in the spotlight of environmental concern for decades, ele-
vated concentrations of antimony in polluted mining areas have
become of interest in the last 10 years. Antimony and its com-
pounds were considered as pollutants of high priority interest by
U.S. Department of Health and Human Services in the ATSDR list
2007 [7] and by WHO Guidelines for Drinking-Water Quality [8].

Considerable efforts have been undertaken during the last

decade to improve the performance of analytical methods to study
the mobilization behaviour of Sb in and between different matrices.
However, most of these studies were based on the determination of
total Sb concentrations [9,10]. As considerable differences exist, in
part, between the toxicity levels of different Sb species [11,12] and
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he environmental behaviour is changing depending on the chem-
cal form of Sb [13,14], determination of Sb species is necessary.
owever, determination of Sb species in environmental samples
an be problematic due to the very low, but relevant concentrations
ften present.

As has already been shown by a multiplicity of studies
egarding the determination of arsenic species, the coupling of
hromatographic separation with ICP-MS or atomic fluorescence
pectrometry (AFS) as very sensitive detectors, e.g. [15], appears to
e most suitable for the determination of antimony species. Despite
he accepted similarity of arsenic and antimony it is not possible to
dapt directly the chromatographic methods for determination of
rsenic species to those of antimony species. There is a relatively
igh degree of different retention behaviours between the species
f these two elements applying liquid chromatographic separation.
hus, analytical methods for the determination of inorganic and
rganic Sb species with a good resolution and suitable detection
imits have to be employed.

HPLC separation methodologies for the determination of anti-
ony species in aqueous solutions have been developed for the

ast 10 years (see reviews [11,13,14,16]). Most of them focused
n the determination of the inorganic forms with valence states
b(III) and Sb(V) in aqueous solutions (groundwater, sea water,
xtracts from sediments and soils) using anion exchange separa-
ion.

There is a growing interest in the speciation of antimony
egarding environmental aspects. In particular, the mobility, bio-
vailability and biological effects of antimony, e.g. the uptake of
b by biota, depend considerably on their chemical forms and
ypes of binding. Transformation into organic species is very
ikely in biota. Therefore, it is important to determine both inor-
anic and organic Sb species. One aspect of the investigations
s the formation of volatile antimony species in the presence of
acteria. Here, different analytical procedures based on gas chro-
atographic separation combined with atomic fluorescence or

CP-MS detections had also been developed [17]. On the other
and a large interest exists in the determination of inorganic
nd organic Sb species in liquid samples, such as water, biolog-
cal fluids (urine, etc.), and extracts from soils, sediments and
iota.

The separation of Sb(III), Sb(V) and methylated Sb species using
single chromatographic system is problematic due to variations

n chemical structure and charge of these species as stated in Ref.
18]. However, some analytical methodologies for the species anal-
sis of Sb in aqueous extracts have been described. Most of them
ased on the utilization of HPLC separation by means of anion
xchange columns and subsequent ICP-MS or AFS detections (see
.g. [19–22]). Foster et al. [23] showed the existence of different Sb
pecies in non-aqueous extracts (CCl4 + CH3OH) of algae and moos
amples which had been collected at polluted sites. Analytical tech-
iques and methods used for Sb speciation analysis in biota were
iscussed recently by Hansen and Pergantis [24].

Nash et al. [18] describes an improved analytical procedure
ased on a chromatographic separation with strong anion exchange
tationary phases for the determination of aqueous antimony
pecies. Based on optimization, a method was to be created deter-
ining inorganic and organic Sb species in one chromatographic

un. The objective of this work was to characterize the transfer
f antimony into terrestrial plants based on the reported phyto-
vailability of Sb (total concentration) by plants growing in Sb
ining areas [5,9,25–30] by antimony species analysis. In a first
rial the method should be applicable for speciation of Sb in extracts
f fern samples, P. vittata cultivated on antimony spiked composite
n greenhouse experiments. Attention was focussed on a sufficient
esolution of the anion separation with the possibility to determine
dditionally unknown Sb species.
8 (2009) 820–826 821

2. Experimental

2.1. Chemicals and reagents

All chemicals used in this study were of analytical-grade, or
higher, purity. De-ionized water (18.2 M� cm−1) was obtained from
a Direct-QTM 5 system (Millipore). Nitric acid (suprapur, 65% (v/v),
Merck) and hydrogen peroxide (suprapur, 30% (v/v), Merck) were
used for microwave digestion solutions to determine the total con-
centration of Sb in the plant material.

The eluent mixtures of differently molar ethylendiaminetetraac-
etate (EDTA) were prepared by dissolving appropriate amounts
of (NH4)2 EDTA (Fluka) in de-ionized water. The pH values were
adjusted by ammonia solution (25%, Merck). The resulting solutions
were de-gassed and handled under a helium atmosphere.

Stock solutions of antimony species were prepared from
KSbOH(C4H4O6)·H2O (Sigma–Aldrich, 99.95%), KSb(OH)6 (Riedel-
de Häen, p.a.) and (CH3)3SbCl2 (Sigma–Aldrich, 96%) with a
concentration of 1 g L−1 (as Sb) of the individual compounds in
de-ionized water and stored in the dark at 4 ◦C until use.

2.2. Speciation analysis

Speciation analysis of Sb was performed by anion exchange
chromatography–ICP mass spectrometry. The chromatographic
system (BECKMAN, System Gold, Fullerton, USA) equipped with an
autosampler and a binary pump was coupled via a peek capillary
to a Meinhard nebulizer of an ICP-MS system (PQ Excell, THERMO)
for element selective detection.

A Dionex IonPac AS15 analytical column (250 mm×4 mm;
9 �m) with an IonPac AG15 guard column (50 mm×4 mm) was
chosen. The Hamilton PRP-X 100 column, which is often used (see
reviews [18,24]), was not used to avoid influences by phthalate on
the ICP stability. The separation was optimized using the commer-
cially available standards Sb(III), Sb(V) and TMSb(V). In earlier work
these species had been detected also in aqueous extracts [31,32].
The existence of TMSb(V) was also evidenced by Dodd et al. [33]
analysing freshwater plant extracts by HG–GC–MS.

The chromatographic optimization was focused on one hand to
accelerate the separation and on the other hand also to leave reten-
tion time windows for analyzing additional Sb species assumed in
the plant extracts as reported in Ref. [23].

The optimized ICP-MS experimental parameters are the follow-
ing: forward power: 1350 W; plasma gas flow: 13 L min−1; nebulizer
gas flow: 0.90 L min−1; auxiliary gas flow: 1.0 L min−1, and detection
at m/z 121.

2.3. Cultivation and pre-treatment of Chinese break fern—P.
vittata

Six-month-old Chinese break fern (P. vittata) were replanted in
antimony contaminated composites. This composite of different
particle size of quartz sand (85% sand, 10% silt, 5% potter’s clay)
was spiked with different concentrated Sb(V) solutions, resulting
in final Sb concentration of <2 mg kg−1, 5 mg kg−1, 10 mg kg−1 and
16 mg kg−1 in the substrate (after drying), which were determined
by EDXRF (XLAB 2000, SPECTRO A.I.) running the software package
X- LAB Pro 2.2.

Six-months old P. vittata seedlings were cultivated in green-
house (25 ◦C; 75–80% air moisture) over 7 weeks on these
composites before harvesting.
After harvesting the plants were divided into old fronds, new
(renewal) fronds and roots. Each of these portions was divided into
sub-samples for determination of moisture content, total antimony
and for species analysis. The plant material was washed gently
with de-ionized water and afterwards carefully dried with blot-
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A pH value of≥10 is necessary to separate the two species effec-
tively. The retention time of Sb(V) can be shortened up to 3 min
under these conditions by enhancing the pH up to 11.5. However, it
was impossible to elute Sb(III) at this pH range.
22 K. Müller et al. / Tal

ing paper. The material for moisture content and total antimony
etermination was dried at 60 ◦C for 48 h and afterwards milled
o a fine powder (Retsch). The samples for species analysis were
round under liquid nitrogen and stored at −80 ◦C until analysis.

.4. Microwave digestion for total analysis

Approximately 0.3 g of fine dry powder plant material was
eighed in 50-mL digestion vessels, 4 mL of concentrated HNO3

65%, v/v) was added and reacted overnight. After the addition
f 0.5 mL H2O2 (30%, v/v) the digestion was performed using a
icrowave device ultraCLAVE (MLS, Germany). After cooling to

oom temperature, the resulting solutions were centrifuged, the
upernatant was filtered (0.45 �m; cellulose acetate membrane,
artorius), transferred into 50-mL polyethylene bottles and filled
o volume with de-ionized water. The final solutions were stored
t 4 ◦C until analyzing with ICP-MS within a day. The extracts were
nalyzed with an inductively coupled plasma mass spectrometer
ICP-MS) ELAN 6100 DRC-e (PerkinElmer, Sciex) by measuring the
ignal intensity at m/z 121.

Several reference materials of plants (GBW 08504, GBW 08505,
CR 060, BCR 679, IC-STA-OTL-1, NIST 1573a, NIST 1575) were
igested with the same procedure to check the extraction yields.

.5. Extraction of Sb species from fern samples

Contrary to leaching procedures aimed in high extraction
fficiency of Sb using solvent mixtures, e.g. methanol/water, chloro-
orm/methanol, or sequential extraction procedures, e.g. [23] a mild
xtraction was favoured using water to minimize side reactions
etween Sb species and the solvents.

An amount of about 0.8 g of the frozen break fern samples was
rushed and afterwards shaken horizontally with 7 mL de-ionized
ater (190 rpm) in 15 mL polyethylene bottles for 2 h under gaseous
2. These conditions were chosen to avoid any oxidation in the sam-
les. The resulting suspensions were centrifuged. The supernatant
as transferred into HPLC vials and analyzed under optimized con-
itions for the Sb speciation analysis. Three parallel experiments at
ach concentration were executed. Additionally the concentration
f Sb was determined in the aqueous extracts and in HNO3 + H2O2
xtracts (microwave assisted) of the plant samples by means of
CP-MS to compare the efficiency of the chromatographic method
elated to these two procedures.

. Results and discussion

.1. Optimization of separation conditions for Sb speciation
nalysis

Separation of Sb(III), Sb(V) and methylated Sb species using a
ingle chromatographic run had been characterized as notoriously
roblematic due to the difference in chemical characteristics of
hese species as stated by Nash et al. [18]. They reported that a
eparation of Sb(III), Sb(V) and TMSb(V) could be realized using an
AAX column with secondary and tertiary amine groups (Alltec)
nd 100 mM ammonium tartrate as a mobile phase with a gradi-
nt from pH 3 to pH 1.2, although a system peak co-eluates with
MSb(V). Therefore, it was further necessary to create an improved
nalytical method for separation of these three Sb species.

Although the investigations by Krachler and Emons [34] using a
ionex IonPac AS14 (with AG14) had shown that the separation

f all the three commercially available antimony species Sb(III),
b(V) and TMSB(V) was not successful, we started the investigations
ith a similar separation system using an anion exchange column
ionex IonPac AS15 in these studies. The separation was optimized
ccording to the available standards Sb(III), Sb(V) and TMSb(V).
Fig. 1. Chromatograms of Sb(V) and Sb(III) (each 10 �g L−1); isocratic elution; vari-
ation of EDTA concentration at pH 4.5.

3.1.1. Isocratic elution of Sb(III) and Sb(V) with acidic mobile
phase

In a first trial the separation of Sb(III) and Sb(V) was optimized
under isocratic conditions. Based on the findings by Lintschinger et
al. [35] EDTA was used as a mobile phase with complexing proper-
ties for an acceptable separation of the inorganic Sb(III) and Sb(V)
species. As demonstrated in Fig. 1 increasing EDTA concentrations
at constant pH 4.5 (adjusted with HNO3) leads to shorter retention
times and improved peak shapes of Sb(III) under isocratic elution.

A proper separation of these two species can be achieved with
shortening the retention times for Sb(V) and Sb(III). However, these
conditions are not suitable to carry out the elution of TMSb(V).

3.1.2. Isocratic elution of Sb(V) and TMSb(V) with alkaline mobile
phase

The separation of inorganic Sb(V) and TMSb(V) was investigated
under different pH conditions using NH4OH by isocratic elution
(without EDTA). The influence of the pH of the eluent can be seen
in Fig. 2.
Figure 2. Chromatograms of TMSb(V) and Sb(V) (each 10 �g L−1) working with
isocratic elution; variation of pH value with ammonia.
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ig. 3. Influence of EDTA concentrations on the response of the ICP-MS for TMSb(V)
olumn IonPac AS15/AG15, mobile phase: NH4OH (at pH 11); TMSb(V) concentration
0 �g L−1 (as Sb).

.1.3. Gradient elution for the separation of Sb(III), Sb(V) and
MSb(V)

Based on the results presented before, a chromatographic sepa-
ation of all three Sb species seems to be possible by combination
f both separations by means of a gradient technique.

To avoid possible interferences (e.g. ghost peaks, shifting of
he background intensities) in the ICP-MS detection by significant
hanging of the eluent composition, the influence of varying EDTA
oncentrations on the determination of TMSb(V) was investigated.
s demonstrated in Fig. 3, the intensity of the 121Sb signal in ICP-
S decreased with increasing concentration of EDTA in the NH4OH

luent (pH 11) employing IonPac AS15/AG15.
Because of the equality of the peak heights eluting without EDTA

nd with a concentration of 1 mM EDTA, the following investiga-
ions were carried out with 1 mM EDTA as the complexing agent.
he gradient profile given in Fig. 4 was found to be optimal for
he separation of Sb(V), Sb(III) and TMSb(V) in one run within
min.The optimized ion chromatographic conditions can be sum-
arized as follows: column: Dionex IonPac AS15 (250 mm×4 mm;
�m) with guard column IonPac AG15 (50 mm×4 mm); flow rate:

−1
.5 mL min ; injection volume: 50 �L; eluent A: 20 mM EDTA (pH
.5); eluent B: NH4OH (pH 11) + 1 mM EDTA; gradient program: see
ig. 4.

In Fig. 5 the separation of the three Sb species using this gradi-
nt is illustrated. In the chromatogram one can recognize that the

ig. 4. Gradient profile for simultaneous determination of Sb(III), Sb(V) and
MSb(V).
Fig. 5. Separation of Sb(III), Sb(V) and TMSb(V) under optimized elution conditions
concentration each of species 10 �g L−1 (as Sb).

form of the signal for TMSb(V) is somewhat different than for the
other peaks. We attribute to that by the change of the flow con-
ditions (and the plasma conditions) if the eluent changes. Since a
clear dependence of the peak height (and peak area) with the con-
centration of TMSb(V) exists, we are sure that this peak is caused
by TMSb(V).

The linear working range for the determination of the three Sb
species was in the range from 0.1 �g L−1 to 100 �g L−1 (as Sb) as
shown in Fig. 6.

3.1.4. Quantification of Sb species
To calibrate the method sets of solutions of the mixed Sb species

(Sb(V), Sb(III) and TMSb(V) in water in the concentration range
1–10 �g L−1 (7 levels; n = 3) were prepared and measured under the
optimized IC–ICP-MS condition. The calibration plots using peak
areas vs. concentrations are presented in Fig. 6.

As one can see the coefficient of determination (R2) for all the
three linear plots are good. The slope of the calibration curves do not
differ very strongly depending on the Sb species. The sensitivities
are in the following order Sb(V) > TMSb(V) > Sb(III).

3.2. Determination of total antimony in the fern samples (P.

vittata)

The acid soluble antimony concentration in roots and leaves of
the milled fern samples, which had been cultivated as described

Fig. 6. Calibration plots of different Sb species using gradient chromatography
(mean values, n = 3).
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Table 1
Sb concentration in selected reference materials digested with HNO3/H2O2 (microwave assisted).

Reference material Concentration of Sb (�g kg−1)

Certified Found in HNO3/H2O2 leachate (n = 3)

GBW 08504 Cabbage 20.6±1.4 10.3 ± 0.4
GBW 08505 Tea 37±3 25.4 ± 3.7
BCR 060 Lagarosiphon major 400a 198 ± 1
BCR 060 + 950 ng g−1 (spiked as Sb(V)b) (1350)c 586 ± 22
BCR 679 White cabbage 20.6±2.6 15.9 ± 1.3
IC-STA-OTL-1 Oriental tobacco 75a 41.3 ± 3.1
NIST 1573a Tomato leaves 63±6 36.3 ± 1.5
NIST 1573a + 950 ng g−1 (spiked as Sb(V)b (1010)c 648 ± 10
NIST 1575 Pine needles 200a 146 ± 10

a Information value.
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gle analysis, the sum of the quantified Sb species—(Sb(V), Sb(III)
and TMSb(V) is between 70% and 100% of the Sb concentration in
the aqueous extracts analysed as total by ICP-MS. Considering the
estimated concentration of the ‘not identified Sb species’ the mean
b Spiked CRM before HNO3—microwave assisted digestion.
c Assumed concentration (certificate + spike).

bove, was determined after microwave assisted digestion with
NO3 and H2O2 by ICP-MS as described above. In Table 2 (col-
mn 3) these concentrations of Sb in different plant samples (dry
eight) were summarized. (Because of the low concentration of

b in the plant material it was impossible to determine the total
oncentration by XRF.)

Certified reference plant materials were analyzed following the
bove procedure to ensure the accuracy and precision of the ana-
ytical procedure (mineralization and ICP-MS determination). The
igestion procedures were performed as used for the fern materi-
ls (that means without hydrofluoric acid or tetrafluoroboric acid
n contrast to the work done by Krachler et al. [26] and Foster
t al. [23]) in order to receive comparable results with the plant
aterials under study for speciation analysis. The data presented

n Table 1 show that the recovery using HNO3 + H2O2 extraction
s significantly decreased compared with the certified or indica-
ive values. One has to consider that the reference values base on
he neutron activation analysis (NIST 1573a, BCR 679, GBW 08505)
nd/or on determination after dissolution with hydrofluoric acid
ddition (BCR 679). Additional investigations resulted in the fact,
hat the recovery of Sb(V) spikes (added to the reference material
n HNO3 + H2O2 before microwave digestion) is also only about 60%
BCR 060) and about 70% (NIST 1573a) as shown in Table 1. This
ndicates that – despite the fact that the digestion of Sb in plant

aterial is not complete [23,26] when working without fluoride –
he stability of Sb in the HNO3 solutions (after leaching) seems to
e also a serious problem.

These low recoveries have to be keeping in mind for the discus-
ion of the results for the fern samples.

As can be seen from data in Table 2, antimony is transferred into
he plant materials, e.g. the extract of ‘old’ leaves, when the plants
ere cultivated on the composite containing 16 mg kg−1 Sb (total),

ontained a HNO3/H2O2 extractable concentration of 8 mg kg−1

d.w.) of antimony. The concentration in the roots is higher than
ven in the composites at which the ferns were cultivated—despite
he fact that the total Sb contents in the composites were deter-

ined by XRF, while for the analysis of the plant material the HNO3
xtract (with incomplete extraction) was used. This means that the
ern P. vittata accumulates not only arsenic (as shown in a multi-
licity of studies in the last decade [36–38]), but also antimony.

The antimony concentration in leaves is substantially lower than
n the roots. There seems to be a barrier for antimony in contrast
o arsenic. The transfer of Sb into the roots and inside the plant

ompartments are the subject of further investigations.

However, the water extractable amounts were rather small. In
eneral, depending on the kind of samples – roots, new or old leaves
between 5% and 20% of the HNO3/H2O2 extractable amount of

ntimony was extracted by the aqueous leaching applied (Table 2).
3.3. Determination of Sb species in aqueous extracts of P. vittata

In a first trial aqueous extracts of P. vittata had been used for
speciation analysis. The species analysis was done by the optimized
procedure (Section 3.1.3).

In such ‘species gentle’ extracts four antimony species could be
separated and detected as shown in Fig. 7. Three Sb species could
also be identified on the basis of their retention time.

The main component of Sb found in this aqueous extract was
Sb(V). Beside Sb(V) considerable concentrations of Sb(III), TMSb(V)
and a further (so far not identified) Sb species was detected in the
extract.

Because of the differences regarding sensitivity with the deter-
mination of the different Sb species (IC–ICP-MS) quantification took
place only for Sb species, for which standards were available, Sb(V),
Sb(III) and TMSb(V) as described in Section 3.1.4.

The quantification of the ‘not identified’ Sb species was not rea-
sonable. Therefore only an estimation of the concentration of this
compound based on the Sb(V)—calibration plot is given in Table 2.
The concentration of the antimony species in the aqueous extracts
of the P. vittata cultivated on Sb spiked substrate were in the �g L−1

range.
Generally, taking into account the standard deviations of the sin-
Fig. 7. Chromatogram of an aqueous extract of old leaves (Pteris vittata, substrate
16 mg kg−1 Sb). Gradient chromatography, ICP-MS detection at m/z 121.
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values of all recoveries growing up to 90±8%. In all extracts (roots,
old and new leaves) Sb(V) was the dominant detected species. Con-
sequently, antimony particularly occurs as Sb(V) in the roots as it
was added to the substrate. Sb(V) is in the extracts of the new sheets
smallest contained (about 50%).

4. Conclusion

A transfer of antimony from Sb spiked substrate to Chinese break
fern P. vittata was found. At elevated concentration of Sb in the
composite applied for cultivation total antimony is accumulated
in both roots and leaves in the mg kg−1 range. To investigate the
accumulation capability of Sb in the plant material, a method for
the determination of Sb(V) an Sb(III) as well as TMSb(V) was devel-
oped and proven for the analysis of antimony compounds extracted
by water from such cultivated fern. The fast hyphenated method
(one run in 20 min including conditioning of the chromatographic
system) allows a sensitive detection of antimony compounds in
aqueous plant extracts.

Substantially to be impaired the investigations thereby that only
a small portion of Sb accumulated by the fern is extractable with
water under the chosen ‘mild’ conditions. This indicates that anti-
mony in P. vittata forms water–insoluble species. Such species could
be inorganic slightly soluble sulfides or high-molecular antimony
containing biomolecules.

Based on these preliminary results, the ongoing work is focussed
on both more efficient techniques to improve yield of the water
extractable Sb species and on the digestion procedures for non-
aqueous soluble Sb species.
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a b s t r a c t

A simple and versatile solid phase extraction (SPE) method has been developed to determine the anionic
species of As, Cr, Mo, Sb, Se and V in leachates of cement mortar and concrete materials in the pH range
3–13. The anionic fractions of these elements were extracted using a strong anion exchanger (SAX) and
their concentrations were determined as the difference in element concentration between the sample and
the SAX effluent. Inductively coupled plasma mass spectrometry (ICP-MS) was used off-line to analyse
solutions before and after passing through the SAX. The extraction method has been developed by opti-
mizing sorbent type, sorbent conditioning and sample percolation rate. Breakthrough volumes and effect
of matrix constituents were also studied. It was found that a polymer-based SAX conditioned with a buffer
xyanions
H dependent leaching

close to the sample pH or in some cases deionised water gave the best retention of the analytes. Optimal
conditions were also determined for the quantitative elution of analytes retained on the SAX. Extraction
of the cement mortar and concrete leachates showed that most of the elements had similar distribution
of anions in both leachate types, and that the distribution was strongly pH dependent. Cr, Mo and V exist
in anionic forms in strongly basic leachates (pH > 12), and significant fractions of anionic Se were also
detected in these solutions. Cr, Mo, Se and V were not determined as anions by the present method in the

nic A
leachates of pH < 12. Anio

. Introduction

The environmental properties of cement-based materials are
ormally evaluated by assessing the release of toxic elements using

eaching tests [1,2]. Emphasis is given to the determination of
he total concentration of elements released from such materi-
ls. More information about the various forms of the elements, as
btained from speciation analyses, is required to study the release
echanism, bioavailability and potential impact of the elements.
etermination of the individual forms of elements is, however,
ighly demanding when applied to trace elements, where even
he determination of the total concentration of elements might
e difficult. In such cases, a possible simplified approach is to
etermine the species in distinct groups according to their size,
ass, charge, affinity or hydrophobicity. This approach is termed

fractionation analysis” [3]. Various methods are known for the

ractionation analysis of elements [4]. Solid phase extraction (SPE)
n ion exchange sorbents is one of the methods, which separates
pecies based on their charge. The technique can also be used
o concentrate analytes and remove interfering matrix compo-

∗ Corresponding author. Tel.: +47 22855516; fax: +47 22855441.
E-mail address: grethe.wibetoe@kjemi.uio.no (G. Wibetoe).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.036
s and Sb were found in small fractions in most of the leachates.
© 2008 Elsevier B.V. All rights reserved.

nents before analysis. Studies have been reported on the use of
ion exchange SPE for the fractionation of elements in water [5],
dietary samples [6] and landfill leachates [7–9]. Application of this
method to the types of samples considered in this study has not
been reported.

The elements studied in this work are As, Cr, Mo, Sb, Se and V. The
leachability of these elements depends mainly on their oxyanionic
forms [1,10,11]. Very few experimental studies have been done on
the determination of oxyanions in leachates of alkaline wastes and
none has been reported for leachates of cement mortar and concrete
materials [11]. In the present work, the use of strong anion exchang-
ers (SAX) has been studied for the determination of the anionic
species of the above-mentioned elements in leachates of cement
mortar and concrete materials in the pH range 3–13. The species
were retained by SAX and their concentrations were determined
as the difference in element concentration between the leachates
and their SAX effluents. The extraction method has been devel-
oped by optimizing sorbent type, sorbent conditioning and sample
percolation rate. Breakthrough volumes and the effect of matrix

constituents were studied, and conditions were established for the
effective elution of analytes retained on the SAX. The elemental con-
centration of the leachates and the SAX effluents were determined
off-line using inductively coupled plasma mass spectrometry (ICP-
MS).
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Table 1
Types and properties of the SAX sorbents.

SAX Manufacturer Sorbent container Resin Counter ion Ion exchange capacitya Mean porosity (Å) Particle size (�m) Reservoir volume
(mL)

Bond Elut JR Varian Cartridgeb Silica Cl− 0.7–0.9 meq g−1 60 47–60 3
Extract-CleanTM EV Alltech Syringe barrelc PSDVBd CH3COO− 1.2 meq mL−1 75–150 10
PL-HCO3 MP SPE Stratospheres Syringe barrelc PSDVBd HCO3

− 1.8–2.0 mmol g−1 100 150–300 6
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of 600 mL. The predetermined volumes of HNO3 or NaOH solutions
All SPE cartridges/barrels contained 500 mg of sorbent having quaternary amin
b The cartridge has Female (inlet) and Male (outlet) Luer.
c The barrel has a Male (outlet) Luer.
d PSDVB: Polystyrene divinylbenzene.

. Experimental

.1. Instrumentation

A PerkinElmer ELAN 5000 ICP-MS (Norwalk, CT, USA) with cross-
ow nebulizer and double pass spray chamber was used. Leachates
f high matrix composition were analysed after appropriate dilu-
ion. When the dilution lowered the concentration of As and Sb
elow the detection power of the instrument, the solutions were
nalysed by a dual-mode ICP-MS method which improves the
etection limit of As and Sb by providing hydride generation along
ith normal nebulization [12].

.2. Sorbent materials and sample application

One silica-based and two polymer-based SAX sorbents were
tudied for their efficiency in retaining the target anionic species.
he relevant properties of the sorbents are given in Table 1. All the
AX cartridges/barrels contained 500 mg of sorbent. The sorbents
ave quaternary amine active sites, which are positively charged at
ll pH values between 1 and 14. In the experiments performed using
he silica-based sorbent packed in cartridge, sample solutions were
elivered by a peristaltic pump (Minipuls 3, Gilson, Paris). When the
olymer-based SPE sorbents packed in syringe barrel were used,
olutions were loaded manually, and sucked from the barrels using
peristaltic pump.

.3. Chemicals, reagents and working solutions

The following salts were used to prepare stock standard solu-
ions of the oxyanions of As, Cr, Mo, Sb, Se and V: Na2HAsO4·7H2O,
a2CrO4, and KSbOC4H4O4·0.5H2O (Merck), Na2MoO4·2H2O and
Sb(OH)6 (Sigma), NaAsO2 and Na2SeO3 (Fluka), Na2SeO4·10H2O

BDH) and Na3VO4 (Aldrich). All the stock solutions were
000 mg L−1 with respect to each target element (As, Cr, Mo, Sb, Se
r V). Ultrapure water (18.2 M� cm, Millipore, Bedford, USA) was
sed throughout. The solutions were prepared in polyethylene con-
ainers and stored at 4 ◦C. Fresh working standard solutions were
repared on the day of the analysis by appropriate dilution of the
tock solutions. Suprapur HNO3 (65% m/m, Merck) and pro-analysis
aOH (Fluka) were used.

Two optimization solutions, I and II, were prepared with the
ollowing compositions: I – As (V), Mo (VI), Sb (V), Se (IV), V (V)
nd II – As (III), Cr (VI), Sb (III) and Se (VI). Both solutions were
0.0 �g L−1 with respect to each of the target elements if not other-
ise stated. In order to simulate the leachate samples to be analysed

y the proposed methods, optimization experiments were done
ith solutions I and II after adjusting their pH to 4, 7, 10 and 13. pH
djustments of the solutions were made by the addition of HNO3
nd NaOH.

The buffer solutions used to condition the SAX sorbents were
repared as follows (reagents were from Merck). The phos-
hate buffers were prepared from H3PO4 (85%) and NaH2PO4·H2O
e sites.

(pH 4.0), NaH2PO4·H2O and Na2HPO4 (pH 7.0), Na2HPO4 and
Na3PO4·12H2O (pH 10.0) and Na3PO4·12H2O (pH 13.0) [13]. A
pH 4.0 acetate buffer was prepared from glacial CH3COOH and
CH3COONa3H2O. Acetate buffer of pH 7.0 was prepared from
CH3COONH4. 25% NH3 and NH4NO3 were used to prepare a pH 10.0
buffer. The concentrations of the buffer components were in the
range 0.001–0.01 M in all the solutions.

KNO3, NaOH, Na2CO3, Na3PO4·12H2O, Al2(SO4)3·18H2O, and
Na2Si3O7 (all from Merck) were used to assess the possible interfer-
ence from NO3

−, OH−, CO3
2−, PO4

3−, SO4
2−, Al(OH)4

− and Si(OH)6
−

on the retention of the analytes.

2.4. Cement mortar and concrete samples

The mortar and concrete samples used for the leaching tests
were prepared from Norcem AS Anleggsement and Norcem AS
Industrisement cements, respectively. These cement types are clas-
sified according to EN 197-1 [14] as CEM I 52.5 R and CEM I 42.5 R,
which contain 95–100% Portland cement clinker, and belong to the
strength class of 52.5 and 42.5 rapid hardening (R), respectively.
The mortar was prepared by mixing CEN standard sand (1350 g),
cement (450 g) and water (225 g) whereas the concrete was pre-
pared by mixing Norstone AS aggregates (83.4 kg), cement (14.6 kg),
water (7.3 kg) and Scancem SSP 2000 super plasticizer (0.088 kg).
The mixes were filled into steel mould cubes, and cured and hard-
ened for 150 days in a climate chamber at 20 ◦C and 90% relative
humidity. Finally, the mortar and concrete were de-moulded and
kept in air tight polyethylene containers. The samples were tested
for their physical properties (not shown) according to EN 196-1
[15].

2.5. Leaching procedure

Leachate solutions were prepared from the cement mortar and
concrete materials according to a standard pH-dependent leaching
test [16]. The test assesses the release of elements in terms of their
equilibrium concentrations at different pH values. Cement based
materials are strongly alkaline. However, the leachability of ele-
ments from these materials is assessed at different pH values to
evaluate the effect of external factors such as acidic soil water, car-
bonation and sulphide oxidation, which could change the materials’
pH and affect the leachability and speciation of the elements.

In the leaching tests, 60 g portions of the crushed mortar and
concrete samples (less than 1 mm particle size) were put in a
series of 1 L polyethylene containers. Pre-determined volumes of
3.6 M HNO3 or 3.0 M NaOH solutions were added to each con-
tainer and the mixtures were diluted with water to final volumes
were added to achieve final leachate pH values between 3 and 13
(see Figs. 5 and 6). The suspensions were agitated in an end-over-
end rotor for 48 h. After measuring their pH, the suspensions were
filtered through a 0.45-�m membrane filter and the filtrates were
preserved in a deep freeze.
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Table 2
pKa values of the analyte species at 25 ◦C.

Species Formula Protonated form pKa Reference

Arsenite, As (III) AsO2
− HAsO2 9.29 [23]

Arsenate, As (V) AsO4
3− H3AsO4 2.24, 6.69, 11.50 [23]

Chromate, Cr (VI) CrO4
2− H2CrO4 −0.20, 6.51 [24]

Molybdate, Mo (VI) MoO4
2− H2MoO4 4.24, 8.24 [24]

Antimonite, Sb (III) SbO2
− HSbO2
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2− H2Se
anadate, V (V) VO4

3− H3VO

.6. Optimized SPE procedure

The optimum extraction conditions used the Extract-Clean EV
esin conditioned with deionised water, acetate buffer, ammonia
uffer and phosphate buffer (or deionised water) to extract the ana-

ytes from moderately acidic (pH 4–6), neutral (pH 6–8), moderately
asic (pH 8–10) and strongly basic (pH 11–13) solutions, respec-
ively. 10.0 mL of the conditioning solution was passed through
he SPE sorbent at 5.0 mL min−1 and 10 mL of the sample solution
as applied at the same flow rate. After the solution had passed

hrough the SPE package, the sorbent was washed with 1.0 mL
f water. In some experiments, the retained anionic species were
luted with 10 mL of 1.0 mol L−1 HNO3 at 2.0 mL min−1 flow rate.
he effluents and eluates were collected for subsequent analysis by
CP-MS.

.7. Quantification of analyte fractions

The elemental concentration of the original sample solutions,
PE effluents and eluates were determined by ICP-MS with con-
entional nebulization or nebulization combined with hydride
eneration (dual-mode) sample introduction. The quantification
as based on external calibration, using standard solutions that had

eagent composition similar to that of the samples. For the quantifi-
ation of analytes in the leachate solutions, procedural blanks were
repared in accordance with the standard pH-dependent leach-

ng test [16]. In the dual-mode ICP-MS, the standard and sample
olutions contained 1.0 mol L−1 HNO3 and 0.2 mol L−1 thiourea, and
he hydrides were generated using 1.0% (w/v) NaBH4. Details of
he operating conditions of both ICP-MS methods, and the mass-
o-charge ratios (m/z) used are given elsewhere [12]. The element

ractions retained on the ion exchanger were calculated as the dif-
erence in element concentration between the original solution
nd the SAX effluent. However, in some experiments the analytes
etained on the sorbent were eluted and quantified, for comparison
see Section 2.6).

ig. 1. Percentage of analytes retained on the Bond Elut JR SAX sorbent conditioned with
d) pH 7 acetate buffer and (e) pH 10 ammonia buffer. Each data point is the average of th
2.7 [25]
2.27, 7.78 [24]
<0, 1.7 [24]
4.0, 8.5, 14.3 [24]

3. Results and discussions

3.1. Analyte species and their pKa values

The target elements in the following oxidation states exist as
oxyanions: As (III), As (V), Cr (VI), Mo (VI), Sb (III), Sb (V), Se (IV),
Se (VI) and V (V) [17]. The pKa values of the protonated forms of
these species are given in Table 2. According to these values, the
protonated forms of the oxyanions will be ionised at all pH values
considered in the method optimization (pH 4–13) except H2MoO4
and H3VO4, which will be about 50% ionised at pH 4 and HAsO2
which will be about 50% ionised at pH 9 and almost not ionised
below pH 7. However, it should also be noted that these equilibria
could be affected by side reactions which may occur in the sample
solutions.

3.2. Method optimization

The efficiency of SPE is influenced by several factors [18] includ-
ing type of sorbent, conditioning solution (type, ionic strength, pH
and volume), sample pH, volume and loading rate, type and concen-
tration of matrix constituents and analyte breakthrough volume.
All these experimental factors were studied when optimizing the
extraction method.

3.2.1. Conditioning the SAX sorbents
Preliminary studies were made to evaluate the retention of ana-

lyte species on “dry” (unconditioned) SAX sorbents by loading the
optimization solutions (I and II prepared at pH 4, 7, 10 and 13, see
Section 2.3) onto the three SAX sorbents. The results showed that
the retention of most of the analytes was not quantitative, sug-

gesting the need for conditioning the sorbents. The conditioning
exchanges the counter ion of the sorbent with an ion that has a
lower affinity towards the active sites. Moreover, this step enables
removal of air from the sorbent pack. It is usually recommended
to condition ion exchange sorbents with deionised water or low

(a) deionised water, (b) phosphate buffers (pH 4, 7, 10, 13), (c) pH 4 acetate buffer,
ree extractions. The RSD values were in the range 1.2–4.9%.
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ig. 2. Percentage of analytes retained on the Extract-Clean EV SAX sorbent condi
uffer (d) pH 7 acetate buffer and (e) pH 10 ammonia buffer. Each data point is the

onic strength (0.001–0.01 M) buffer solution [19]. Conditioning sor-
ents with buffer having pH close to that of the sample helps to
reserve the integrity of chemical species [7,20,21]. In the present
ork, deionised water and various buffer solutions (with pH close

o that of the samples) were examined to condition the silica- and
olymer-based SAX materials and to get better retention of ana-

ytes. Sorbents were conditioned with 10 mL of the reagent at a flow
ate of 5 mL min−1. The composition of the buffer solutions used for
orbent conditioning is described in Section 2.3.

.2.1.1. Conditioning the silica-based SAX sorbent. The effects of the
ifferent conditioning solutions for the Bond Elut JR SAX sorbent
re shown in Fig. 1. All the analytes except As (III) showed >80%
etention at pH 4, 7 and 10 when the sorbent was conditioned with
eionised water (see Fig. 1(a)). The sorbent conditioned with pH
and 7 acetate buffers gave retention of analytes similar to that

btained using the water-conditioned material (Fig. 1(c) and (d)).
he low retention of As (III) is probably related to its presence as un-
issociated species (HAsO2, pKa 9.3). As can be seen from Fig. 1(b),
onditioning the SAX material with phosphate buffers lowered the
etentions of Cr (VI) at pH 4 and 7, and Sb (III) at pH 10. Most of
he analytes were poorly retained on this sorbent at pH 10 when
t was conditioned with ammonia buffer (Fig. 1(e)). It can also be
een from Fig. 1(a) and (b) that all the analytes were poorly retained
n this sorbent at pH 13. This could be due to the instability of the
ilica resin at high pH values [18].

.2.1.2. Conditioning the polymer-based SAX sorbents. The effect of

he different conditioning solutions for the two polymer-based SAX
orbents, Extract-Clean EV SAX and PL-HCO3 MP SPE are shown in
igs. 2 and 3, respectively. Polymeric sorbents have higher sorption
apacity and better tolerance towards strongly acidic (pH < 2) and
asic (pH > 10) solutions than silica-based materials [22].

ig. 3. Percentage of analytes retained on the PL-HCO3 MP SPE sorbent conditioned with
d) acetate buffer (pH 7) and (e) ammonia buffer (pH 10). Each data point is the average o
with (a) deionised water, (b) phosphate buffers (pH 4, 7, 10, 13), (c) pH 4 acetate
e of three extractions. The RSD values were in the range 0.8–3.6%.

Fig. 2(a) and (b) shows that similar analyte retention patterns
were obtained when the Extract-Clean EV SAX was conditioned
with deionised water and phosphate buffer, respectively. The sor-
bent conditioned with pH 4 acetate buffer also gave results similar
to the water and phosphate buffer (pH 4) conditioned sorbent
(see Fig. 2(c)). In all cases, ≥80% of each analyte was retained
except As (III). Lower retention was also observed for Sb (III) and
Sb (V) at pH 13. Fig. 2(d) and (e) show that the Extract-Clean
EV SAX sorbent provided even better retention for all analytes
at pH 7 (except As (III)) and pH 10 after being conditioned with
pH 7 acetate buffer and pH 10 ammonia buffer, respectively. The
results given in Fig. 2 also demonstrated the superiority of this
polymer-based SAX over the silica-based material on retaining ana-
lytes from strongly alkaline solutions (pH 13). Only Sb (III) and Sb
(V) were poorly retained on the sorbent at pH 13. To check if the
other analytes had effect on the retention of the Sb species, Sb (III)
and Sb (V) were extracted from their separate solutions prepared
at pH 13. No improved retention was observed for either of the
species.

The PL-HCO3 MP SPE sorbent was conditioned in the same way
as the Extract-Clean EV sorbent. It showed similar retention for
most of the analytes as was observed for the Extract-Clean EV at
pH 4, 7 and 10, with slightly lower retention for Cr (VI) and Sb (III)
(see Fig. 3). However, the retention of most of the analytes on this
sorbent was lowered significantly at pH 13 as shown in Fig. 3(a) and
(b), compared to the Extract-Clean EV SAX.

The conditioning experiments clearly showed that the efficiency
of analyte extraction depends on the type of sorbent and its condi-
tioning. Based on the results of these studies, the SAX sorbent and

conditioning solutions which provided the best retention of ana-
lyte species were selected and used for the rest of the experiments.
The selected conditions used the Extract-Clean EV SAX conditioned
with deionised water, acetate buffer, ammonia buffer and phos-
phate buffer to extract the analytes from moderately acidic (pH

(a) deionised water, (b) phosphate buffers (pH 4, 7, 10, 13), (c) acetate buffer (pH 4),
f three extractions. The RSD values were in the range 1.7–9.2%.
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Fig. 4. Breakthrough curves for analytes extracted on the Extract-Clean EV SAX sor-
bent. A concrete leachate sample of pH 12.7 was divided in two portions and spiked
40 M. Mulugeta et al. / T

–6), neutral (pH 6–8), moderately basic (pH 8–10) and strongly
asic (pH 11–14) solutions, respectively.

.2.2. Effect of sample flow rate on analytes retention
In SPE processes, the effect of the rate at which the sample solu-

ion passes through the sorbent bed should be evaluated to ensure
uantitative retention of analytes along with minimizing the time
equired for sample extraction. In optimizing the flow rate, 10.0 mL
f solution I and II (see Section 2.3), both adjusted to pH 7, were
oaded manually onto separate Extract-Clean EV barrels and sucked
rom the sorbents at different flow rates using a peristaltic pump.
t was observed that increasing the flow rate up to 10 mL min−1 did
ot affect the retention of any of the analyte species.

.2.3. Elution of retained analytes
Elution of retained substances from ion extraction sorbents can

e achieved using solutions that neutralize the functional group of
he sorbent or the analyte. If analytes are present at low concentra-
ion, they can be recovered in a small volume of eluent to achieve
heir preconcentration. In the present case, retained analytes were
luted from the resin by protonating them using HNO3. HNO3 is the
referred acid for ICP-MS analyses as it will not cause polyatomic
pectral interferences for elements like As. Different concentrations
f the acid were tested for the effective elution of the analytes, after
he application of 10 mL of solution I and II. The results showed
uantitative elution of the analytes with 10.0 mL of ≥0.5 mol L−1

NO3 at a flow rate of 2 mL min−1.

.2.4. Effect of matrix components on analytes retention
The retention of analytes on ion exchangers depends on the type

nd concentration of other sample constituents which might com-
ete for the active sites of the sorbent. In the present work, the

nterference from matrix anions which commonly exist in samples
f the type studied in this work was examined. Solutions I and II,
ontaining 25.0 �g L−1 of each of the target elements, were spiked
ith the following matrix ions; NO3

−, OH−, CO3
2−, PO4

3−, SO4
2−,

l3+ and Si4+ in the concentration range 0.01 to 1000 mg L−1 (see
ection 2.3). 10 mL of the spiked solutions were extracted on sepa-
ate barrels after adjusting their pH to 12 (Al and Si exist as hydroxy
omplexes at this pH). As the two Sb species were less retained from
trongly basic solutions, the effect of matrix interferences on their
xtraction was evaluated after adjusting the pH of the solutions to 9.

The results showed that the presence of these matrix ions up
o 100 mg L−1 had no effect on the retention of the analyte species
xcept for Sb (III), whose retention was lowered as the concentra-
ions of the matrix ions exceeded 10 mg L−1. Retention of most of the
nalyte ions decreased rapidly as the concentrations of the matrix
ons increased above 100 mg L−1. This is due to the competition of
he highly concentrated matrix ions for the ion exchange sites of the
orbent, because at this point the total amount of anions introduced
as almost equal to the ion exchange capacity of the cartridge (see

able 1).

.2.5. Breakthrough volume of analytes on the Extract-Clean EV
orbent

The breakthrough volume (VB) refers to the maximum sample
olume that passes through a given mass of sorbent until analyte
etention is no longer quantitative [22]. VB depends on the nature
f the sorbent material and the type and concentration of sample
onstituents. The analyte capacity of a sorbent, i.e. the maximum
mount of an analyte that can be retained on the sorbent from a

articular matrix, can be determined from the breakthrough vol-
me.

To address the effect of matrix constituents of the samples to be
nalysed in this study, the VB of the analytes on the Extract-Clean EV
esin were determined using a leachate prepared from a concrete
with the following analyte concentrations. 1st portion: 7 �g L−1 As (V), 60 �g L−1 Mo
(VI), 4 �g L−1 Sb (V), 12 �g L−1 Se (IV), 40 �g L−1 V (V). 2nd portion: 7 �g L−1 As (III),
610 �g L−1 Cr (VI), 4 �g L−1 Sb (III) and 12 �g L−1 Se (VI). The two sample portions
were extracted on separate barrels.

material. The leachate (pH 12.7) was divided into two portions; the
first portion was spiked with 7 �g L−1 As (V), 60 �g L−1 Mo (VI),
4 �g L−1 Sb (V), 12 �g L−1 Se (IV), 40 �g L−1 V (V) and the second
portion with 7 �g L−1 As (III), 610 �g L−1 Cr (VI), 4 �g L−1 Sb (III)
and 12 �g L−1 Se (VI). These concentrations reflect the maximum
concentration of the respective elements (except Cr) found in the
leachate samples analysed in this study. After conditioning the resin
with phosphate buffer of pH 13, the spiked samples were passed
through the sorbent at a flow rate of 5 mL min−1 and every 10 mL
effluent were collected and analysed.

As can be seen from the breakthrough curves given in Fig. 4,
no saturation of the sorbent material was observed until the vol-
ume loaded onto the resin reaches a total of 80 mL. As the sample
volume exceeded 80 mL some of the analytes were detected in the
effluent in the order Se (IV), As (V), Mo (VI) and V (V) until 140 mL
of the sample was loaded. The retention of Se (VI), As (III) and Cr
(VI) became no longer quantitative for sample volumes higher than
200 mL. As this study was performed using a strongly basic leachate
solution (pH 12.7), only a lower fraction of the two Sb species were
retained. Attempts to improve the retention of these species by
lowering the pH of the sample did not give better results. This
might be due to the effect of matrix components of the leacahte
solution.

4. Analysis of leachates of cement mortar and concrete
materials

This study aimed to develop a method for the fractionation
analysis of oxyanion-forming metals and metalloids in leachates
prepared from cement mortar and concrete materials. In the
cement mortar leachates the total element concentrations varied
as a function of pH in the ranges (�g L−1) 1.0–7.0 (As), 4.0–700
(Cr), 0.5–50 (Mo), 0.5–3.0 (Sb), 2.0–13.0 (Se) and 0.5–40.0 (V). The
concrete leachates contained these elements in the ranges (�g L−1)
0.1–5.5 (As), 2.0–2100 (Cr), 1.0–40.0 (Mo), 0.05–1.5 (Sb), 1.0–8.0 (Se)
and 0.2–35.0 (V). The pH dependent release of most of the elements
from both materials corresponded to a typical leaching curve for
oxyanion-forming elements with a higher release at neutral and
mild alkaline pH [1,2,10].

The anionic species of the target elements were extracted from
10.0 mL of the leachates by Extract-Clean EV SAX using the optimum

extraction conditions established in this study. The total concentra-
tion and the anionic fraction of each element found in the leachates
are given in Figs. 5 and 6. The results for the anionic fractions were
obtained by subtracting the concentration found in the SPE efflu-
ent from the total concentration measured in the leachate. However,
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he retained anionic species were also eluted from the sorbent with
0.0 mL of 1.0 mol L−1 HNO3 and quantified. It was found that the
oncentrations obtained by elution agreed with those found by sub-
raction; the concentrations of analytes measured in the elutes were
n the range 94–106% of the corresponding anionic fractions given
n Figs. 5 and 6.

Figs. 5 and 6 show that the fractions of anionic species of
ost of the elements were similar for both leachate types (mor-
ar and concrete). Cr, Mo and V were almost entirely present as
nions in the strongly basic leachates (pH > 12). Significant pro-
ortions (>50%) of Se were detected as anions in the leachates of
H > 12.8. The proportions of anionic Cr, Mo, Se and V were signif-

cantly lower in the samples with pH below 12. A small fraction of

Fig. 6. Total concentrations and anionic fractions of elements in solutions leached fro
cement mortar material. Leachate A-9 was prepared without acid/base addition.

anionic As and Sb was detected in most of the leachates regardless
of pH.

For the cement mortar and concrete materials, the equilibrium
pH of the leachates prepared without acid or base addition were
around 12.5 (samples A-9 and B-9, see Figs. 5 and 6). When the
leachant pH is lowered below 10.5, most of the cement hydrate
phases undergo degradation which results in the release of oxyan-
ionic species, which were incorporated in the hydrated cement. In

the leachates analysed in this study, the anionic elemental fractions
detected in the neutral and mild alkaline leachates of both mate-
rials were low. Possibly, redox processes occurring in the leachate
solutions affected the oxidation states of the elements, resulting in
the formation of cationic and/or neutral species. An ongoing exper-

m a concrete material. Leachate B-9 was prepared without acid/base addition.
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mental study on the cationic species of the leachates showed the
etention of a high fraction (>70%) of V on a strong cation exchanger
rom leachates at pH 6–10. In addition, the anionic species might
orm neutral ion associates with cationic species which exist in the
olutions. Further investigations should be performed to study the
peciation of the elements and to identify the factors which control
heir stability in the leachate solutions.

. Conclusions

The work presented in this paper has demonstrated the use of
on exchange SPE for the determination of the anionic fractions of
s, Cr, Mo, Sb, Se and V in leachates of cement mortar and concrete
aterials. This simple, fast and cost effective procedure is based on

he retention of the analytes by a polymer-based SAX sorbent con-
itioned with a buffer of pH close to that of the sample or in some
ases with deionised water. The work has provided valuable infor-
ation regarding the presence and pH dependence of the anionic

orms of the target elements in the leachate solutions which will
e helpful in the release mechanism and availability studies of the
lements based on the processes occurring in the solid materials
nd the leachate solutions. Further investigations, however, should
e made to identify the chemical species of the elements and the
actors which control their stability in the leachates. The present

ethod could be used to determine the anionic species of other
lements than those studied in this work.
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a b s t r a c t

A thermal-lens spectrometric unit suitable for selective quantitative measurements of light-absorbing
layers adsorbed onto the inner surface of a quartz glass capillary is described. The quantitative descrip-
tion of the thermal-lens signal generated in a quartz glass capillary with a light-absorbing layer at the
inner surface of capillary is developed, which is based on the description for the thermal-lens exper-
iment in the layered solids presented elsewhere. The accuracy of calculations is demonstrated by the
eywords:
hermal-lens detection
apillary surface
dsorption study
eat transfer

comparison of predicted results with the experimental data and those predicted by the conventional
theory. The data achieved prove the accuracy of calculations both for the time dependent thermal-lens
signal and for the lock-in amplifier signal under variation of the spectrometer configuration for capillaries
having an adsorbed layer. The proposed technique is used for the investigation of chromate/2,10-ionene
and 4-aminoazobenzene adsorption at capillary walls. The estimates of the minimum light absorption
detectable at capillary walls are at a level of 1×10−5 abs. units; the linear range of the thermal-lens signal

er no
from the inner surface lay

. Introduction

The use of highly sensitive photothermal (thermooptical) detec-
ion schemes in capillary electrophoresis and chemical-microchip
eparation methods, in particular thermal-lens detection, becomes
topical alternative to the UV–vis spectrophotometric absorbance
etection in these areas [1–6]. A number of studies dedicated to
he use of thermooptical detectors in microchips or capillary elec-
rophoresis expose an important question: of prime significance
re not only the detection aspects resulting from a limited size and
olume of the sample [3,7], but also other factors appearing from
omplex on-interface energy-transfer processes in the detection
one [7]. Kim et al. demonstrated the significance of the sample
eometry in the case of adsorption studies [8] indicating that a
ube of the same size and dimensions as the laser beams in the
etection scheme affect the results of absorbance measurements.

n the other hand, the interface of a quartz capillary and adsorp-

ion processes are also topical subjects for investigations [8,9];
owever, there are no direct techniques sensitive enough to deter-
ine parameters of an inner capillary surface layer in the course

∗ Corresponding author at: Moscow State University, Analytical Chemistry Divi-
ion, Chemistry Department, Vorob′evy Hills d. 1 str. 3, Moscow 119991, Russian
ederation. Tel.: +7 495 939 3514; fax: +7 495 939 4675.

E-mail address: tanarek@mail.ru (D.A. Nedosekin).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.020
less than three orders of magnitude is predicted.
© 2008 Elsevier B.V. All rights reserved.

of experiment or at least without sample destruction. The direct
determination of the adsorbed layers would obviously simplify
accounting the adsorption in capillary zone electrophoresis [9],
investigation of the interaction between the solution and enzyme-
linked immunosorbent [10], etc.

From our point of view, the near-field thermal-lens spectrom-
eter with a crossed-beam mode-mismatched schematics could
have all the features needed for interface studies in a closed sys-
tem like a capillary [7]. The crossed-beam optical design provides
thermal-lens measurements in small-volume samples without a
loss in the sensitivity [7]; this would obviously advantage interface
studies alike in photothermal-deflection spectroscopic techniques.
Thermal lensing as compared to fluorescence microspectroscopy
provides a wider range of detectable substances; as compared to
conventional UV-spectroscopy it provides both sufficient spatial
resolution and high sensitivity. The use of laser-based absorption
methods in this case is not possible as soon as the laser beam will
deflect at a curved capillary surface. The preliminary data achieved
[11,12] show that the results of the thermal-lens experiment in a
surface-absorbing capillary could be attributed to the concentra-
tion of light-absorbing substances deposited at a capillary surface.

However interesting, these data lack a theoretical description and
cannot be used “as is”.

In order to describe the thermal-lens effect at a capillary sur-
face, the knowledge on the temperature profile in the capillary
is essential. The complex geometry of laser beams in capillaries
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ig. 1. Scheme of the “central” and “marginal” configurations of the spectrometer
pectrometer and capillary. (B) The representation of the inner capillary volume fra
urface upon the absorption of the excitation beam (the quartz part of the capillary

equires the consideration of heat generation at a capillary surface
ith due account for the geometrical configuration and spa-

ial distribution of light-absorbing substances. Hence, theoretical
escriptions developed for the medium with heterogenous light-
bsorbing structures are required. From our point of view, the
pproach to the thermal-lens experiments in such complex sam-
les introduced previously for the calculation of the temperature
rofiles in layered solids [13,14] and further spread to the case of
ultiple light-absorbing particles [15] could be used to describe

hermal lensing at a capillary surface. In this work, this approach is
xtended to quantitatively describe the thermal-lens signal from
ayers at an inner capillary surface. The theoretical description
s compared to the conventional description of the thermal-lens
xperiment in a solution-filled capillary. A special emphasis is given
o the estimation of the analytical parameters of the technique pro-
osed.

. Theoretical background

In the following section we describe the formation of a thermal
ens at the inner surface of a round capillary with an inner diameter
f 75 �m.

.1. Initial specifications

The thermal-lens spectrometric unit suitable for the selective
uantitative measurement of light-absorbing layers adsorbed onto
he inner surface of a quartz glass capillary has the crossed-beam
chematics (Fig. 1). It is known that the best analytical parameters
f such a spectrometer correspond to a mode-mismatched scheme
ntroduced by Snook [13,16–18]. To implement this, the excitation
eam is made narrower than the sample (to diminish the influence
rom sample boundaries on the thermal diffusion); the size of the
eam is constant within the sample [19]. The size of the probe beam

s usually equal to the inner size of the capillary [1,2,4] to provide the
aximum sensitivity: at cw excitation repetition (chopping) rates

f 10–100 Hz, the thermooptical element fills the whole inner vol-

me of the capillary [19]. In this work, the detection scheme optimal
or solutions is kept intact; thus, all the spectrometer parameters
ncluding the excitation beam with the waist size of 7.5 �m are
sed (beam waist is tenfold smaller than the common capillary i.d.
f 75 �m).
ed as I and II, respectively). (A) The scheme of excitation beam path through the
tation for the calculation of temperature profiles in the solution and at a capillary
of the picture frames).

The thickness of adsorbed layers at a quartz capillary surface
ranges from a sub-nanometer level (adsorption of the analyte or
co-ions) to several micrometers (adsorption of electroosmotic-flow
modifiers) [20]. In general, for the theoretical description of ther-
mal lensing in a layered system [12,14] the thickness of a layer is
less important than the amount of heat generated. This will allow
simplifying the description of the thermal-lens experiment [13].
Thus, the thickness of the surface layer in further calculations is
always 5 �m; this corresponds to the maximum thickness of the
EOF modifier layer reported elsewhere [20].

2.2. Beam propagation through a capillary

The optimization of spectrometer configuration to determine
light-absorbing layer at a capillary surface seems to be essential.
The position of the probe beam could hardly become a subject
of optimization in the presence of a layer at capillary surface as
soon as in the mode-mismatched scheme the whole capillary is
inside the probe beam. On the other hand, a shift in the position
of the relatively narrow excitation beam out of the center of the
capillary can lead to drastic changes in system parameters. Consid-
ering two possible locations of the light absorption—the solution
and the surface layer—two different configurations of the excitation
beam–capillary geometry are useful: the conventional schematics,
where the excitation beam goes through the center of the capillary
(for in-solution measurements); and the configuration important
for surface studies, where the excitation beam passes in the vicinity
of the capillary wall, Fig. 1. From this point on, in order to distin-
guish between these schematics, we will refer to them as “central”
and “marginal”, respectively.

Obviously, a parallel shift in the excitation beam from the center
of capillary would drastically change the location of the irradi-
ated zone at a capillary surface [11,21]. The calculation of the
ray-intersection coordinates for the outer and inner capillary inter-
faces in the (r, z) plane, Figs. 1 and 2, could be done either in the
frames of a simple descriptive geometry (Snell′s laws, ray tracing)
[7,21,22] or with the use of a diffraction approach [21]. As the exci-
tation laser beam in the capillary is small enough compared to the

dimensions of capillary and a change in the beam waist does not
affect the quantity of the heat generated, we used the main law of
light refraction [21,22].

It is a parallel shift of excitation beam, R0, from the axis (z = 0)
outside the capillary that determines the initial angle of incidence
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ig. 2. Ray tracing in a capillary. (A) Excitation beam propagation as a function o
onsidered. (B) Total light absorption of solution and surface layer (thickness of lay
q. (1).

etween the beam and the capillary outer surface, and, respectively,
oordinates of the intersection points at capillary inner surfaces
r1, z1) and (r2, z2). Further, this parameter, R0, defines the con-
guration of spectrometer. An example of ray propagation for a
ypical capillary with i.d. of 75 �m and o.d. of 360 �m is presented
n Fig. 2(a).

.3. Light absorption of the surface layer

To expose the significance of ray tracing in capillary, the total
ight absorption for a plain water-filled capillary and for a water-
lled capillary with a 5 �m thick light-absorbing layer is presented

n Fig. 2(b). The light absorption was calculated from the light path
ength in solution lsol and light path length through the layer llay.
onsequently, �sol and �lay are the light absorption coefficients for
he solution and the surface layer. If the layer exists, �lay is higher
han �sol and the total light absorption of capillary is:

= lsol�sol + llay�lay. (1)

As it comes from Fig. 2(b), even a primitive ray tracing in the
apillary exposes that the contribution of the layer is important.
he “central” configuration R0 = 0 �m appears when the excitation
eam goes through the center of the capillary and the laser beam
ainly is in the solution. The “marginal” configuration corresponds

o the significant shift of the beam as the beam goes near the wall
hrough the adsorbed layer, Figs. 1 and 2. For the capillaries con-
idered (i.d., 75 �m and o.d., 360 �m) the beam shift, R0, is more
han 50 �m, Fig. 2(b). The increase in the total light absorption for
he “marginal” configuration calculated is rather close to the exper-
mental data obtained for 2,10-ionene adsorption at capillary inner
urface [11]. However, our data on spectrometer optimization for
trongly absorbing surface layers of 4-aminoazobenzene [12] show
hat consideration of temperature profile bloomed at capillary sur-
ace [12] is essential for a correct interpretation of the experiment.
.4. Thermooptical element in a surface-modified capillary

Temperature profiles in a capillary bloomed upon the adsorption
f laser radiation were calculated based on the model developed for
shift value R0. nair, nquartz and nwater are the refraction indices for the materials
m, �lay/�sol linear light absorption coefficients ratio is 5/1) calculated according to

thermal lensing in layered solids [12,13]. In the “central” configura-
tion, the capillary and surface layers are on the same axis orthogonal
to the probe-beam axis, Fig. 1, that is exactly the situation for lay-
ered solids [13]. However, a shift in the excitation beam breaks the
central symmetry. In this case, Fig. 1(the “marginal” configuration),
the approach previously tested for gold nanoparticles [15] could
be used for the calculation of asymmetrical temperature profiles.
Thus, the calculations are split into two parts: one for the “central”
configuration and another for the “marginal” one.

In the “central” configuration, a set of layers to describe the heat
generation consists of ten layers for the solution plus two for the
surface layers: one at the beginning and one at the end of the set. The
requirements for layer selection were given elsewhere [13]. For each
layer, the linear light absorption coefficients � could be assigned;
thus, it is possible to describe a light-absorbing solution in the cap-
illary (all the layers have the same light absorption, �sol = �lay > 0);
light absorption by surface layers only (�sol→0, �lay > 0); and the
light absorption of the surface-modified capillary filled with a light-
absorbing solution (�sol > 0, �lay > 0). As shown in the Section 2.1,
the surface-layer thickness is 5 �m and the assumed thickness of a
hypothetical layer in solution is (75−2×5)/10 = 6.5 �m.

The “marginal” configuration requires describing the thermal
lens from surface layers for different configurations of the excita-
tion beam, i.e. for different values of the beam shift parameter, R0.
In accordance with the approach for gold nanoparticles [15], the
calculation specifications are the following: firstly, a single layer at
the surface of capillary is represented by several light-absorbing
layers. Thus, a 5 �m thick surface layer should be simulated at least
by three hypothetical layers with a thickness of 5/3 = 1.66 �m. The
light absorption coefficient �lay for all hypothetical layers should
be identical. Details of the calculation specifications are given
elsewhere [13]. Next, the temperature profile bloomed upon the
absorption of the laser radiation by this set of layers is calculated as
a function �T = f(r,z,t), where r and z are the coordinates in a cylin-

drical coordinate system and t is time. This function is transferred
in space by substituting coordinates with the new ones, r′ = r + R,
z′ = z + Z. The shift vector (R, Z) was calculated from the ray tracing
data made for excitation beam, Fig. 2(b). A duplicate of the initial
function is transferred into the second point of intersection with
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ig. 3. Temperature profiles: (A) Solution in capillary, the “central” configuration,
central” and “marginal” configurations, respectively. Light absorption is 3×10−5 a
apillary surface; white arrows show probe-beam direction. Capillary diameter is 7

he capillary inner surface in the same way. The resulting temper-
ture profile corresponds to the selective heating of the capillary
urface in accordance with the spectrometer configuration.

Fig. 3 shows three shapes for heat profiles typical for the con-
gurations of the spectrometer–capillary layer. As it was expected,
he temperature profiles bloomed at capillary surface change the
ymmetry of the original temperature profile in solution. In the
ase of the crossed-beam thermal lensing, formation of the tem-
erature profiles like Fig. 3(b) or (c) could lead to decrease in the
hermal-lens signal as soon as the probe beam does not go through
he maximum of the temperature profile.

The calculated temperature profiles were additionally character-
zed by a width (size) parameter. Gaussian trend was fitted for the
emperature profile section along the probe-beam axis. The width
t the half-height of the Gaussian peak � was considered as a size
arameter.

.5. Thermal-lens signal

The relative probe-beam intensity change in the center of the
eam expanded by bloomed thermal-lens element is an instrumen-
al signal ϑ(t) [7]:

(t) = Ip(0)− Ip(t)
Ip(t)

(2)

here Ip(t) is the intensity of the probe beam at the detection plane
n the time t, and Ip(0) is the initial probe-beam center intensity
before thermal-lens excitation). For a homogeneous solution or a
ulk solid analytical signal � is defined as following [7]:

= 2.303EPeεlc (3)

here Pe is the excitation power, ε is molar absorptivity, l is the
ength of the light path in the sample, c is the molar concentration
f the light-absorbing substance, and E0 is the enhancement factor
f thermal lensing for unit excitation power. The instrumental and
he analytical signal are related to each other as:

= KB�. (4)

here K is a constant which depends on the electronic amplifier
f the detection system and B is the spectrometer configuration
arameter defined differently for paraxial [7] and diffraction mod-
ls [23] of thermal lensing.
In the frames of the paraxial approach [7,24], the time-
ependent thermal-lens signal ϑ(t) can be calculated from the
nown temperature profile as a function of the thermal-lens focal
trength f [7,13,24]. Thus, the focal strength of the thermooptical
lement f(t) in the capillary is obtained by the integration across the
bsorption is 1×10−4 abs. units, �Tmax = 8×10−3 K; (B) and (C) Surface layers, the
its, �lay = 6 m−1, l = 5×10−6 m, �Tmax = 1.5×10−2 K. Black dots denote the layer on
Heating duration is 0.01 s. Other parameters are summarized in Table 1.

probe-beam propagation path for the second spatial temperature
derivative calculated along the direction tangent to the probe-beam
axis:

1
f (t)
= −

∫
d2n(r, z, t)

dz2
dr = −

(
dn

dT

)∫ R

−R

d2�T(r, z, t)
dz2

dr. (5)

Next, expressing the spectrometer dimensions through the con-
stants: z0 (the probe laser confocal distance); zω (the distance
between the waist of the probe beam and the sample); and zd (the
distance between the sample and the detector plane) the thermal-
lens signal can be calculated as [7,12,22]:

ϑ(t) = −
[

2zd

f (t)

] zω
2 + z2

0 + zdzω

(zω + zd)2 + z2
0

+
[

zd

f (t)

]2 zω
2 + z2

0

(zω + zd)2 + z2
0

. (6)

The lock-in amplifier constant K that links the analytical to
the instrumental thermal-lens signal, Eq. (4) was determined by
comparing experimental data with calculated values for several
solutions with different light adsorption. The resulting constant for
the “central” configuration of spectrometer was also used for the
interpretation of experimental data in the “marginal” configuration
of the spectrometer.

2.6. Conventional description of thermal lens in the capillary

In order to validate the theoretical description used, the calcula-
tions according to the existing theoretical models of thermal lensing
in the capillary were undertaken. The temperature magnitude on-
axis of the excitation beam in the capillary (relative to the ambient
temperature) for the excitation duration t is the following [7]:

�Tcw(0, 0, t) = Pe�
4	k

ln
tc + 2t

tc
. (7)

here, tc is the characteristic time of thermal lens tc = w2
0e/4D; k is

the thermal conductivity of the medium; � is linear light absorption
coefficient. With the use of the paraxial thermal-lens approach the
focal strength of the bloomed thermal lens in the center of the probe
beam in the case of the crossed-beam cw thermal lensing can be
expressed as [7]:

1
fcw(t)

=
(

dn

dT

)
21/2Pe˛

	1/2kω0e

[
1− 1

(1+ 2t/t )1/2

]
. (8)
c

In order to take into consideration the size of the thermal-lens
element in the capillary (i.e. the light path of the probe beam
through the thermooptical element that is thin at the beginning of
the cycle and maximum at the end at time tchop) Eq. (8) was mod-
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Table 1
Spectrometer parameters and medium constants used in the calculations [7].

Spectrometer configuration

Excitation
laser

Wavelength 
e (nm) 325.0
Spot size at the waist ω0e (�m) 7.7
Laser power at the sample Pe (mW) 50

Probe
laser

Wavelength 
p (nm) 681.9
Laser power at the sample Pp (mW) 30
Spot size in the sample ω2 (�m) 75
Confocal distance, z0 (mm) 0.90
Distance between waist of probe
beam and sample zω (mm)

3.53

Other constants
Chopper jitter ±1%
Distance between sample and
detector plane, zd (cm)

180

Chopper frequency (Hz) 40–95

Thermooptical parameters of the medium

Aqueous
solutions

Thermal diffusion coefficient, m2 s−1 1.43×10−7

Thermal conductivity, k (W m−1 K−1) 59.8
Refractive index, n0 1.33
Temperature derivative of the
refraction index, dn/dT (K−1)

1×10−4

Characteristic time of thermal lens, tc,
s

1×10−4

A

Q

i
(

3

3

m
i
s
m
w

r
C
i
f
fi
S
b

(
w
(
o
s

3

b
(
I
I
r

out light-absorbing surface layers.
ir Refractive index, n0 1.00

uartz Refractive index, n0 1.46

fied by means of the calculated thermal-lens width parameter, �
Section 2.2).

1
fcw(t, �)

= 1
fcw(t)

�(t)
�(tchop)

. (9)

. Experimental

.1. Apparatus

The near-field thermal-lens detector with a crossed-beam
ode-mismatched optical schematics designed for the detection

n capillary electrophoresis was used. The main parameters of this
pectrometer are used in the theoretical calculations and are sum-
arized in Table 1. The detailed description of the detection scheme
as given elsewhere [1,2,8].

A WaveRunner 6050A digital oscilloscope was used for the
ecording of the time-resolved thermal-lens data (350 MHz, 4-
hannel, 2.5/5 GS/s 2/4 Mpts, LeCroy Corporation, USA). The change

n the intensity of the central part of the probe beam was obtained
rom a photodiode placed behind a pinhole through a lock-in ampli-
er used to amplify and convert the probe-beam power data.
imultaneously, the steady-state thermal-lens signal was recorded
y a PC connected to the lock-in amplifier output port.

All the experiments were carried out in fused-silica capillaries
Polymicro technologies, Phoenix, AZ, USA); capillary dimensions
ere the following: i.d. 75 �m, o.d. 360 �m, 71.6 cm, total length

41.3 cm to detector). The protection coating at the 5 mm wide zone
f the detection window was removed with warm concentrated
ulfuric acid.

.2. Data treatment

All the calculations of the temperature and thermal-lens signals
y the model developed were performed by Maple 10.03 software

Maplesoft, Waterloo Maple Inc.) with the use of an Intel Pentium
V 2.0 GHz-based PC. In addition, SigmaPlot 9.01 (Systat Software
nc.) software was used for the data analysis of the experimental
esults.
a 78 (2009) 682–690

3.3. Reagents

The following reagents were used: Mordant Yellow 7 (dye
content 65%, Aldrich, Germany); 4-aminoazobenzene (dye con-
tent 98%, Aldrich, Germany); NaBO2×H2O2×3H2O (purum p.a.,
Fluka, Germany). Deionised high-purity water (Milli-Q 185 plus
(18.0 M� cm−1), Millipore, Bedford, MA, USA) was used for sample
preparation.

3.4. Procedures

In order to produce light-absorbing layers at a capillary surface,
solutions of 4-aminoazobenzene were used. This cationic dye is
readily adsorbed at negatively charged capillary surfaces and the
process of light induced (UV–vis radiation) isomerization of this
dye followed by the precipitation of the insoluble isomer mixture
was discovered to take place [12]. The main capillary modification
techniques are the adsorption in the dark and the precipitation of
the dye under the He–Cd laser irradiation.

3.4.1. Adsorption in the dark
A new capillary was flushed with a 0.1 M NaOH solution

for 30 min, rinsed with water and filled with a 100 �M 4-
aminoazobenzene solution in a 25 mM NaBO2×H2O2 buffer (pH
9.4). This capillary was left in the dark for 2 h, and then rinsed with
water for 10 min and 0.1 M NaOH for 2 min.

3.4.2. Light-induced adsorption
A new capillary was prepared as described above, filled with the

same 4-aminoaobenzene solution and installed into the thermal-
lens detector. Then the capillary was rinsed for 10 min with a
solution of 4-aminoazobenzene while the He–Cd laser beam was
focused according to the “central” or the “marginal” configuration
of the spectrometer. After this procedure, the capillary was flushed
with water and 0.1 M NaOH successively for 20 min.

3.4.3. Thermal-lens measurements
Calibration of the spectrometer is performed with a clean capil-

lary filled with a dye solution (the position of the maximum signal
of the solution is to be found). After the capillary surface has been
modified with a light-absorbing layer, the spectrometer is shifted
to the “marginal” configuration with the laser beam going far away
from the inner volume of the capillary. During these measurements,
the capillary can be filled with water or a light-absorbing solution.

The beam is shifted back to the center of the capillary in a 5 �m
step by rotating the corresponding micro-screw. The thermal-lens
signal is to be recorded by the PC connected to the output of the
lock-in amplifier. The time-resolved data are obtained by the digital
oscilloscope from the corresponding output of the lock-in amplifier.
The thermal-lens signal at each step was recorded only for several
seconds in order to avoid complete laser-induced desorption of the
surface layer.

4. Results and discussion

4.1. Validation of the model

The validation of the theoretical description accuracy is per-
formed for thermal lensing in the “central” configuration of
spectrometer for capillary with light-absorbing solution, i.e. with-
4.1.1. Calculation of temperature profile
Calculation of the temperature increase in the center of capil-

lary was performed for a light-absorbing solution according to the
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ig. 4. Time-resolved thermal-lens signal, comparison of predicted and experimen
hows the time derivative values of the time-resolved signal for a first quarter of he
onventional theory, Eqs. (6) and (8); symbol “2”, conventional theory modified by
ine denotes experimental results.

escription proposed and Eq. (7) (conventional approach). Temper-
ture increase in a solution with absorbance of 1×10−4 abs. units
the middle of detection range) upon absorption of a laser irradia-
ion for 0.01 s according to conventional approach, Eq. (7) is 0.005 K
4]. Temperature distribution in space obtained according to the

odel used is given at Fig. 3 (a) and the temperature maximum in
he center of capillary is at the level of 0.008 K. From our point of
iew, these estimates are rather close, which provesthe adequacy
f our calculations.

.1.2. Time-resolved thermal-lens experiments

Fig. 4 shows experimental and theoretical data describing devel-

pment of the thermal-lens effect in time for clean capillary filled
ith a dye solution (a 50 �M solution of Mordant Yellow 7). In gen-

ral, the experimental and the predicted data on the probe-beam
ntensity (inset (A)) are in a good agreement; still, the initial parts

ig. 5. Time-resolved thermal-lens signal, comparison of predicted and experimental va
atios of surface/solution light absorption coefficients used in the calculations are: (1) 5
ime-resolved signal. Inset (B) is the time-resolved signal for the solution and a surface la
ues: (A) Thermal-lens experiment in a 50 �M Mordant Yellow 7 solution. Inset (B)
cycle; inset (C) shows the calculated size of the thermal-lens element. symbol “1”,
lement-size function, Eqs. (6), (8) and (9); symbol “3”, the developed model; solid

of curves differ noticeably. The evidence of the difference in the
curves comes from signal time derivatives, Fig. 4 (inset (B)). The
rate of thermal-lens blooming is predicted to be higher in the case
of the conventional approach. This could be due to not consider-
ing the width of the bloomed thermooptical element, which at first
is small enough (short light path of the probe beam through the
formed thermal lens) [7]. This assumption was verified by calculat-
ing the thermooptical element width parameter �, Fig. 4 (inset (C)),
Section 2.2. This data show that in the beginning of the heating cycle
thermal lens is smaller than the capillary inner volume. At the end
of a heating cycle (for chopper frequencies used in this work), the

thermal-lens element has the spatial dimensions of the inner capil-
lary diameter. The time-resolved thermal-lens signal was therefore
corrected to consider the size of thermal-lens element according to
Eq. (9), Fig. 4(insets (A) and (B), data marked with the symbol “2”).
Now both the calculated time-resolved thermal-lens signal and its

lues in a capillary with a 5 �m thick surface layer, the “central” configuration. The
0/1; (2) 50/10; (3) 50/15; (4) 50/25; and (5) 50/50. Inset (A) is for experimental

yer. The square curve marks the time moment when heating starts.
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Fig. 6. Relative thermal-lens signal values for a capillary with a thick surface layer as
a function of the excitation laser beam position: (1) 100 �M of 4-aminoazobenzene
solution in a capillary with a surface layer, experimental data; (2) Water in the capil-
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ime derivative are in better accordance with the experimental data
han the values calculated via the original approach.

Thus, the excellent agreement of calculated and experimental
ata proves the satisfactory level of model accuracy in description
f heat generation in conventional experiments. Hence, the model
eveloped can now be used for describing the spectrometer signal
ehavior in the case of light-absorbing substances deposited onto
he capillary surface.

.2. Thermal lensing in surface-modified capillaries

The main goal of the section is to expose the differences
n blooming of the thermal lens for clean and surface-modified
apillaries. This would allow us to correlate the observed thermal-
ens signal with the real distribution of the absorbing substances
n the capillary. Corresponding changes in the analytical signal
re considered both from theoretical and experimental points of
iew.

.2.1. “Central” configuration
In the “central” configuration (the excitation beam is in the cen-

er of capillary, i.e. R0 is about zero), the energy absorbed by the
olution forms a heated zone with the temperature maximum at
he center of capillary (Fig. 3(a)). If heat is generated at a capil-
ary surface, two separate hotspots appear on opposite walls. This
esults in the formation of a temperature profile with the minimum
n the center of capillary where the probe beam passes (Fig. 3(b)).
esulting from the second spatial temperature derivative, Eq. (5),
hese thermooptical elements have opposite properties: the first
with a maximum) defocuses the probe beam giving a positive
hermal-lens signal, while the second (with a minimum) focuses
he probe beam giving a negative thermal-lens signal, Eq. (2). Thus,
n the “central” configuration, the resulting signal from a solution
nd a surface layer could be lower than that for the solution alone
r can even reach a negative value. This contradicts the results
f total absorbance calculation for surface modified capillary, Eq.
1).

Fig. 5 shows time-resolved signals calculated for surface-
odified capillary filled with solutions of different concentrations.

n the case when light absorption coefficients are equal for solution
nd surface layer (curve “50/50” at Fig. 5), the time-resolved curve
s identical to the one presented at Fig. 4(a). The superposition of
emperature profiles from the surface layer and solution distorts the
hape of thermal-lens signal curves; however, the predicted distor-
ion of the curves is in excellent agreement with the experimental
ata for capillaries with surface layers of 4-aminoazobenzene,
ig. 5(a) and (b).

For a surface-absorbing capillary, the calculated thermal-lens
ignals ϑsol+lay for different combinations of the layer and solution
bsorbances (i.e. the results of imaginary experiments) were fitted
s:

sol+lay = ϑsol − bLclay. (10)

ere, b is the slope of the calibration graph for the wall-
enerated thermal lens in the “central” configuration; L is the layer

hickness.

Thus, experimentally observed changes in thermal-lens sig-
al for the “central” configuration of spectrometer in the case of
urface-layer formation are proven by theoretical calculations. The
central” configuration of the spectrometer could be considered
isadvantageous for thermal-lens measurements in the case of sur-

ace light adsorption due to superposition of temperature profiles
ormed in the solution and at the capillary surface.
lary and surface layer, experimental data (the signal is scaled relatively to the curve
(1); and (3) theoretical calculations for the surface layer in solution filled capil-
lary (ratio for solution/surface linear absorption coefficients is 1/5, surface layer
thickness, L is 5 �m).

4.2.2. “Marginal” configuration
Fig. 3(c) shows temperature profile generated at capillary sur-

face in the “marginal” configuration (R0 = 50 �m for the capillaries
used). Here, the center of the probe-beam, axis r, does not go
through the minimum of temperature profile. Thus, one can expect
a positive thermal-lens signal in the “marginal” configuration with
the probe beam positioned at the center of the capillary, Eqs. (2)
and (5). In the frames of the used model, the following calibration
equation was fitted for the “marginal” configuration:

ϑsol+lay = ϑsol + dLclay. (11)

Here, d is the calibration slope for the “marginal” configuration of
the spectrometer. The calibration graphs were calculated for the
spectrometer (Table 1) by fitting a linear trend to a set of thermal-
lens signals calculated for capillaries with surface layers of different
light absorption. These data show that value of parameter d is higher
than that of parameter b, Eqs. (10) and (11), i.e. in the “marginal”
configuration of the spectrometer the surface coating produces a
thermal lens with a higher impact to the total signal of capillary
than in the “central” configuration.

Fig. 6 shows experimental and theoretical thermal-lens signals
for a surface-modified capillary at different spectrometer configu-
rations. This figure illustrates the technique developed for capillary
surface investigation. The change of spectrometer configurations is
made by a parallel shift of the excitation laser beam from one side
of capillary to another (the beam shift parameter changes in the
range from −100 to +100 �m). The thermal-lens signal as a func-
tion of the excitation-beam shift could comment the presence of
the adsorbed substances at capillary surface itself. The position of
the thermal-lens signal maximum correlates with the calculated
“marginal” configuration of the spectrometer, R0∼50 or −50 �m.
Thus, the theoretical description of the thermal-lens experiment
for different configurations of spectrometer explains the unusual
shape of the thermal-lens signal curve observed in the presence of
a surface layer [11].

The theoretical curve, Fig. 6, nicely fits the experiment; however,
the calculated width of the zone that corresponds to the “marginal”
configuration, is smaller than the experimentally obtained one.
This deviation might be due to the limitations of the theoretical

model used for the calculation of temperature profiles or it might
be related to the use of ray tracing for the excitation beam instead
of diffraction pattern calculations.

Fig. 6 exposes another interesting application of the technique
proposed. The formation of a strong thermal lens from the sur-
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ace layer in the “marginal” configuration of spectrometer simplifies
he investigation of adsorption in the presence of a light-absorbing

edium. As mentioned, the thermal-lens signal produced in a solu-
ion depends on the spectrometer configuration in the same way
s the total absorbance of solution, Fig. 2(b) (the curve for solution
nly), i.e. the thermal-lens signal from solution in “marginal” con-
guration is almost zero. That means that the surface layer produces
aximum thermal-lens signal in such a spectrometer configuration
here solution generated signal is minimum.

Thus, the theoretical calculations support our assumptions
hat light-absorbing substances can be determined directly at the
nner capillary surface. The conventional “central” configuration
f the spectrometer becomes disadvantageous in the case of a
ayer formation. The theoretical calculations and the experimen-
al data show that the new configuration is well suited for surface
ayer determinations; while the influence of the thermal-lens
ormation in solution is minimum. Still, with the theory devel-
ped one can estimate the results of the experiment only; the
ssumptions made to calculate the thermal-lens signal signifi-
antly decrease the accuracy of calculations. A check of the theory
ccuracy is complicated for it is hard to prepare a capillary with
n inner surface layer with a known absorbance or to determine
he absorbance of the layer in capillary alternatively without its
estruction.

.3. Analytical parameters of the technique proposed

The theoretical description of the thermal-lens experiment in
apillary provides a tool for interpretation of the experimental data
btained previously. Preparation of a surface standard is always
omplicated; thus, in this section the analytical characteristics
f the technique proposed are considered on the basis of the
stimations made for the previously obtained data [8,11]. The esti-
ation compares the experimental data to the thermal-lens signal

alculated a priori for an imaginary light-absorbing sample. The
alibration plot was constructed a priori with the theoretical data
nly, by the calculation of the thermal-lens signal for various linear
ight absorption coefficients of the layer at capillary surface with
respect given to the spectrometer configuration. Then, the linear

rend was fitted to the calculated data to achieve the calibration
lots (similar to Eqs. (10) and (11)) for the “central” and “marginal”
onfigurations. The coefficients, K and B, connecting the analytical
nd instrumental thermal-lens signals, Eq. (4) were calculated by
omparing experimental and theoretical thermal-lens signals for a
olution-filled capillary (“central” spectrometer configuration) and
urther used in all the calculations.

On the basis of calibration calculations, it is possible to estimate
oth the experimental data reported previously for the adsorption
f chromate ions in a 2,10-ionene layer on the capillary surface
11] and the data on adsorption of 4-aminoazobenzene at capil-
ary surface [12]. The absorbance of chromate in the surface layer
f 2,10-ionene was estimated to be at a level of 1×10−5 abs.
nits (a concentration of chromate of 0.5 M in a 5 �m thick 2,10-

onene layer). This value is by an order of magnitude lower than
he one obtained by the direct thermal lensing of quartz plates
oated with 2,10-ionene–chromate aggregates [11,20]. On the other
and, the data reported previously concern the maximum capacity
f 2,10-ionene layer; thus, the experimental data concerning the
dsorption of chromate agree well with those values which would
e expected from theoretical considerations.

In the model experiments with the 4-aminoazobenzene, the

nalyte was precipitating from solution at capillary surface upon
dsorption of laser radiation [12] (Section 3.3) that was used to
btain layers of different thicknesses at capillary surface. The range
f thermal-lens signals obtained in the “marginal” configuration of
pectrometer (from the surface layers) was extremely wide (from
a 78 (2009) 682–690 689

104 to 107 arb. units) [12]. The estimated range of absorbances for
the layers was in the range from 1×10−5 abs. units (adsorption in
the dark) to 5×10−3 abs. units (laser induced precipitation). These
calculations were provided for the “marginal” configuration of the
spectrometer by the use of a calibration Eq. (11) calculated for the
spectrometer considered (Table 1). The data observed are plausible
and do not contradict with the conditions of the experiment. These
data and the previously obtained linear calibration graph [12] for
4-aminoazobenzene precipitation at capillary surface in the flow
mode predict the linear range of the technique to be no less than
three orders of magnitude.

Estimation of the reproducibility for the technique proposed
is a complex task. Mainly this results from the absence of sur-
face standards and from irreproducibility of the layer formation.
This parameter is also affected due to photodecomposition and
laser-caused desorption of the layer from the surface [12]. Still,
the reproducibility was measured for layers of 4-aminoazobenzene
formed at a capillary surface by flushing a dye solution through
capillary (the “marginal” configuration; details of the experi-
ment are given elsewhere [12]; conditions could be considered
as an equilibrium between the adsorption and desorption of
4-aminoazobenzene). The relative standard deviation, sr, of the
thermal-lens signal was from 2 to 6% in the range of signals from 104

to 107 arb. units. Correlation coefficient of the calibration graph for
4-aminoazobenzene is 0.992 (P = 0.95, n = 6). Therefore, the repro-
ducibility of thermal lensing at an inner capillary surface is high
enough to propose the analytical application of the technique.

The locality of the proposed technique earns additional men-
tioning. There are two separate spots at a surface layer where the
excitation beam passes, Figs. 1 and 2(a). Assuming the excitation-
beam diameter to be constant in the capillary and ignoring a change
in the cross-section size for various coincidence angles, the total
capillary surface irradiated with the excitation beam is 44 �m2.
For a thickness of the surface layer of 5 �m, the volume, in which
the excitation laser beam is adsorbed, is about 0.2×10−12 L. In this
case, Fig. 3(c) shows that the thermal lens bloomed at capillary sur-
face occupies more than a half of capillary, i.e. the volume in which
analytical signal is generated is much larger.

Thus, the analytical parameters of the technique proposed for
the investigation of quartz capillary surface are close to those
for solution-absorption detection [1,2,4]. The interpretation of the
experimental data estimates the minimum light absorption of the
surface layer to be at a level of 1×10−5 abs. units.

5. Conclusions

The near-field thermal-lens detector with a crossed-beam con-
figuration developed for the detection in capillary electrophoresis
could be used to quantify solutes being adsorbed directly onto the
capillary surface or being absorbed by a thin layer (about 5 �m)
adsorbed onto the inner surface of a quartz glass capillary. The
quantitative determination of the surface layer light absorption
requires an excitation beam passing closely to the capillary sur-
face. In this configuration, the determination of the concentration
of the adsorbed solute in the surface layer is not disturbed by the
presence of a nontransparent solution in the inner capillary volume.
The interpretation of the experimental data is realized by compar-
ing the experimental data to the results of theoretical calculations
of temperature profile bloomed at the inner surface of quartz glass
capillary. The model experiments prove the accuracy of these cal-
culations. The minimum absorbance detectable was estimated to

be at a level of 1×10−5 abs. units.

The potential applications of the proposed technique include
the investigation of adsorption in quartz glass capillaries and study
of the interface-transfer or laser-induced processes at the capillary
interface. For capillary zone electrophoresis, the direct determina-
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ion of the layers at a capillary surface would obviously simplify
he description of the adsorption [9] and optimization of separa-
ion conditions [25]. It is promising for investigation of reactions
n capillary resulting in adsorption of the reaction products at a
apillary interface [12].
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a b s t r a c t

Chemically modified silica containing amidoamidoxime group was studied as a sorbent for solid-phase
extraction (SPE) and preconcentration of Cu(II) prior to determination by flame atomic absorption spec-
trometry (FAAS). The sorbent showed an extremely high selectivity towards Cu(II) in the pH range of
4–6, while the extraction of Pb(II), Cd(II), Ni(II) and Co(II) was low. The adsorption isotherm followed the
Langmuir model and the maximum sorption capacity of 0.0163 mmol Cu(II) g−1 was achieved. In the flow
eywords:
midoamidoxime
ilica
opper

system, Cu(II) was completely retained on a column containing 40 mg of the modified silica at the flow
rate of 4.0 mL min−1 and quantitatively eluted by 5 mL of 1% (v/v) HNO3. No interference from Na+, K+,
Mg2+, Ca2+, Cl− and SO4

2− at 10, 100 and 1000 mg L−1 was observed. When applied for preconcentration
and determination of Cu(II) in tap water, pond water, and seawater, the recoveries were 96, 101, and 95%,

recisi
reconcentration
AAS

respectively, with high p
limit (9 �g L−1).

. Introduction

Copper is one of the essential elements that are required
o maintain the normal structure, function, and proliferation of
ells. However excessive amount of copper can cause abnormal
etabolism [1]. Copper ion in the environment can contaminate

nd accumulate in living system. Thus the selective extraction of
opper ion in hydrometallurgy [2,3] as well as its determination in
arious samples becomes important [4–7].

Many regulations including standard and reference methods for
he determination of heavy metals have been announced. A flame
tomic absorption spectrometry (FAAS) is widely employed in the
etermination of heavy metals due to the ease of operation and low

nstrument and operation cost. However, direct determination of
ltratrace level heavy metals presented in environmental samples

s difficult because their amount is always lower than the detection
imit of instruments and in addition, the problem of nonsuitable

atrix occurs. These limitations can be overcome by applying a
lean up and/or preconcentration step prior to the determination
tep [8]. Generally, the separation and preconcentration techniques
nclude liquid–liquid extraction (LLE) [9] and solid-phase extrac-

ion (SPE) [10,11]. The SPE technique has been widely used because
f many advantages, compared to LLE, such as less waste genera-
ion, less matrix effect, higher potential for the reuse of solid phase,
igher preconcentration factor and no requirement of toxic solvent.

∗ Corresponding author. Tel.: +66 2 218 7607; fax: +66 2 2541309.
E-mail address: iapichat@chula.ac.th (A. Imyim).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.017
on (% relative standard deviation (R.S.D.) < 4) and low method detection

© 2009 Elsevier B.V. All rights reserved.

On the other hand, the drawback of solid sorbents used in SPE is
the lack of selectivity [12], which leads to high interference from
concomitants. Silica gel has been widely used as a solid support
for metal extraction in the SPE technique due to its high poros-
ity, hydrophilicity and ease of surface modification. For this reason,
much chemically modified silica has been developed [13].

Silica gel surface can be modified by two ways: organic func-
tionalization [4,11,14–17], where the modifying agent is an organic
molecule acting as a chelating ligand and inorganic functional-
ization [18], in which the group anchored on the surface can be
organometallic composite or inorganic compounds such as metallic
oxides [19]. From the literature, most inorgano-functionalized silica
had low selectivity towards heavy metals [19,20]. Thus, the organo-
functionalized silica has attracted greater interests [13]. The most
convenient way of chemical modification of silica is achieved by
covalently binding of the organic molecule to silica matrix. In order
to obtain a selective metal extraction, an appropriate organic chelat-
ing ligand should be carefully selected. Many authors reported
the use of chelating ligands functionalized onto silica for metal
ion extraction and preconcentration; for example, 5-formyl-3-(1′-
carboxyphenylazo) salicylic acid was used for Cd(II), Zn(II), Fe(III),
Cu(II), Pb(II), Mn(II), Cr(III), Co(II) and Ni(II) extraction from natural
water [11]. 1,8-Dihydroxyanthraquinone was used for Pb(II), Cd(II)
and Zn(II) extraction from tap, river and underground water sam-

ples [14]. 4-Amino-3,5,6-trichloropicolinic acid (picloram) has been
used for divalent cations (Cu, Ni, Zn, and Cd) adsorption from aque-
ous solutions [21]. Quinolinol was immobilized on silica surface
for enrichment of trace metal ions like Cu(II), Ni(II), Co(II), Fe(III),
Cr(III), Mn(II), Zn(II), Cd(II), Pb(II), and Hg(II) [22]. 2-Aminothiazole
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ilica was used for preconcentration of Cu(II), Zn(II), Ni(II), and Fe(II)
rom gasoline [23]. Hydroxyquinoline-functionalized silica was also
eported for preconcentration of Mn(II), Co(II), Ni(II), Cu(II), Zn(II),
b(II), Cr(III) and Cd(II) from seawater sample. Recently, our group
eported the use of aminothioamidoanthraquinone for preconcen-
ration of Pb(II), Cu(II), Ni(II), Co(II) and Cd(II) from tap and surface
ater samples without interfering by natural coexisting cations and

nions [24].
However, the literature results showed that the modified sil-

ca still have low selectivity towards Cu(II). Some authors have
ttempted to improve the selectivity of silica gel as follow; da
ilva et al. [4] reported the use of 3(1-imidazolyl)propyl silica for
he extraction of Cu(II) from potable and surface water in which
he concentration of K+, Na+ and Ca2+ higher than 100 mg L−1 and
ther elements at 10 mg L−1 affected the extraction efficiency. This
esearch thus focused on the use of the chemically modified silica
ontaining amidoamidoxime group for a highly selective solid-
hase extraction and preconcentration of Cu(II) for improving the
etection limit of the determination by flame atomic absorption
pectrometry. The amidoxime functional group was chosen due
o its adsorption capacity and selectivity towards some metal ions
25–29]. The performance was evaluated by applying the proposed

ethod to the determination of Cu(II) in a variety of water samples.

. Experimental

.1. Apparatus

A cross polarization–magic-angle spinning (CP/MAS) nuclear
agnetic resonance spectrometer (NMR, DPX-300 Brucker

iospin), a CHNS/O analyzer (PE 2400 Series II PerkinElmer), a
ourier transform infrared spectrometer (FT-IR, Nicolet Impact
10), a simultaneous thermal analyzer (STA, 409 Netzsch) and a
pecific surface area analyzer (Thermofinnigan Sorptomatic1990
sing the BET equation) were used for the characterization of the
odified silica products.
A flame atomic absorption spectrometer (PerkinElmer model

Analyst100) equipped with hollow cathode lamps was used with
he recommended condition. The instrumental parameters are the
ollowing: the wavelengths used were 324.8, 228.8, 240.7, 283.3,
nd 232.0 nm with the hallow cathode lamp current 15, 4, 30, 10 and
5 mA for Cu, Cd, Co, Pb, and Ni, respectively, the slit widths were
.7 nm for Cu, Cd and Pb, and 0.2 nm for Ni and Co, the air flow rate
as 10 L min−1 and the acetylene flow rate was 3 L min−1. The limit
f detection values are 0.02, 0.02, 0.02, 0.45, and 0.06 mg L−1 for Cu,
d, Co, Pb, and Ni, respectively. The pH measurements were con-
ucted by a pH meter Hanna instruments model pH 211 calibrated
gainst two standard buffer solutions, pH 4.0 and 7.0. The column
ystem consisted of an ISMATEC peristaltic pump furnished with
ygon tubes R 3607 (2.79 mm i.d., 0.86 mm wall thickness) and a
aboratory-made adsorption minicolumn (2.79 mm i.d., 2.0–3.5 cm
ength) packed with 40 mg of sorbent.

.2. Materials and reagents

All solutions were prepared using 18 M� cm−2 ultrapure water.
tandard and working metal solutions (BDH Laboratory Supplies)
ere prepared by stepwise dilution of 1000 mg L−1 stock standard

olution. All reagents were of analytical grade and used without
urther purification.
.3. Preparation of sorbent

Amidoamidoxime-functionalized silica (Ami-SiO2) was pre-
ared by our on-solid-phase synthesis method. A portion of
5 g of silica gel (Merck, 60 mesh) was placed in a 250 mL
78 (2009) 1004–1010 1005

two-neck round bottom flask, dried toluene (150 mL) and then
3-aminopropyltriethoxysilane (10 mL) were added. The mixture
was refluxed under nitrogen atmosphere for 24 h. The solid was
separated and washed with dichloromethane (250 mL×3). The
product was notated as AP-SiO2. The AP-SiO2 (20 g) was then trans-
ferred into a new 250-mL round bottom flask, and dried toluene
(150 mL) and methyl cyanoacetate (6.2 g, 62.8 mmol) were added.
The mixture was refluxed under nitrogen atmosphere for 24 h.
The solid was separated and washed with ethanol (100 mL×3)
and dichloromethane (200 mL×2). The product was notated as
CA-SiO2. The CA-SiO2 (20 g) was transferred into a new 250-mL
round bottom flask; ethanol (75 mL) and hydroxylamine hydrochlo-
ride solution (4.6 g, 67.15 mmol, H2NOH·HCl + 2.7 g, 67.2 mmol
NaOH in 75 mL distilled water, pH adjustment by conc. HCl to
pH 7) were added. The mixture was refluxed under nitrogen
atmosphere for 24 h. The solid was separated and washed with
water (250 mL×3), ethanol (250 mL×2), and dichloromethane
(250 mL×3), and finally air-dried for 3 h at ambient temperature.
The Ami-SiO2 was obtained.

Starting silica gel, AP-SiO2, CA-SiO2, and Ami-SiO2 were vacuum
dried, kept in a desiccator and characterized by elemental analy-
sis, 13C NMR, FT-IR, thermogravimetric analysis and specific surface
area analysis.

2.4. Extraction procedure

Two extraction methods, i.e. batch and column were used to
optimize the operational parameters. The batch method was used
to evaluate thermodynamic parameters, while the column method
was used to investigate kinetic parameters.

2.4.1. Batch method
The effect of solution pH, extraction time and adsorption

isotherm were evaluated by batch method. A suspension of 20 mg
of Ami-SiO2 in 5 mL of each metal ion solution previously adjusted
the pH to 1–6 (5.0 mg L−1 of Cu(II), Co(II), Ni(II), 10.0 mg L−1 of
Pb(II), and 2.0 mg L−1 of Cd(II)) was mechanically stirred at room
temperature for 5–60 min. Before extraction, the solution pH was
adjusted by using 1% (v/v) HNO3 and 1% (w/v) KOH. The adsorption
isotherm experiment was conducted at 25±1 ◦C. After the extrac-
tion, the suspension was separated by centrifugation at 3500 rpm
for 5 min. The residual metal concentration in the supernatant was
determined by FAAS. All experiments were performed with three
replicates of each item.

2.4.2. Column method
The column method was used to define an optimum condition

for the sorption and desorption of the metals ions. The eluate was
collected and then injected to FAAS. The effect of loading flow rate,
concentration of stripping solution, sample volume and interfering
ions were evaluated in triplicate. The minicolumn was prepared by
using 40 mg of Ami-SiO2. The Cu(II) solutions were adjusted to pH
range 4–5 before passing through the minicolumn at a controlled
flow rate. The sample volume was 5.0 mL for the study of the effect
of loading flow rate and it varied from 5 to 100 mL for the study of
the effect of sample volume. The sorbed Cu(II) ions were desorbed
by passing 5 mL of 1% (v/v) HNO3 at flow rate 0.5 mL min−1. The
amount of Cu(II) in the eluate was determined by FAAS.

2.5. Application to real sample
Tap water was collected and used without filtration from tap
water supply at Mahamakut Building, Chulalongkorn University.
Surface water and seawater samples were collected from Chula-
longkorn University Pond and Bangsan Sea, Chonburi Province,
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m and structure of Ami-SiO2.
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SiO2 shows three stages of weight loss. The first one is similar to
that of pure silica with 5% weight loss, following by 12% weight
loss around 210–620 ◦C corresponding to the loss of the organic
groups which are aminopropyl and amidoamidoxime groups. This
Fig. 1. 13C NMR spectru

espectively, by grab sampling method in a 5-L polyethylene bot-
le (10 cm depth from the surface). The samples were first filtrated
hrough glass fiber, followed by 0.45 �m cellulose nitrate mem-
ranes (Millipore). The accuracy of the method was evaluated by
piking 5 �g of Cu(II) in to 100 mL of sample volume (6 replicates).
he solution flow rate was 4.0 mL min−1. The sorbed Cu(II) was
luted with 1% (v/v) HNO3 at flow rate 0.5 mL min−1.

. Results and discussion

.1. Characterization of the sorbent

In the modification stage, starting silica gel was initially acti-
ated with 3-aminopropyltriethoxysilane. Then, the amine group
eacted with methyl cyanoacetate to form amide linkage. The
yano group could be readily reduced by using hydroxylamine
ydrochloride to form amidoxime group. The product was called
midoamidoxime silica (Ami-SiO2). The novel modified silica was
haracterized by solid-state 13C NMR to confirm that the struc-
ure of organic moieties being present on the silica surface
Fig. 1). The 13C NMR signals are: 170 (NCOCH2), 163 (CH2CNH2),
51 (OCCH2CN), 42 (HNCH2CH2), 21 (CH2CH2CH2), and 10 ppm
CH2CH2OSi). The elemental analysis in each synthetic step is
hown in Table 1. The results from Table 1 show the difference of
C, %H and %N in each step indicating the variation of the organic
oieties. The C, H and N content appeared in AP-SiO2 indicating

he successful aminopropylation reaction. The increase of C and
content in CA-SiO2 indicated that the cyano group (–C N) was

ttached to AP-SiO2. In the final step, the increase of H content and
he decrease of C and N content in Ami-SiO2 indicated that the

yano moiety was converted to amidoxime group (–C(NH2)NOH).
he absorption bands of Ami-SiO2 by FT-IR (KBr disk) exhibit as
ollows (Fig. 2): �(cm−1) = 3000–3400 (O–H and –NH2 stretching),
660 (C N stretching), 1552 (N–H bending, C–N stretching), 1081
Si–C stretching), and 800 (Si–O stretching). The TGA curve of the

able 1
lemental analysis.

ample C (%) H (%) N (%)

iO2 0.05 0.01 0.06
P-SiO2 5.89 0.98 2.35
A-SiO2 9.07 1.06 3.85
mi-SiO2 5.97 1.57 2.76
Fig. 2. FT-IR spectra of silica and derivative silica.

starting silica shows only one mass change around 25–210 ◦C. This
mass loss becomes the loss of the remaining absorbed water. The
TGA curves of AP-SiO2 and Ami-SiO2 are showed in Fig. 3. Ami-
Fig. 3. TGA curves of AP-SiO2 and Ami-SiO2.
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Fig. 4. Effect of pH solution on sorption efficiency of Ami-SiO2 (n = 3).

bservation shows that the organic part was immobilized on the
ilica.

The specific surface area (SBET) of silica was obtained by nitrogen
dsorption method. The SBET of Ami-SiO2 of 300.3 m2 g−1 is smaller
han that of non-functionalized silica gel (SBET = 421.1 m2 g−1). A
ecrease in SBET is probably due to the presence of the organic moi-
ties that can block the access nitrogen to the silica base. The BJH
verage pore diameter of Ami-SiO2 is 57.1 Å.

.2. Extraction study

.2.1. Batch method
The solution pH and the contact time are ones of the most impor-

ant factors controlling the limit of extractability of metal ions. The
ffect of pH and contact time on sorption was studied by batch
ethod. The adsorption efficiency is reported in term of the amount

f sorbed metal per weight unit of sorbent (mg M/g silica).

.2.1.1. Effect of pH on metal extraction. The solution of Cu(II)
mg L−1, Pb(II) 10 mg L−1, Cd(II) 2 mg L−1, Co(II) 5 mg L−1 and Ni(II)
mg L−1 was adjusted to appropriate pH with the range of 1–6 with
0 min extraction time. The results are shown in Fig. 4. Only Cu(II)
as retained on the sorbent at pH≥4, on the other hand Pb(II),
d(II), Co(II) and Ni(II) were less retained at a small amount in
he interval pH range of 1–6. This result indicated that amidoami-
oxime silica had a highly specificity towards Cu(II) at pH 4–6.
owever, in strong acid solutions (pH≤3), the sorbent surface could
e positively charged due to the protonation of N atoms, which can-
ot bind with metal cations. The possible reason for such a high
electivity for Cu(II) is mainly based on the Cu–amidoamidoxime
omplex is more stable than other metal–amidoamidoxime com-

lexes. From Fig. 3, the other transition metal ions do not interfere
he extraction of Cu(II) if the pH of the solution are controlled at
H 4–6. This observation agrees with the Irving–Willium series,
(Mn2+) < K(Fe2+) < K(Co2+) < K(Ni2+) < K(Cu2+) > K(Zn2+), that origi-
ates from a combination of ligand-field effects and the Jahn–Teller

Fig. 5. Proposed extraction of Cu(II) by forming a dimeric pseud
78 (2009) 1004–1010 1007

distortion of d9 Cu(II) ion [30]. Compared to our previous publica-
tion [24], this Ami-SiO2 is apparently more selective towards Cu(II)
than aminothioamidoanthraquinone-functionalized silica which
has two possible binding sites (N2S and OS moieties). We propose
that two amidoamidoxime moieties could hydrogen bond to form
a pseudomacrocyclic system and Cu(II) would form a dimeric pseu-
domacrocyclic complex with N2O2 donor accompanied by ligand
deprotonation as shown in Fig. 5. In addition our proposed mode
of chelation is similar to the N2O2-type Schiff base extractants,
reported by Fathi et al. [2], which are selective for Cu(II). This will
allow Cu(II) to be back-extracted from the complex; indeed extrac-
tion into acidic solution protonates the ligand and releases Cu(II)
ions, known as pH-swing method. Therefore, pH range 4–6 was cho-
sen for further extraction experiments and the sorbed Cu(II) would
be back-extracted in a pH≤3 solution.

3.2.1.2. Effect of extraction time. In this study, the extraction time
was varied from 5 to 60 min. A model solution consisting of 5 mL of
5 mg L−1 Cu(II) at pH 4.5 was used for all experiments. The extrac-
tion time required for reaching extraction equilibrium was fairly
rapid. The fast extraction rate indicates that the sorbent is highly
suitable for the preconcentration of trace Cu(II) from aqueous solu-
tion. This behavior indicates that Cu(II) ion has a good accessibility
through the chelating sites on the modified silica and the binding
constant between the metal ion and the amidoamidoxime group
immobilized on the silica surface is possibly high [19]. According to
this result, it is suitable for applying the sorbent in a flow system
where shorter extraction time or faster adsorption is required.

3.2.1.3. Adsorption isotherms. In this experiment, adsorption ther-
modynamic parameters of Cu(II) ion onto the sorbent surface were
investigated. The adsorption behavior of the metal ions by Ami-
SiO2 at equilibrium condition can reveal the adsorption mechanism.
Sorption is a physical and/or chemical process in which a substance
is accumulated at an interface between liquid and solid phases. A
number of different equations can be used to predict theoretical
adsorption capabilities for different adsorbents. Among the adsorp-
tion models, Langmuir isotherm equations have widely been used
to predict adsorption capabilities of metals on the solid sorbent
[20].

Langmuir proposed the first isotherm model which assumed
monolayer coverage of the adsorbent surface. The most commonly
used expression of the Langmuir equation for describing adsorption
data for solid–liquid systems is the following equation:

Nf =
bNs

f
C

(1)
The linearized expression of this equation is

C

Nf
= 1

bNs
f

+ C

Ns
f

(2)

omacrocyclic complex with the amidoamidoxime moiety.
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with the acceptable recovery range [33]. The breakthrough volume
was experimentally evaluated by using the model solutions con-
taining a constant amount of Cu(II) at 12.5 �g in different volumes
of solution varying from 5 to 100 mL with the loading flow rate
Fig. 6. (a) Adsorption isotherm and (b) L

This equation is called the “Double-Reciprocal Langmuir Equa-
ion” and more suitable for situations in which the distribution of
quilibrium concentrations tends to be skewed towards the lower
nd of the range of the equilibrium concentrations. Given that Nf is
he amount or concentration of the solute adsorbed (mol) per gram
f modified silica, C is the equilibrium concentration of the metal
on in mol L−1, b is equal to Keq/a, where a represents the activity of
he solvent in solution and Ns

f
is the maximum sorption capacity of

he sorbent.
The working condition was evaluated at the optimum pH and

xtraction time at 25±1 ◦C in batch method. The concentration of
u(II) was varied from 5 to 100 mg L−1. The plot of C versus Ns

f
and

versus C/Ns
f

is shown in Fig. 6. The linear least square fit gave

correlation coefficient (r) of 0.9964, b value = 0.36×104 L mol−1

nd Ns
f
= 1.6× 10−4 mol g−1. These results indicated the adsorp-

ion of Cu(II) ion followed Langmuir-type adsorption mechanism,
hemisorptions occurred from directly coordination of Cu(II) on
midoamidoxime moiety [21]. The main characteristic of the
xperiment corresponding with Langmuir model was monolayer
overage of metal ions on the silica surface. Other mechanisms such
s precipitation and second adsorption on the first layer did not
ccur. The Ns

f
value of our sorbent is greater the Ns

f
values of unmod-

fied silica gel, which are 3.6×10−5 and 8.2×10−6 mol g−1, reported
y Chiron et al. [31] and Tran et al. [32], respectively. In addition, our
orbent has a greater affinity for Cu(II) than unmodified silica gel.

.2.2. Column method
Cu(II) solution was passed trough a minicolumn packed with

ertain amount of Ami-SiO2 and equipped with a peristaltic pump
o control the solution flow rate. The effects of loading flow rates,
orbent amount, eluent concentration, sample volume, and inter-
ering ions were investigated and discussed as follows.

.2.2.1. Effect of loading flow rates and sorbent amount. In the flow
ystem, solution flow rate is a critical parameter [22]. The time must
e enough for complete extraction of the metal ions but should
e short enough for an efficient preconcentration step in sample
rocessing. The extraction of 5.0 mL of 5.0 mg L−1 Cu(II) solution
y Ami-SiO2 column was studied at different flow rates ranging
rom 0.5 to 6.0 mL min−1. The results are illustrated in Fig. 7. In the
xperiment using 20 mg of Ami-SiO2 (upper curve), the extraction

fficiency was decreased rapidly while increasing the solution flow
ate. When the silica amount was increased to 40 mg, the extrac-
ion capacity was independent from the solution flow rate in the
tudy range (see Fig. 7, lower curve). Therefore, the flow rate in the
ange of 4.0 mL min−1 and 40 mg of Ami-SiO2 was chosen for next
xperiments.
ir adsorption plot of Cu(II) on Ami-SiO2.

3.2.2.2. Effect of eluent concentration. Nitric acid was chosen as
a striping or back-extraction solution. An acid solution has been
widely used for the elution of metal ions from a sorbent due to the
protonation at a chelating site of the sorbent. Nitric acid is com-
monly suitable and hence replaces the metal ions from binding
sites; moreover this acid does not interfere in the subsequent deter-
mination by FAAS. The suitable acid concentration is another impor-
tant factor. Too dilute concentration may not be enough for com-
plete protonation. On the other hand, high concentration may con-
taminate the sample and cause the problem in determination step.

The solution of 2.5 mg L−1 Cu(II) was passed through a minicol-
umn at flow rate 4.0 mL min−1. The minicolumn was desorbed by
5.0 mL of 1, 3, 5 and 7% (v/v) of ultrapure HNO3 solution with a
flow rate of 0.5 mL min−1. This flow rate was chosen to ensure the
elution equilibrium. The experimentally observed recoveries (mean
value± confidence interval at 95%, n = 3) were 96±1, 97±2, 97±1,
and 95±4% when using 1, 3, 5 and 7% (v/v) HNO3, respectively. The
overall stripping efficiencies were not significantly different (pair
t-test, ˛ = 0.05). Therefore, 1% (v/v) HNO3 was chosen as a striping
solution.

3.2.2.3. Effect of sample volume. An important parameter in SPE
is the breakthrough volume, which is the maximum sample vol-
ume that should percolate through a given mass of sorbent after
which an analyte starts to elute from the sorbent resulting in non-
quantitative recoveries. In other words, breakthrough volume is
the maximum solution volume that the analyte can be retained
Fig. 7. Effect of solution loading flow rate using modified silica 20 and 40 mg (n = 3).
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Table 2
Effect of interfering ions on % extractiona.

Concentration (mg L−1)

10 100 1000

No interfering ion 88 ± 5

Interfering ions
Na+ 91 ± 12 97 ± 2 107 ± 2
K+ 92 ± 15 108 ± 7 105 ± 2
Mg2+ 92 ± 5 107 ± 5 104 ± 2
Ca2+ 102 ± 3 107 ± 3 103 ± 2
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Table 3
Recovery at various initial concentrations.

Initial concentration (�g L−1) % recoverya

4 34 ± 29
9 83 ± 25

18 86 ± 14

T
C

S

T

P

S

N

Cl− 98 ± 2 100 ± 2 103 ± 2
SO4

2− 101 ± 2 102 ± 3 106 ± 2

a Mean value± confidence interval at 95%, n = 3.

f 4.0 mL min−1 and 40 mg of Ami-SiO2. The extraction percentage
mean value± confidence interval at 95%, n = 3) were 98±3, 98±5,
0±5, 90±2, and 88±5% when using the sample volume of 5.0,
0.0, 25.0, 50.0, and 100.0 mL, respectively.

The results indicated that good and satisfied recoveries were
eached for all the solution volumes in the study range and break-
hrough did not occur in this sample volume range.

.2.2.4. Effect of interfering ions. In the view of high selectivity pro-
ided by FAAS, the only interferences studied were those related to
he preconcentration step. Therefore in this experiment, the speci-
city of Ami-SiO2 towards Cu(II) in the presence of the other cations
nd anions was investigated. The hypothesis was initially that the
nterferents might decrease the extraction efficiency of the analyte.
he choice of cations and anions was based on their major natural
bundance. A binary mixture (100 mL) between 12.5 �g of Cu(II)
nd each interfering ion, i.e. Na+, K+, Mg2+, Ca2+, Cl−, and SO4

2− in
hree concentration levels (10, 100 and 1000 mg L−1) was extracted
y the column method. The ionic salts used were nitrate or sodium
alts. The results are shown in Table 2. The overall % extractions
btained are in the similar order (ranging from 91 to 108%). These
esults indicated that all studied interfering ions did not affect
he extraction efficiency of Cu(II). In contrast all the % extraction
btained was higher than that obtained in a noninterfering system
88±5%).

.3. Method detection limit and linear range of the proposed
ethod
The linearity of an analytical method is an important parameter
or a new or developing method. This parameter allows users to
now the working concentration range. The method detection limit
s usually determined by decreasing metal concentration following
y the SPE process until the signal of FAAS disappears. The lowest

able 4
oncentration and recovery of Cu(II) in water samples (100 mL).

ample Added (�g) Proposed method

Founda (�g) Recoveryb (%)

ap water – ND –
5 4.8±0.1 96

ond water – ND –
5 5.0±0.2 101

eawater – ND –
5 4.7±0.1 95

D = not detectable.
a Mean value± confidence interval at 95%.
b Mean value, n = 6.
c Mean value, n = 3.
54 93 ± 8
91 88 ± 6

a Mean value± confidence interval at 95%, n = 3.

concentration that still gives an acceptable recovery is defined as
method detection limit.

The linear range of our proposed method was studied in the
concentration range of 4–91 �g L−1 of the solution volume 100 mL.
The recoveries were reported in Table 3. At 4 �g L−1 of Cu(II), this
method gave an inacceptable recovery of 34±29%. Thus the method
detection limit was proposed at around 9 �g L−1 with 83% recovery
and 12% relative standard deviation (R.S.D.) and preconcentration
factor is 20. This method can be applied in the concentration range
of 9–91 �g L−1.

3.4. Determination of Cu(II) in water samples

All of the previously determined optimum parameters were
taken into account in the preconcentration of Cu(II) in real sam-
ples. Actually, Cu(II) ion is present in a trace level along with various
substances such as alkali and alkali earth ions, organic matter,
and humic acid. Then these substances were an obstacle in the
determination of heavy metal. The performance of the proposed
method was evaluated using the recovery of the spiked samples.
The recoveries and R.S.D. of six replicates were considered in order
to determine the accuracy and precision of the method.

Three kinds of water samples tested were tap water, natural
pond water, and seawater. The results were shown in Table 4.
The concentrations of Cu(II) in the samples were lower than the
method detection limit. The recovery of Cu(II) in tap water, Chula-
longkorn University pond water and seawater, were 96, 101, and 95,
respectively. All of the recoveries of each sample types were in the
acceptable range [33]. The recoveries in all samples are remarkably
high. This may indicate the high selectivity of the synthetic sorbent
towards Cu(II) ion. Other metal ions as well as other substances
present in the sample could probably not compete with Cu(II) ion
in adsorption process. The R.S.D. being less than 4% indicates that

the developing method is highly precise. The data obtained from
the proposed method were compared with those obtained from
the US-EPA method [34]. No significant difference was found for
pond water and seawater (pair t-test, ˛ = 0.05) and for tap water
(pair t-test, ˛ = 0.01).

US-EPA method [33]

R.S.D. (%) Founda, �g Recoveryc (%) R.S.D. (%)

– 1 – –
3 5.4±0.1 107 3

– ND – –
4 5.2±0.1 104 2

– ND – –
2 4.8±0.0 96 1
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. Conclusions

The newly functionalized silica with amidoamidoxime group
Ami-SiO2) was successfully synthesized and applied for the selec-
ive preconcentration of Cu(II) ion from aqueous solution. The
xperimentally observed extraction results confirmed the selectiv-
ty of the modified silica towards Cu(II) ion. The effects of parame-
ers influencing the extraction efficiency such as the pH of solution,
he contact time, and the sorption capacity were investigated by
atch method. The column system was also investigated to obtain
he optimum conditions for the extraction and elution of the metal
on. The proposed method can be applicable for the determination
f trace Cu(II) ion in a variety of water samples with low method
etection limit, high accuracy (% recovery ranging from 96 to 101)
nd high precision (% R.S.D. ranging from 2 to 4). These results are
n accordance with those obtained by the standard method.
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a b s t r a c t

CAD (charged aerosol detector) has recently become a new alternative detection system in HPLC. This
detection approach was applied in a new HPLC method for the determination of three of the major statins
used in clinical treatment—simvastatin, lovastatin and atorvastatin.

The method was optimized and the influence of individual parameters on CAD response and sensitivity
was carefully studied. Chromatography was performed on a Zorbax Eclipse XDB C18 (4.6 mm×75 mm,
3.5 �m), using acetonitrile and formic acid 0.1% as mobile phase. The detection was performed using both
eywords:
torvastatin
ovastatin
imvastatin
PLC
AD

CAD (20 pA range) and DAD (diode array detector—238 nm) simultaneously connected in series. In terms
of linearity, precision and accuracy, the method was validated using tablets containing atorvastatin and
simvastatin.

The CAD is designated to be a non-linear detector in a wide dynamic range, however, in this appli-
cation and in the tested concentration range its response was found to be perfectly linear. The limits of

ere
harmaceutical analysis quantitation (0.1 �g/ml) w

. Introduction

The CAD (charged aerosol detector) belongs among univer-
al detectors and it operates independent of the physiochemical
nd spectral properties of non-volatile analytes. The eluent of the
hromatographic system is first nebulized using a flow of nitro-
en. Created droplets are dried in a drift tube to remove mobile
hase, producing analyte particles. A secondary stream of nitrogen
ecomes positively charged as it passes through a high-voltage,
latinum corona wire. The charged nitrogen is then mixed with
he stream of analyte particles where the charge migrates to ana-
yte. Charged analyte particles proceed to a collector region where

highly sensitive electrometer produces a signal that is propor-

ional to the weight of sample present, independent of chemical
tructure [1,2]. Recently CAD has been used in the analysis of tri-
cylglycerols [3], synthetic polymers [4] in analysis of squalene,
holesterol and ceramide [5] and in analysis of lipids [6]. Phar-

∗ Corresponding author. Tel.: +420 495067345; fax: +420 495067164.
E-mail address: novakoval@faf.cuni.cz (L. Nováková).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.057
found to be two times lower than those of UV detection.
© 2009 Elsevier B.V. All rights reserved.

maceutical applications of CAD are very rare, it appears only two
papers have been published [7,8]. Brunelli et al. coupled CAD to
supercritical fluid chromatography in the analysis of a model stan-
dard mixture of theophylline, testosterone, cortisone, naproxen,
sulfadimidine, sulfamerazine, sulfamethoxazole, sulfaquinoxaline
and sulfamethizole [7]. The CAD has been found to achieve a higher
level of sensitivity than other universal detectors, such as ELSD or
RI. The second paper compared the performance of ELSD and CAD
in pharmaceutical analysis, also using standard mixtures of azole
derivatives and some other compounds [8]. Practical applications
in the field of pharmacy, using CAD on drug formulations, are still
missing.

Statins drugs are commonly used for the treatment of several
forms of hypercholesterolemia. They possess high effectiveness in
reducing total cholesterol and low-density lipoprotein (LDL) choles-
terol levels in human body. Statins are able to significantly reduce
the morbidity and mortality associated with coronary heart disease,

as demonstrated in numerous clinical trials [9–12]. Statins include
natural (lovastatin), semi-synthetic (simvastatin, and pravastatin)
as well as synthetic compounds (fluvastatin, atorvastatin, cerivas-
tatin, rosuvastatin and pitavastatin). They are potent specific and
competitive inhibitors of 3-hydroxy-3-methlyglutaryl coenzyme A
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Fig. 1. Chemical structures of sim

HMG-CoA) reductase, which is a key enzyme that catalyzes the
onversion of HMG-CoA to mevalonate. This is an early rate-limiting
tep in the cholesterol biosynthetic pathway [9,13,14].

Simvastatin and atorvastatin are two of the most commercially
ommon drugs available as pharmaceutical formulations used for
he clinical treatment of hypercholesterolemia. Structures can be
een in Fig. 1. The determination of drugs is a multi-disciplinary
ask. During the drug manufacturing process there is a need for
nalytical methods of quality control to discover any impurities.
io-analytical methods are necessary for the clinical trials, for ther-
peutic drug monitoring and individual dosage scheme adjustment.
ecently there has been a lot interest in monitoring pharmaceutical
esiduals in the environment, outlining a need for environmentally
ocused analytical methods. It is important to note, that higher sen-
itivity and selectivity is needed for the majority of bio-analytical
r environmental methods.

High performance liquid chromatography (HPLC) together with
arious types of detection – UV (ultraviolet), FD (fluorescence detec-
ion) and MS (mass spectrometry) – is the technique of choice
uring pharmaceutical QC method development. Analytical meth-
ds, used for the determination of simvastatin and atorvastatin,
ere recently reviewed by our group [15]. In pharmaceutical appli-

ations UV detection was most commonly used. Identification of
mpurities in simvastatin the bulk drug and tablets was done by
uletic et al. [16] using LC–MS/MS approach. The simvastatin assay

n the tablets was determined by HPLC–UV by Malenovic et al. using
icroemulsion eluent [17]. The analytical method for HPLC–UV

etermination of group of five statins (atorvastatin, lovastatin,
ravastatin, rosuvastatin and simvastatin) was developed by Pasha
t al. [18]. Erturk et al. used a simple HPLC–UV method to determine

torvastatin and impurities in both the bulk drug and tablets forms
19]. A similar method to determine atorvastatin without impu-
ities was achieved by Altuntas et al. [20]. Atorvastatin together
ith amlodipine, in combined commercial tablets was also deter-
ined by HPLC–UV by Mohammadi et al. [21]. CAD coupled to
tin, lovastatin and atorvastatin.

HPLC however, has not yet been used in pharmaceutical applica-
tions with drug formulations. The aim of this study was to develop
and validate a new method for the determination of atorvastatin
and simvastatin in real tablet samples using CAD. The results gen-
erated would then be compared with those obtained using UV
detection.

2. Experimental

2.1. Chemicals and reagents

Working standards of simvastatin (97%, HPLC), lovastatin (98%,
HPLC) and atorvastatin were used during this study. The first two
were obtained from Sigma–Aldrich (Prague, Czech Republic), while
atorvastatin was obtained from Zentiva (Prague, Czech Republic).

The composition of drug formulations was as follows:
simvastatin (excipients: butylhydroxyanisol, ascorbic acid, cit-
ric acid, microcrystallic cellulose, magnesium stearate, lactose,
hypromelose, titanium oxide, talc and ferric oxide). Atorvastatin
drug formulation contained excipients as follows: calcium carbon-
ate, microcrystalic cellulose, lactose, polysorbate, hyprolose and
magnesium stearate.

Both the formic acid, reagent grade, and the acetonitrile, HPLC
gradient grade, were purchased from Sigma–Aldrich. HPLC grade
water was prepared by Milli-Q reverse osmosis Millipore (Bedford,
MA, USA) and it meets European Pharmacopoeia requirements.

2.2. Chromatography

A Shimadzu Prominence LC 20 system (Shimadzu, Kyoto, Japan)

was used to perform all of the analyses. The instrument was
equipped with a column oven SIL-20 AC enabling temperature con-
trol. The built-in auto-sampler CTO-20 AC also enabled cooling.
Chromatographic software Lab Solution was used for data collec-
tion and processing. Detection of statins was accomplished using a
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Fig. 2. The influence of va

iode array detector SPD-M20A. A Corona CAD detector (ESA, USA)
as connected in series.

A Zorbax Eclipse XDB C18 (75 mm×4.6 mm, 3.5 �m) analytical
olumn (Agilent, Czech Republic), was used for the HPLC separa-
ion of the three statins. The column oven temperature was kept
t 30 ◦C. The binary mobile phase, which composed of acetonitrile
nd 0.1% formic acid (70:30), was pumped at flow-rate 1.0 ml/min.
AD detection was performed at 238 nm. The injection volume was
0 �l and the autosampler was cooled to 4 ◦C. Optimal CAD detec-
ion was performed using a nitrogen pressure of 35 psi and range
f 20 pA.

.3. Preparation of standard solutions and samples

The stock solutions of standards were prepared by dissolving
.0 mg of each statin standard into 1.0 ml of either acetonitrile, for
imvastatin and lovastatin, or a mixture of acetonitrile and water
50:50) for atorvastatin due to solubility reasons. Stock solutions
ere further diluted by acetonitrile to achieve a concentration

0 �g/ml for SST (system suitability test) measurements, and to get
ndividual points of calibration curve in the range 50–0.1 �g/ml,
sing nine calibration points (50, 25, 10, 5, 2.5, 1.0, 0.5, 0.25 and
.1 �g/ml).

Tablet samples were prepared by dissolution into 5.0 ml of 5 mM
f an ammonium acetate buffer pH 4.0 (stability reasons) using an
ltra-sonic bath. Subsequent dilutions of the simvastatin prepara-
ions used acetonitrile. A mixture of water and acetonitrile (50:50)
as used for the atorvastatin tablets. The samples were filtrated

hrough 0.45 �m PTFE membrane prior to injection into HPLC sys-
em.

.4. System suitability test and validation

An important part of method validation is the SST, details of
hich are usually given in pharmacopoeias [22,23]. The SST was
erformed under optimized chromatographic conditions, using
oth UV and CAD detection approaches. Theoretical plates, peak
symmetry, resolution of individual compounds and the repeatabil-
ty of reference standard solution injections have been established

retentions times and peak areas were checked).

Calibration curves of all statins in the concentration range
0–0.1 �g/ml were measured. The applicability of the method
as verified on real samples of pharmaceutical tablets contain-

ng simvastatin and atorvastatin at 10 and/or 20 mg levels. Method
dditives to CAD response.

precision, accuracy and the assay of statins was established. For
precision, six samples of tablets were tested for each preparation at
100% level of simvastatin (10 and 20 mg) and atorvastatin (20 mg)
content, which corresponds to ICH (International Conference on
Harmonization) requirements. Accuracy was determined by spik-
ing samples by known amount of statin (10 �g/ml).

3. Results and discussion

3.1. Chromatographic conditions—UV detection and charged
aerosol detection

The separation of the three statins, atorvastatin, simvastatin and
lovastatin was not a difficult analytical task. The percentage at least
of 30 of water part in the mobile phase had to be kept to get a good
resolution of all compounds within reasonable time period. Volatile
additives are recommended for the coupling with CAD, thus this
approach was respected and volatile additives were used during the
method development and further experiments. DAD detection was
achieved at 238 nm, which was determined from the absorbance
spectra of the individual compounds.

The individual parameters which could influence the response
of CAD were tested as follows: the range on CAD, the ratio of
water/organic part of mobile phase, the flow-rate changes and var-
ious additives including formic acid, acetic acid and ammonium
acetate buffers at pH 4.0, 5.0 and 7.0 at different concentrations—see
Figs. 2 and 3.

The range set-up is a key parameter which influences the sensi-
tivity of the CAD. It was tested as follows: 1, 2, 5, 10, 20, 50, 100, 200,
and 500 pA. A difference could be seen in the response according
to range as well as comparing to the response of UV detection. The
best responses were obtained within the 1 and 2 pA range, how-
ever these values are practically impossible to use due to the very
high signal to noise ratio. The value of 20 pA was chosen for further
experiments because of the best S/N ratio.

The influence of mobile phase additives including formic acid,
acetic acid and ammonium acetate buffer at various concentrations
and pH values were tested—see Fig. 2. Neither formic nor acetic
acid in mobile phase and their changing concentrations (0.01–1%)

was found to have a significant influence on CAD response. The
ammonium acetate buffer pH 4.0, at all concentrations, showed a
small amount of influence. However, increasing the buffer’s pH to
5.0 demonstrated a much stronger influence on the CAD response.
Higher concentrations of buffer (5 mM) resulted in a much lower
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Table 1
System suitability results—analysis of three statins using UV and CAD detection
approach.

Atorvastatin Lovastatin Simvastatin Limits

SST
Theoretical platesa

UV 944 1534 1623 N > 900
CAD 900 1595 1717

HETPa

UV 158.81 97.77 92.41 Not given
CAD 166.80 94.05 87.35

Asymmetrya

UV 1.31 1.31 1.42 As < 1.5
CAD 1.18 1.27 1.37

Resolutiona

UV – 7.08 2.72 Rij > 1.5
CAD – 6.85 2.71

Repeatability-tr
a [% R.S.D.]

UV 0.08 0.05 0.05 R.S.D. < 1%
CAD 0.04 0.07 0.08

Repeatability-Aa [% R.S.D.]
UV 0.17 0.32 0.19 R.S.D. < 1%
CAD 0.88 0.45 0.73
ig. 3. The influence of flow-rate to CAD response. The influence of composition of
obile phase to CAD response.

esponse of CAD. At pH 7, a lower response and lower signal to noise
atio were observed as well as very low quality data.

The influence of the mobile phase was tested by changing the
atio of organic/water content. The range of 10–40% of formic acid
.1% in the mixture with acetonitrile was tested. The best results

ere obtained using 20% formic acid in the mobile phase. The dif-

erence comparing to 10% of formic acid was about 50% of detector
esponse, the difference comparing to the content of 40% of formic
cid was about 30% of detector response—see Fig. 3. A mobile phase
ontaining 30% formic acid 0.1% was found to demonstrate a higher

Fig. 4. Typical chromatogram of the separatio
UV = UV detection; CAD = charged aerosol detection; HETP = height equivalent of the-
oretical plates.

a Made in 10 replicates.

degree of resolution between peaks of the simvastatin and lovas-
tatin.

The response of the CAD was found to have a slightly dependence
on the mobile phase flow-rate. It was higher with lower flow-rates,
such as 0.6 ml/min. The difference was about 25% of peak area com-
paring to 1.0 ml/min flow-rate or almost 40% of peak area comparing
to the flow-rate 1.4 ml/min—see Fig. 3.

3.2. System suitability test and validation

The SST was performed by 10 subsequent injections of mixed

solutions of all statins which were analyzed under optimum con-
ditions. A typical chromatogram could be seen in Fig. 4. Parameters
such as number of theoretical plates, peak asymmetry, resolution of
individual compounds and the repeatability of reference standard
solution injection (retentions times and peak areas were checked,

n of standard mixture of statins—CAD.
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ig. 5. Analysis of drug formulations: atorvastatin and simvastatin tablets—CAD (
nalysis of atorvastatin tablets 20 mg).

he repeatability was expressed as R.S.D. in %) were established. SST
esults were compared for UV and CAD detection approach—Table 1.

Both the UV and CAD measurements produced results which
et the requirements of the appropriate authorities (see the

ast column in Table 1) concerning all SST parameters. Excellent
epeatability of injection, noted by the peak retention time and peak
rea, was observed for both detectors (R.S.D. < 1%).

.2.1. Linearity–calibration range
Calibration curves for the three statins in the concentration

ange 0.1–50 �g/ml were measured. Results can be seen in Table 2.
ine calibration points were obtained for simvastatin and lovastatin

0.50 �g/ml) and seven calibration points were obtained for ator-
astatin (0.1–50 �g/ml). The calibration curves were linear in the
efined range, so it can be concluded that the method was appro-
riate for quantitative purposes for both UV and CAD detection
pproach in spite of statement, that CAD is not universally linear

etector.

.2.2. Accuracy and precision
Method accuracy and precision were tested using tablet sam-

les of atorvastatin and simvastatin containing 10 or 20 mg of
romatogram the analysis of simvastatin tablets 10 mg, bottom chromatogram the

active substance. Six samples of tablets were prepared for each
experiment. Precision was expressed as % R.S.D. of six determina-
tions. Accuracy was established by spiking of statin tablets with
a known amount of statin standard and was expressed as % of
recovery—see Table 2. All the results were in correspondence with
the requirements for method validation in pharmaceutical applica-
tion.

3.2.3. Assay
The assay of the active substance, atorvastatin and simvastatin,

in atorvastatin and simvastatin tablets was determined (Fig. 5). The
amounts of 100±5% of declared assay were found by CAD, the
amounts 100±10% of declared assay were found by UV detector,
which corresponds to the requirements (up to 100±10% of declared
assay) [23], see Table 2.
3.2.4. Limits of detection and quantitation
Limits of detection and quantitation were established for both

detection approaches. They were found to be two times higher than
the UV detection approach, see Table 2, which is advantageous com-
paring to ELSD or RI detectors.
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Table 2
Method validation results for simvastatin and atorvastatin pharmaceutical formulations using UV and CAD detection approach.

Validation Atorvastatin Simvastatin Limits

Level 20 mg Level

Assaya [% of declared content] UV 90.2% 20 mg 100.5 Declared amount ±10%
10 mg 94.5

Assaya [% of declared content] CAD 95.7% 20 mg 97.4 Declared amount ±10%
10 mg 97.8

Accuracya [%] UV 97.9 Recovery = 100±5%

Accuracya [%] CAD 105.1 Recovery = 100±5%

Precisiona [% R.S.D.] UV 3.47 20 mg 3.80 R.S.D. < 5%
10 mg 3.80

Precisiona [% R.S.D.] CAD 2.11 20 mg 4.43 R.S.D. < 5%
10 mg 4.79

Linearityb (correlation coefficient) UV 0.9991 0.9999 R > 0.9990
Linearityb (equation) UV y = 2E+07x−9905.9 y = 3E+07x−6090.5 –

Linearityb (correlation coefficient) CAD 0.9996 0.9995 Non linear detector!
Linearityb (equation) CAD y = 1E+08x−28415 y = 3E+07x−12809 –

LOQ UV 0.50 �g/ml 0.25 �g/ml –
LOD UV 0.17 �g/ml 0.08 �g/ml –

LOQ CAD 0.25 �g/ml 0.10 �g/ml –
L
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[21] A. Mohammadi, N. Rezanour, M.A. Dogahen, F.G. Bidkorbeh, M. Hashem, R.B.
OD CAD 0.08 �g/ml

a Made in six replicates.
b Nine calibration levels for simvastatin, seven calibration levels for atorvastatin,

. Conclusions

The new analytical methods were developed for the determina-
ion of three statins—atorvastatin, lovastatin and simvastatin using
V and CAD detection approaches, which were compared in this

tudy. Using a Zorbax Eclipse XDB C18 stationary phase, the sep-
ration was completed in 4.5 min with a simple volatile mobile
hase, composed of acetonitrile and formic acid 0.1% (70:30) at the
ow-rate 1.0 ml/min. DAD detection was performed at 238 nm, CAD
orked in the 20 pA range.

The results obtained in method optimization showed an influ-
nce of the mobile phase flow-rate about 25–40% decrease of
etector response, the influence of the composition of mobile phase
bout 30–40% of the decrease of the detector response and a strong
egative impact was demonstrated when using higher concentra-
ion of buffers at pH > 4.

The SST and validation results were in good agreement with val-
dation requirements for both detectors. The method repeatability
n the frame of SST showed a R.S.D. lower than 1%. Both detectors
ave linear response in the tested range, CAD in spite of belonging
mong non-linear detectors. The sensitivity of CAD detection was
wo times greater than the UV detection when applied to simvas-
atin, atorvastatin and lovastatin analysis.
cknowledgements
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16] M. Vuletic, M. Cindric, J.D. Koružnjak, J. Pharm. Biomed. Anal. 37 (2005) 715.

[17] A. Malenovic, M. Medenica, D. Ivanovic, B. Jancic, Chromatography (Suppl. 63)
(2006) S95.

18] M.K. Pasha, S. Muzeeb, S.J.S. Basha, D. Shashikumar, R. Mullangi, N.R. Srinivas,
Biomed. Chromatogr. 20 (2006) 282.

19] S. Erturk, E.S. Aktas, L. Ersoy, S. Ficicioglu, J. Pharm. Biomed. Anal. 33 (2003)
1017.

20] T.G. Altuntas, N. Erk, J. Liq. Chromatogr. Relat. Technol. 27 (2004) 83.
Walker, J. Chromatogr. B 846 (2007) 215.
22] European Pharmacopoeia 5 edition (Ph. Eur. 5), Council of Europe, Strasbourg,

2004.
23] United States Pharmacopoeia 30, United States Pharmacopoeial Convention,

Rockville, MD 20852, United States, 2007.



N
o

B
E

a

A
R
R
A
A

K
M
M
G
C
S

1

t
f
o
i
i
c
r
o
m

f
p
s
s
t
m
c
f
p
o
a

0
d

Talanta 78 (2009) 1190–1193

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

oncovalently galactose imprinted polymer for the recognition
f different saccharides
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a b s t r a c t

Molecularly imprinted polymers (MIPs) represent a new class of materials possessing high selectivity and
affinity for the target molecule. The main goal of this study was to prepare a galactose imprinted poly-
mer and its potential application for the recognition of different saccharides. The selectivity of galactose
imprinted polymer for several saccharides; glucose, mannose, fructose, maltose, lactose, sucrose and raf-
eywords:
olecular imprinting
olecularly imprinted polymer
alactose imprinting
arbohydrate

finose was investigated. Macroporous polymer was prepared utilizing ethyleneglycoldimethacrylate as a
crosslinking agent, in the presence of galactose as a template molecule with acrylamide as a functional
monomer. After the synthesis of polymer, galactose was removed by methanol:acetic acid washing. The
selectivity of galactose imprinted polymer for other saccharides was utilized by batch rebinding assay. The
arrangement of functional groups within cavities versus shape selectivity is discussed. The results showed
that, the orientation of the functional groups was the dominating factor for the selectivity of galactose

issoc
hape selectivity imprinted polymer. The d

. Introduction

Carbohydrates are very important group of compounds due to
heir roles as structural materials, sources of energy, biological
unctions and environmental analytes. The molecular recognition
f carbohydrates in water is an intriguing subject in view of the
mportant role of saccharides especially in biological activities;
ntracellular recognition, signal transduction, cell–cell communi-
ation, molecular and cellular targeting. Because of their selectively
ecognition in their natural environment is difficult, the mimicking
f carbohydrate recognition by synthetic receptors has attracted
uch attention, especially in supramolecular chemistry [1–3].
Molecular imprinting has proved to be an effective technique

or the creation of artificial recognition sites within synthetic
olymers. The technique is very simple that involves the con-
truction of the sites of specific recognition, commonly within
ynthetic polymers. These sites are made in situ by copolymeriza-
ion of functional monomers and crosslinkers around the template

olecules. A molecular imprint is generally formed either by strong
ovalent interactions or weak noncovalent interactions between

unctional monomers and the template. After the formation of
repolymerization complex, the polymerization reaction usually
ccurs by free radical initiation in the presence of a crosslinker
nd an appropriate solvent. The functional monomer contains spe-

∗ Corresponding author. Tel.: +90 232 3438624; fax: +90 232 3438624.
E-mail address: burcu.okutucu@ege.edu.tr (B. Okutucu).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.047
iation constants of polymer were determined by Scatchard analysis.
© 2009 Elsevier B.V. All rights reserved.

cific chemical structures designed to interact with the template.
The print molecules are then subsequently extracted from the
polymer, leaving accessible binding sites with specific shape and
functional group complementarily to original print molecule in
the polymeric network. These binding sites not only maintain the
ordered arrangement of complimentary chemical functionalities of
the template, but also the overall spatial configuration of the target
molecule is maintained [4–8]. According to the initial formation
of the prepolymerization complex (template–polymer complex)
there are two types of molecularly imprinted polymer (MIP); cova-
lent and noncovalent. Covalent imprinting is considered to be a
less flexible method since the interactions between print molecule
and functional monomers are limited to rapidly reversible covalent
interactions e.g., boronate ester formation. However noncovalent
imprinting has no such restrictions, so the range of compounds
which can be imprinted is much larger. Besides of this, this method
is considered to be much simpler than the covalent approach and
therefore, most of the research in this area involves this tech-
nique. Providing hydrogen or covalent bonds between functional
monomer and carbohydrate during polymerization are demon-
strated to lead to carbohydrate imprinted polymers, which are
suitable for separation analysis and chromatography [9–13].

Taking the advantage of noncovalent imprinting approach for

the preparation of sugar binding polymers, galactose was used as
a template molecule, acrylamide was a monomer and dimethyl-
sulfoxide (DMSO) as a porogen. To explore binding specifity of the
resulting polymer sites different monosaccharides, disaccharides
and polysaccharides were tested. The quantity of binding sites of the
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alactose MIP (GAL-MIP) was examined by using Scatchard analysis.

. Experimental

.1. Materials

Acrylamide (ACM), ethyleneglycoldimethacrylate (EGDMA),
imethylsulfoxide, methanol, acetic acid, glucose, galactose, fruc-
ose, mannose, maltose, lactose, sucrose and raffinose were
btained from Sigma Chem. Co. (St. Louis, MO, USA). Azobisisobuty-
onitrile (AIBN) was purchased from Wako Pure Chem. Ind. (Osaka,
apan). All other chemicals and reagents were of the highest avail-
ble purity and used as purchased.

.2. Synthesis of galactose imprinted polymer

Molecularly imprinted polymer was synthesized by free radical
olution polymerization. Typically 1 mmol galactose, 4 mmol acry-
amide and 20 mmol of EGDMA were dissolved in 10 ml of DMSO
ntil homogenous solution was obtained. Appropriate amount of
IBN was dissolved in this solution and then the solution was
urged with nitrogen to remove oxygen which acts as a free radi-
al scavenger. The polymerization was carried out at 50 ◦C for 12 h.
ontrol polymer without galactose (non-imprinted polymer; NIP)
as prepared at the same time under identical conditions. The poly-
ers (GAL-MIP and NIP) were dried in vacuum at 40 ◦C for 12 h and

hen ground to particles of 50 �m diameter or smaller. Galactose
olecules were extracted by washing the MIP with methanol:acetic

cid (4:1, v/v) for three rounds and then with methanol until 95%
f galactose was removed from the MIP. The amount of galactose
xtracted from MIP was assayed by the 3,5-dinitrosalicylic acid
DNS) assay [14].

.3. Batch rebinding assay

The binding efficiency of polymer towards galactose was
ssessed in the batch rebinding experiments. Briefly, 10 mg of the
ach polymer GAL-MIP and NIP was placed in an eppendorf tube
hich is including a known concentration of galactose (defined as

alactose initial 3 �mol) in 1 ml of water and then it was mechan-
cally shaken at room temperature for 4 h. After that, the polymers

ere centrifuged and the concentration of the substrate remain-
ng in the solution (defined as galactose free) was determined by
NS assay. These rebinding experiments were repeated for three

imes both for imprinted and non-imprinted polymers with differ-
nt concentrations of galactose (0.03–3 �mol). The NIP was used
s control to determine the non-specific binding. The amount of
alactose bound to the polymers (Q) was calculated by substract-
ng the amount of free substrate from the initial concentration. To a
omparison for imprinting effect, we define the specific adsorp-
ion values as �Q = QMIP−QNIP, where QMIP and QNIP were the
mounts of bound template on the imprinted and non-imprinted
olymer.

.4. Selectivity of galactose MIP in comparison to some
arbohydrates

The substrate selectivity of GAL-MIP and NIP was carried out
sing series of different concentrations the equimolar amount of
i- and polysaccharides of carbohydrate moieties (galactose, man-

ose, glucose, fructose, lactose, maltose, sucrose and raffinose) as
ubstrates by incubating with 10 mg of polymer in 1 ml of water for
h at room temperature. After this incubation period, the mixture
as centrifuged and the concentration of the substrate remaining

n the solution for fructose, mannose, maltose, lactose and glucose
8 (2009) 1190–1193 1191

was determined with DNS assay and for the sucrose and raffinose
were assayed by phenol–sulfuric acid method [15].

3. Results and discussion

Two main approaches for carbohydrate imprinting have been
developed; the covalent and the noncovalent approach. The non-
covalent molecular imprinting approach is much more flexible
in terms of preparation because of the absence of complicated
synthetic chemistry as well as the broad selection of functional
monomers and possible target molecules available, it is thus being
more commonly used. In addition, imprinted polymers prepared
by the noncovalent imprinting show much faster rebinding kinetics
than those prepared by the covalent approach, making them par-
ticularly suitable for applications involving their use as stationary
phases in HPLC system and as sensors [10,16–20]. Covalent imprint-
ing of saccharides with boronate esters has been quite successful
for racemic resolution. The spatial arrangement of the hydroxyl
functions responsible for the interaction with boronic acid bind-
ing sites at the polymer. In order to achieve good recognition by
covalent imprinting two pairs of cis diols are required on the sugar
ring, restricting the range of sugars can be imprinted. The prob-
lem is for biologically interesting sacccharides are tackled, since
the incidence of cis diols will be reduced due to branching. Also
enantiomeric selectivity of covalent MIPs strongly dependent on
the nature and amount of crosslinker [21–23]. Therefore it is not
easy to make molecular imprinting using water soluble or highly
hydrophilic templates such as sugars or aminoacids. When water
was used as a porogen, the hydrogen bonding or ionic interaction
can be disturbed. To solve this problem many researchers were pre-
pared sugar imprinted polymers with metal ions especially Cu+2

[11,24].
As reported before; the main approach for saccharide imprint-

ing is covalent imprinting. However, this approach needs more
chemicals, detailed optimization of polymerization and rebinding
conditions. So that, we have synthesized the galactose MIP by non-
covalent imprinting. In the preparation of GAL-MIP, acrylamide
was chosen as a monomer hence the amide group of acrylamide
is a stronger hydrogen bonding functional group and it is also
important to note that by using acrylamide instead of basic or
acidic monomers, polymers could be made without the existence of
charged groups and thus the non-specific, background ionic inter-
actions could be reduced [25]. The DMSO was chosen because of its
solubility and polarity required to promote interactions. Selection
of EGDMA as a crosslinker was based on previous reports [26].

3.1. Determination of association constant by Scatchard analysis

One strategy to investigate the binding performance of MIPs is
based on saturation experiments and subsequent Scatchard anal-
ysis. Usually, this is done by serial incubation of known amount
of imprinted polymer with different concentration of the template
during a period of time necessary to reach equilibrium (the time
required for 90% of template bind). In our study, we have found
that, galactose was reached equilibrium in 4 h.

The Scatchard plot is the easiest way to see multiple classes of
binding sites [27]. This is done by plotting the binding isotherm in a
Scatchard format as bound/free template ratio (�mol/mM) versus
bound template (�mol). Each linear region of the binding isotherm
is fitted with a straight line. The dissociation constant and binding

site density were calculated from the slope and the y-intercepts,
respectively, according to the following equation:

B

[F]
= Bmax

KD
− B

K
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Fig. 1. Binding isotherm of galactose.

here B is the amount of galactose bound to the polymer, [F] is
he concentration of free galactose (approximated by the analyti-
al concentration of galactose), KD is the equilibrium-dissociation
onstant and Bmax is the apparent maximum number of binding
ites.

Linear regression of the Scatchard plot gave a KD value of
0.5 mM for galactose (Fig. 1). The linearity of the Scatchard plot
ndicates that the binding sites are identical and independent.

According to previous reports, different polymers (covalently
nd noncovalently imprinted) with glucose were tested for saccha-
ides and KD of glucose was varied from 1 to 5 mM [22,24].

.2. Selectivity of galactose imprinted polymer for different
accharides

The substrate selectivity of the GAL-MIP and NIP was studied
ith glucose, mannose, fructose, maltose, lactose, sucrose and raffi-
ose as substrates in water. The binding amount bound to MIPs and
IPs was determined by batch method. The distribution coefficient

k) was utilized to evaluate the molecular selectivity of polymers
28].

k is defined as follows:

= Cp

Cs

here Cp (�mol g−1) is the amount of saccharides adsorbed on
olymers and Cs (�mol ml−1) is the equilibrium concentration of
accharides in solution.
As is seen from Table 1, monosaccharides and polysaccharides
xisted different k values. Binding could be correlated with the
egree of similarity to the original print molecule and these results
ere depended on their chemical structure. As reported before the
igh selectivity observed is believed on mainly due to the shape of

able 1
he k values of saccharides on galactose MIP and NIP.a.

accharides MIP NIP

alactose 4.7 0.006
lucose 1.07 0.008
ructose 0.06 0.020
annose 0.14 0.090
altose 0.009 0.004

actose 0.004 0.001
ucrose 0.007 0.004
affinose 0.005 0.008

a Polymer amount, 10 mg; binding time, 4 h; initial concentration of saccharides,
�mol; volume, 1 ml; solvent, water.
Fig. 2. Selective recognition of some monosaccharides by a galactose imprinted
polymer (white bar: control polymer, black bar: galactose imprinted polymer).

cavity and the binding sites within the cavity which are primarily
responsible for the driving force to bring the substrates inside the
cavity. The other factor which is due to the molecular recognition
was the spatial arrangement of the functional groups (binding sites)
within the cavity [29]. According to previous studies, the shape of
cavity plays an important role for the templates which is binded
only hydrogen bonds. The attractive forces (polyfunctional hydro-
gen bonding between carbohydrate and polymer backbone, or the
increase of entropy by freeing ordered water molecules from the
solvation shell of the carbohydrate into the solution upon binding)
is less important and the hydrophilic disaccharides did not bind the
polymer backbone effectively. In aqueous solutions carbohydrates
were existed, several equilibria between different tautomeric and
hydrated forms and an enol, a keto, an endiol and a hydrated diol
form [30–32].

For the monosaccharides, the results were shown that the spa-
tial arrangement of the hydroxyl functions were responsible for the
interaction with monomer binding sites at the polymer. Although
the chemical composition within a class of saccharides, such as
the aldohexopyranose sugars, is identical (C6H12O6), the orien-
tation of hydroxyl groups can differ across stereoisomers [25].
Galactose differs from its epimer (glucose) in the configuration
of carbon atom C4 and mannose differs from its epimer (glucose)
only in its configuration of carbon atom C2. The positions of OH
groups were different on fructose. The high hydroxyl content of
carbohydrates is important to consider when explaining the inter-
actions these molecules make with solvent. Hydroxyl orientation
and intramolecular H-bonding influence the structural properties
of the aldohexopyranose stereoisomers. According to our results the
dominated hydrogen bonds could be between the C1, C2 and C4 car-
bon atoms and the polymer. Because of this reason the selectivity
observed in the galactose imprinted polymer for glucose, fructose
and mannose is mainly due to the orientation of the functional
groups while the shape of the cavity is less important (Fig. 2). It is
interesting that the monosaccharides common to biology are those
containing both a hydrophobic patch and limited intramolecular
H-bonding; namely, glucose, galactose, mannose.

For the disaccharides, the results showed that the maltose and
lactose could not be recognized by the galactose imprinted polymer
because of �- or �-glycosidic linkage. The position of glycosidic link-
ages was effected the position of effective hydroxyl groups which is
important for the recognition. C4 carbon atom has effective hydro-
gen bond capacity and if it belongs to the glycosidic linkage the
binding capacity of these saccharides was effected negatively. We

can attribute the lack of selectivity for sucrose and raffinose because
of their large chemical structure than the galactose so that they did
not fit into the polymer cavity (Fig. 3).
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ig. 3. Selective recognition of some polysaccharides by a galactose imprinted poly-
er (white bar: control polymer; black bar: galactose imprinted polymer).

As a result, the recognition of saccharides by the galactose
mprinted polymer the main forces due to was the position of func-
ional groups in the polymer cavity for monosaccharides and the
ore structure of cavity for di- and polysaccharides.

. Conclusion

Recognition and separation of saccharides have been focus of
uch recent attention MIPs having saccharide binding affinity

an be synthesized by copolymerization of functional monomers,
xcess crosslinker and galactose as a template. Saccharide binding
ffinity evaluated by the Scatchard analysis was dependent on the
omposition of the functional monomers, as well as on the degree of
rosslinking. The development of such molecular imprinted poly-
ers, which are operational in aqueous solution may open new
pplications in the fields of life sciences. In conclusion the orien-
ation of hydroxyl groups is primarily responsible for molecular
ecognition of monosaccharides and shape selectivity is for di-
nd polysaccharides. The results presented in this paper demon-
trate the potential of noncovalently imprinting technique for the

[
[
[
[
[
[

8 (2009) 1190–1193 1193

development of molecularly imprinted saccharide recognition. The
binding sites with high affinity to functional groups of saccharides
are shown that this polymer can be used for the analysis of saccha-
rides from the various synthetic or biological sources.
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a b s t r a c t

Size-exclusion chromatography (SEC) coupled with online laser light-scattering (LS) and refractive index
(RI) detection provides an excellent approach to determine the molecular weights (Mw) of proteins by the
“two-detector” approach. Mw is determined only at the maximum of a peak, using either peak heights or
area ratio from the two detectors. However, proper calibration of the SEC/LS/RI system is critical to obtain
high precision.

Today, an essential part of any analysis is to evaluate the uncertainty associated with the method.
Basically, it is possible to distinguish between factors related to signal nature, precision and those due
to signal processing. Given the signal of interest is the peak height or area ratio from two detectors, the
signal ratio uncertainty was calculated using the random propagation of error formula. In this case, the
effect of signal correlation was evaluated to avoid the uncertainty overestimation. In the second case, the
sources of uncertainty affecting analytical measurement were estimated with the information from the
precision assessment. For this, two designs with two-factor fully nested were followed for each method.
Finally, the contributions from various uncertainty sources related with calibration are also analysed in
detail. There are in fact only three main sources of measurement uncertainty: intermediate precision,
calibration and repeatability. Of these, method precision is always the greatest, regardless of approach.

For all proteins and peptides studied, the Mw calculated using both methods are close to the theoretical

results, independently of the design, but the contributions of individual terms to combined uncertainty
depend on both the design and method used. For example, the combined uncertainty varied between 223
and 813.2 Da for carbonic anhydrase, although higher values were found for human insulin and ovalbumin
dimer. Other considerations that can have a significant impact on the results are discussed.

The reproducibility of the two methods versus that based on ASTRA software used as reference method
conc

recisi

was performed using the
the permitted losses in p

. Introduction

Recombinant proteins intended for clinical use must be exten-
ively characterized with regard to their molecular and biological
roperties and monitored for structural and biological integrity
uring manufacturing and storage. Various analyses are used to
haracterize the biomolecules. Molecular weight, conformation,
ize and shape, and state and extent of aggregation are a few of the
hysicochemical properties studied. Recent technological advances
ave significantly increased the speed of characterizing proteins. It
s now feasible to measure the LS, RI and intrinsic viscosity (IV),
long with UV-absorption characteristics of protein component
eaks separated on a SEC column in real time by coupling four
etectors online with HPLC equipment. A combination of two or

∗ Corresponding author. Tel.: +34 922 318 452; fax: +34 922 318 514.
E-mail address: amoliva@ull.es (A. Oliva).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.039
ordance correlation coefficient. The methods’ reproducibility depends on
on and accuracy.

© 2008 Elsevier B.V. All rights reserved.

more of these four detectors online with chromatographic systems
has been used in several laboratories for determination of protein
Mw, hydrodynamic radius, protein aggregation, and protein glyco-
sylation [1–5].

Size-exclusion chromatography (SEC) coupled with online laser
light-scattering (LS) and refractive index (RI) detection provides an
excellent approach to determine the molecular weights (Mw) of
proteins by the “two-detector” approach [1,3]. Mw is determined
only at the maximum of a peak when using peak heights, or for a
selected portion of the eluting peak, if using peak areas ratio from
the two detectors. This approach circumvents the need to know the
specific refractive index for the protein, a parameter that is oth-
erwise needed to determine Mw using the commercial available

software for LS data analysis e.g. ASTRA (Wyatt Corp., Santa Barbara,
CA). However, proper calibration of the SEC/LS/RI system is cru-
cial to obtain high precision since the experimentally determined
Mw depends on the precision of the instrument calibration con-
stant, and Mw of the calibration standard [1–5]. To obtain precise
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w estimates, the system must be calibrated using various stan-
ard proteins; whereas for the values of LS and RI signals, either
eak height or peak area methods may be used. The theory behind
he use of LS and RI signals for calculation of Mw distribution is
escribed in detail in several of the earlier reports and reviews
6–8].

In order to correctly interpret results of an analytical procedure,
heir reliability should be demonstrated. Validation is a first step to
chieve this, but is not enough if one aims to interpret and compare
esults correctly. Correct interpretation of a measurement requires
ts uncertainty to be known. One major advantage of the validation

ethod is that it can give an estimation of uncertainty of mea-
urements without any additional experiments. Broadly speaking,
here are two approaches, namely the “Top-Down” and “Bottom-
p” methods [9,10]. For the first, the procedure is considered as a
hole and the major sources of uncertainty are identified and eval-
ated. The total uncertainty is calculated from the results obtained

n an inter-laboratory study. In the second approach, the combined
ncertainty is calculated from the individual uncertainty of each
peration of the analytical process; these individual values can be
btained theoretically or experimentally using a nested experimen-
al design.

The purpose of the present paper is to provide an estimation
f the uncertainty associated with Mw determination by the two-
etector-method, and an appropriate identification and evaluation
f each uncertainty source that affects the measurement process.
wo double-factor fully nested designs were used and evaluated for
ach method. For this, different peptides and proteins were used as
odel molecules. Additionally, the concordance correlation coef-

cient proposed by Lin [11,12], which evaluates the agreement of
aired samples, was also used to verify whether the new methods
an reproduce the results based on a reference method.

. Experimental

.1. Measurement of molecular weight of model proteins

.1.1. Materials
The following proteins were used, and their Mw calculated

rom amino-acid sequences using the Swiss-Prot/TrEMBL databases
ndicated within parenthesis: bovine serum albumin (66433),
uman serum albumin (67300), lysozyme (14313), �-lactoglobulin
18281), ovalbumin (42750), carbonic anhydrase (29114), and
ovine insulin (5814) were purchased from Sigma Chemical Co. (St.
ouis, MO, USA), the recombinant human growth hormone (22120)
nd human insulin (5706) were purchased from Novo Nordisk
Bagsvaerd, Denmark), and the Spf66 peptide (4642) was synthe-
ized at the Instituto de Inmunología San Juan de Dios, Bogotá,
olombia under GMP conditions. Deionized water was purified in a
illi-Q Plus system from Millipore (Molsheim, France) prior to use.

ll other chemicals and reagents were HPLC grade.

.1.2. Apparatus
SEC was performed using an HPLC pump (600E Multisolvent

elivery System from Waters, Milford, MA, USA) and an autosam-
ler (700 Wisp Model, Waters). Elution was at room temperature
n a Shodex Protein KW 803 column (8 mm×300 mm, Waters), and
olumn effluent monitored sequentially with a miniDawn light-
cattering detector (Wyatt Technology, Santa Barbara, CA, USA)
nd a Waters model 410 differential refractometer. The miniDawn

as placed downstream of the column and upstream of the dif-

erential refractive-index (DRI) detector to avoid the possibility of
ackpressure on the DRI cell. To reduce baseline noise a pulse damp-
ner (Alltech Associates, USA) was connected downstream of the
ump and two 25 mm high-pressure filters with 0.22 and 0.1 �m
8 (2009) 781–789

pores (Millipore) respectively, were used for on-line filtration of the
mobile phase.

The LS detector was calibrated according to the protocol pro-
vided by the manufacturer; the calibration remains valid for a
couple of years unless changes are made in the laser or photodiodes
(provided the flow cell is kept clean). The RI detector was calibrated
to convert changes in voltage (volts) to changes in refractive index
(dn); this calibration remains valid for 1 year. For this, five sodium
chloride standards prepared in duplicate over a linear concentration
range of 1–5 mg/ml were used.

The mobile phase was a phosphate-buffered saline (0.12 M NaCl,
0.025 M phosphate, pH 7.0) at a flow-rate 1.0 ml/min. and injec-
tion volume 100 �l. All solvents were filtered with 0.45 �m pore
size filters (Millipore). The mobile phase was filtered and degassed.
Samples were prepared by direct dilution with the mobile phase to
obtain a concentration of 0.1 mg/ml and analysed the same day, in
duplicate unless otherwise indicated.

2.1.3. Data analysis
Data acquisition and Mw calculations were performed using

the ASTRA software, version 4.2 (Wyatt Technology). In the two-
detector approach [1,3], we have that the LS is proportional to the
Mw, concentration, and square of the refractive index increment
(dn/dc) in the equation

(LS) = KLS(c)Mw
(

dn

dc

)2

(1)

and that the RI is proportional to dn/dc and concentration in the
equation

(RI) = KRI(c)
(

dn

dc

)
(2)

Combining Eqs. (1) and (2), the Mw can be determined from the
ratio of the signals (as peak height or area) from two detectors (LS
and RI):

Mw = K ′
(

LS
RI

)
(3)

where K′ = KRI/[KLS(dn/dc)].
In this method, the signals from two detectors were processed

with Mathematica® software for Windows [13] to estimate the peak
area and height. In all the calculations, we used only the data for
scattering at 90◦ (even though data are available at other angles),
both for simplicity and because the 90◦ data usually have the high-
est signal/noise ratio.

2.2. Signal analysis

At first, it is necessary to describe those aspects of the procedure
that are to be considered before actually making any measure-
ments. For example, instrumental precision, such as that associated
with each photodiode of the LS detector (this term is given by the
ASTRA software) or detector calibration does not have to be taken
into account. Only the factors related with the LS and RI signals
processing (e.g. peak height or area) were considered.

Many analytical techniques rely on measuring a single variable,
such as the light intensity in photometry. For other methods, how-

ever, the analytical response is embedded in ratios of two variables.
In our case, the ratio of two signal intensities (x and y) is the variable
measured to obtain the Mw. Information regarding the uncertainty
of the x/y ratio is often available from repeated measurements of
both x and y, which can be directly estimated using the following
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xpression:

x/y =

√√√√ 1
n− 1

n∑
i=1

(xi/yi − x/y)
2

(4)

r by calculating the uncertainty propagated from the signal ratio,
/y, using the statistical information of both signal intensities, x and
. In this case, random error propagation from a two variable ratio,
/y, is conventionally carried out via the first-order Taylor series
pproximation [14]:

sx/y

x/y

)
≈
(

sx

x

)2
+
(

sy

y

)2
(5)

The above expression, known as the law of random error propa-
ation, can only be used when x and y are uncorrelated random
ariables as clearly indicated in the Guide to the Expression of
ncertainty in Measurement [15] If the two variables are corre-

ated, we need to consider the generalization of Eq. (5) where the
wo variables x and y need not necessarily be independent, and
herefore, the following expression is used:

sx/y

x/y

)
∼=
(

sx

x

)2
+
(

sy

y

)2
− 2 cor(x, y) · sxsy

xy
(6)

here the cor(x, y) is the correlation coefficient between the vari-
ble x and y. Note that the term cor(x, y)·sxsy is covariance between
and y, i.e. cov(x, y) = cor(x, y)·sxsy. Thus, Eq. (6) turns into Eq. (5),

ommonly found in the literature, when cor(x, y) = 0 [15].

.3. Estimation of uncertainty

The uncertainty derived from estimating Mw from the calibra-
ion curve (u(Mw)) is a combination of the uncertainties associated
ith transformation of the chromatographic signals (peak height

r area ratio) in Mw (u2(cal)) and with the repeatability of the
easurements (u2(repeat)). This combination is calculated as

(Mw) =
√

u2(cal)+ u2(repeat) (7)

.3.1. Estimation of u2(cal)
This is the uncertainty of predicting a Mw for the routine sample

ith a standard curve, applying the expression for the linear regres-
ion of least squares of residuals and considers the uncertainty
ssociated with precision (uprecision) [16].

(cal) = 1
b1

√
u2(pred)+ u2(precision) (8)

here b1 is the slope of the calibration curve.
The uncertainty arising from prediction, u2(pred), is calculated

s

(pred) =

√√√√s2
resid

(
1
n
+ (Mwestimated − M̄w)

2

∑
(Mwi − M̄w)

2

)
(9)

here Mwestimated is the Mw estimated by the analytical procedure
fter having converted the instrumental response into Mw using
standard curve, s2

resid denotes the standard deviation of residuals,
wi is the Mw of the standard i, n denotes the number of standards,

nd M̄w represents the mean Mw of all the standards analysed.
The uncertainty in the precision, u2(precision), is given by the

xpression
(precision) =
√

s2
I + u2

conditions (10)

here s2
I represents the intermediate variance obtained when the

tandards are analysed under intermediate precision conditions,
8 (2009) 781–789 783

and uconditions denotes the uncertainty associated with how the
standards of the calibration curve are analysed. If they are analysed
under intermediate conditions, uconditions = 0 [16].

In research or other small laboratories where analyses are per-
formed by the same operator on a single instrument, the overall
precision, s2

I , corresponds to time-different intermediate precision:

s2
I = s2

m + s2
day (11)

where s2
m is the measurement variance, i.e. the random error in

every measurement under repeatability conditions, and s2
day is the

between-day variance.

2.3.2. Estimation of u2(repeat)
This term considers the uncertainty associated with the assess-

ment of precision when the routine samples are analysed in
repeatability conditions. This uncertainty is given by the expression

u(repeat) =
√

s2
s

ns
(12)

where s2
s represents the standard deviation of the analyses per-

formed on the routine sample and ns the number of replicates of
each sample analysed in routine analysis.

2.4. Reproducibility of the methods

When a new method is developed, it is of interest to evaluate if
the new method can reproduce the results based on a reference
method. The concordance correlation coefficient can be used to
validate the reproducibility of a new method [11,12]. The concor-
dance correlation coefficient (pc) consists of a measure of precision
(p), normally the Pearson correlation coefficient (not correctable),
multiplied by a measure of accuracy (Cb), which is correctable, for
example by calibration (pc = p×Cb). This bias consists of a shift
(ratio of two standard deviations, denoted by v) and a location shift
(squared difference in means relative to the product of two standard
deviations, denoted by u2).

Then

Cb = 2
[

�+
(

1
�

)
+ u2

]−1
(13)

where � = �1/�2 and u2 = (�1−�2)/(�1�2)
For n independent pairs of samples, it is natural to use the sample

counterparts of pc.

pc = 2S12

S2
1 + S2

2 + (Ȳ1 − Ȳ2)
2

(14)

where

Ȳj =
1
n

n∑
i=1

Yij; S2
j =

1
n

n∑
i=1

(Yij − Ȳi)
2
, j = 1, 2;

and

S12 =
1
n

n∑
i=1

(Yi1 − Ȳ1)(Yi2 − Ȳ2)

The Z-transformation approach was used to calculate the con-
fidence interval for pc, yields a distribution asymptotically normal
with mean

Zc = 1
Ln

1+ pc (15)

2 1− pc

and variance

�2
z =

1
n− 2

{
(1− p2)p2

c

(1− p2
c )p2

+ 4p3
c (1− pc)u2

p(1− p2
c )

2
− 2p4

c u4

(1− p2
c )p2

}
(16)
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Table 1
Comparison of the signal ratio uncertainties: measured versus propagated.

Signal (height) Average signal Measured uncertaintya Propagated uncertaintyb Signal correlation

cor(x, y) = 0 cor(x, y) /= 0

LS 0.1190 0.0002768
cor(x, y) = 0.0031, n = 15RI 0.07663 0.0001101

LS/RI 1.553 0.004137 0.0027335 0.0027329

Signal (area)
LS 0.05010 0.00031121

cor(x, y) = 0.0015, n = 15RI 0.03846 0.00020884
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calibration line, i.e. if the interpolation is performed close to or far
from the centroid as seen in Eq. (9) [17].

In general, the number of standards used ranges between 3 and
10 [19,20]; in this case, the short working calibration for routine
S/RI 1.302 0.01097185

a Uncertainty expressed as 1 standard deviation.
b Propagation of the LS/RI uncertainty with the cor(x, y) = 0 assumption is done u

. Results and discussion

.1. Signal analysis

As a preliminary step, the signal ratio uncertainty was calculated
rom repeated measurements of LS and RI signals in accordance
ith Eq. (4). Alternatively, one can obtain the average ratio by divid-

ng the two signal averages. As the uncertainties of both signal
verages are known, that of the average signal ratio can easily be
btained using the uncertainty propagation formula (see Table 1).
he signal variance is lower than the variance of the signal aver-
ges ratio, regardless of the signal type, whereas the uncertainty
f the signal ratio calculated using Eq. (5) is the smallest. In this
ast case, it is necessary to evaluate the effect of signal correlation
ince the magnitude of error in signal ratio uncertainty estimates
aused by the omission of signal correlation may be higher. For this,
�-lactoglobulin sample was analysed 15 times and the LS and

I signals as peak height or area were estimated. A simple way to
resent signal correlation is to plot two signals against each other.

n our case, the signals are not correlated since a random distri-
ution was observed (Fig. 1), the correlation coefficient (R) being

ower than 0.06 (p > 0.05). This fact can be seen in the propagated
ncertainties obtaining values very closest for both approaches.
his result clearly demonstrates the need to use appropriate prop-
gation of error formulas since uncertainty may be overestimated,
or example, a value of 33.9% for the peak height and 24.8% for the
eak area were observed, respectively in comparison with the mea-
ured uncertainty using Eq. (4). Therefore, any uncertainty deriving
rom the signal ratio will be calculated using Eq. (5).

.2. Estimation of methods uncertainty

As is well known the usual analytical procedure consists of the
ollowing main steps: sampling, sub-sampling, sample treatment,

easurement and quantification.
Sampling is usually performed out of the laboratory and as

ts uncertainty is not easy to calculate, it is not specifically con-
idered. The sub-sampling, sample treatment and measurement
ncertainties are usually obtained as a whole during reproducibil-

ty studies [17]. For this, the data obtained according to the set-up
f Fig. 2 were analysed by means of an ANOVA in accordance with
aroto et al. [16]. From this, the variance between measurements

s2
m) and the variance between days (s2

day) were calculated to be

.061×10−5 and 1.767×10−4, respectively. The ratio between the
ay and the measurement variance is about three times, which can
e considered normal. Notice that in this expression s2

day is not a

ure variance component due to time, since besides the effect of
hanges in time it also includes effects due to the solutions and
obile phase being newly prepared each day. However, it must be

ointed out that the estimation of the s2
day may not be as good as

ould have been obtained if all the important sources of variation
0.0082496 0.0082494

q. (5), while the cor(x, y) /= 0 case is according to Eq. (6).

like analyst, time, instrument, calibration, are included as factors
in the experimental design. However, in this latter case, the cost
in terms of work increases considerably. It follows from Eq. (11)
that the time-different intermediate precision is estimated to be
S2

I = 2.374× 10−4. Thus, the u(precision) is 198.4.
The quantification step, frequently performed by interpolation

from the calibration graph, (LS/RI) signals ratio versus standard
proteins molecular weight, is known to be the main source of
uncertainty in some situations [18]. The parameters affecting the
uncertainty due to quantification are: (a) the number of standards
used (b) the amplitude of the linear response range, and (c) the
relation between the sample Mw and that of the centroid of the
Fig. 1. Correlation of the LS/RI signal ratio expressed as peak height and area.
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Table 2
Estimates of measurement uncertainties for the different peptides and proteins studied using the peak height method.

Source Spf66 peptide Human insulin
(M)a

Human insulin
(D)b

�-Lactoglobulin rHGH Carbonic Anhydrase Human Serum
Albumin (M)a

Ovalbumin (D)b

Design A
u(repeatability) 71.0 43.4 43.7 48.1 51.2 46.4 89.7 93.7
u(prediction) 136.7 133.0 116.1 100.9 98.2 90.7 158.1 208.5
u(precision) 198.4 198.4 198.4 198.4 198.4 198.4 198.4 198.4
u(calibration) 240.9 238.9 229.9 222.6 221.4 218.1 253.7 287.8
u(Mw) 251.2 242.8 234.0 227.7 227.2 223.0 269.1 302.7
Mw estimated 4657 6004 12,539 19,883 21,523 28,498 67,217 82,752
U(Mw)c 502.3 485.5 468.0 455.5 454.4 446.1 538.2 605.4

Design B
u(repeatability) 71.0 43.4 43.7 48.1 51.2 46.4 89.7 93.7
u(prediction) 289.1 281.2 244.1 205.6 198.2 169.7 230.1 319.4
u(precision) 283.4 283.4 283.4 283.4 283.4 283.4 283.4 283.4
u(calibration) 404.8 399.2 374.0 350.1 345.8 330.3 365.1 427.0
u(Mw) 411.0 401.6 376.6 353.4 349.6 333.6 375.9 437.2
Mw estimated 4656 6002 12,534 19,876 21,515 28,498 67,192 82,721
U(Mw)c 822.0 803.2 753.1 706.8 699.2 667.1 751.8 874.3

Mw (ASTRA)d 4688 5805 12,600 21,800 23,100 29,550 67,300 87,500

a

a
c
(
(
m

r
v
c
t
c
w
i
c

M = monomer.
b D = dimer.
c Expanded uncertainty for k = 2.
d Mw estimated using ASTRA software.

nalysis also called “continuing calibration” [21] was used, i.e. four
alibration standards in duplicate, analysed on three different days
Fig. 2, Design A). For this, the bovine insulin (Mw = 5814), lysozyme
Mw = 14,313), ovalbumin (Mw = 42,750) and bovine serum albu-

in monomer (Mw = 66,433) were used as calibration standards.
To determine the Mw, we used either the peak height or area

atio from two detectors. In the peak height case, the analysis of
ariance (ANOVA) of the linear regression “height peak ratio versus
alibration standard Mw” confirmed the linearity of the method
hrough rejection of the null hypothesis of lack of fit for a signifi-

ance level of 0.05 (˛ = 0.05); the relative standard deviation (R.S.D.)
as 1.36%. A t-test was also carried out to determine whether the

ntercept can be considered zero. The t-values are calculated and
ompared with tabled values, usually at the 5% significance level.

Fig. 2. Experimental designs used for determining intermediate precision.
Since the calculated value (t = 1.93) is smaller than the tabled value
(t = 2.07), we can say that on the basis of observed data, the inter-
cept is equal to zero. Therefore, the equation of the regression line
was:

Peak height ratio = 7.765× 10−5 ×Mw; r = 0.9998; (n = 24)

and the root mean square error (Syx) was 3.407×10−2.
To estimate the uncertainty due to the interpolation in the cali-

bration line, a recombinant human growth hormone (rHGH) sample
was analysed in triplicate, the estimated mean Mw being 21,523,
whereas the u2(pred) for this mean value calculated in accordance
with Eq. (9) was 98.2. Substituting these values in Eq. (8), the
u(cal) for the rHGH was 221.4. The uncertainty when this sample is
analysed in repeatability conditions, u(repeat) was 51.2 (n = 3). Nor-
mally, this result is obtained with only one analysis or at most as the
mean of three replicates. In our case, s2

s is the standard deviation
obtained from the mean value of one sample analysed in triplicate
(ns = 1).

Following the estimation of individual (or groups of) com-
ponents of the uncertainty and expressing them as standard
uncertainties, the next stage was to calculate the combined stan-
dard uncertainty u(Mw) applying Eq. (7), arriving at 227.2. To
provide a level of confidence for the final result, the expanded
uncertainty U(x) is obtained by multiplying the overall standard
uncertainty by a coverage factor k, for which a value of 2 usually is
chosen to obtain a confidence level of 95% [8]. The expanded uncer-
tainty, using k = 2, is then: U(Mw) = 454.4 Da, so the calculated Mw
is 21,523±454.4 Da.

To reduce the u(Mw), the easier option is to increase the number
of replicates in the repeatability measurements. This fact suppose
a decrease of around 10–20% in the repeatability measurements
using six instead of three replicates, but this only implies a decrease
in combined uncertainty of loss than 1%. For example, for an rHGH
sample the u(repeat) expressed as peak height ratio was 46.1 (n = 6)
against a value of 51.2 (n = 3) which involves a variation of 9.0%,

whereas this value supposes only a 0.5% reduction in the combined
standard uncertainty u(Mw). However, this fact involves extra work
both time and cost, whose effect on the final result will be minimal.

Table 2 shows the relative uncertainties and expanded uncer-
tainty obtained for the different proteins following design A.
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Table 3
Estimates of measurement uncertainties for the different peptides and proteins studied using the peak area method.

Source Spf66 peptide Human insulin
(M)a

Human insulin
(D)b

�-Lactoglobulin rHGH Carbonic Anhydrase Human Serum
Albumin (M)a

Ovalbumin (D)b

Design A
u(repeatability) 206.5 126.2 168.0 157.4 163.5 178.4 227.5 236.6
u(prediction) 199.6 194.3 170.6 151.2 142.1 132.1 238.2 311.1
u(precision) 605.2 605.2 605.2 605.2 605.2 605.2 605.2 605.2
u(calibration) 637.3 635.7 628.8 623.8 621.7 619.5 650.4 680.5
u(Mw) 669.9 648.1 650.9 643.4 642.8 644.7 689.1 720.5
Mw estimated 4990 6295 12,551 18,774 22,569 30,311 68,494 83,662
U(Mw)c 1339.8 1296.1 1301.8 1301.8 1285.7 1289.3 1378.1 1440.9

Design B
u(repeatability) 206.6 126.3 168.2 157.6 163.6 205.3 290.0 236.8
u(prediction) 442.8 431.0 376.2 315.9 298.2 252.2 366.4 502.1
u(precision) 745.4 745.4 745.4 745.4 745.4 745.4 745.4 745.4
u(calibration) 867.0 861.0 834.9 809.6 802.8 786.9 830.6 898.7
u(Mw) 891.3 870.2 851.7 824.8 819.3 813.2 879.7 929.4
Mw estimated 4994 6300 12,562 18,790 22,589 30,318 68,602 83,734
U(Mw)c 1782.6 1740.5 1703.4 1649.5 1638.7 1626.5 1759.5 1858.8

Mw (ASTRA)d 4688 5805 12,600 21,800 23,100 29,550 67,300 87,500
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M = monomer.
b D = dimer.
c Expanded uncertainty for k = 2.
d Mw estimated using ASTRA software.

he uncertainty associated with repeatability of routine samples,
(repeat), is similar in all proteins studied, although a higher value
as obtained for the Spf66 peptide due to poor peak resolution,

ncluding baseline noise which blurs the base of peaks making it dif-
cult for the integrator to identify the beginning and end of peaks
22]. However, there are some differences between u(cal) values
or those samples situated at the extremes of the calibration range.
his can be attributed to the larger contribution arising from the
rediction step, since u(precision) is constant. Thus, low values of
ncertainty are obtained when the interpolation is around the cen-
roid. Thus, the carbonic anhydrase sample presents the smaller
alue. However, when the interpolation is performed far away from
he centroid, the u(pred) quickly increases as can be seen in Table 2.

To evaluate the different parameters affecting uncertainty due
o quantification, a second design, called “B”, was used (Fig. 2). In
his case, 3 calibration standards (lysozyme, ovalbumin and bovine
erum albumin monomer) were analysed for 2 days in duplicate.

ith this design, the number of standards is lower and the residual
tandard deviation higher; the linear response range is shorter and
he centroid thus moves to higher values (32327.5–41165).

When applying this design to the rHGH sample, the esti-
ated Mw was very close to those obtained with design A

Mw = 21,515 Da), since the slope did not differ from the value found
or the first method, but the precision of the analytical procedure
s the main source of uncertainty; the higher the uncertainty due
o intermediate precision (283.4), the higher the uncertainty due
o prediction (198.2), since this value depends on the amplitude of
he linear range considered (Table 2). The expanded uncertainty,
or k = 2, was 699.2 Da. This result implies a 53.9% increase in the
5% confidence limits with respect to design A, and that a decrease

n the number of points on the calibration graph leads to a consid-
rable increase in uncertainty. Also, the interpolations close to the
imits of the calibration range produce a higher uncertainty u(pred)
han those obtained with the first procedure. For example, its rela-
ive contribution increased to 6.21% against an initial value of 2.93%
or the Spf66 peptide.
When the peak areas ratio from two detectors was used to
etermine Mw, the ANOVA of the linear regression “peak area
atio versus calibration standard Mw” also confirmed the linear-
ty of the method through rejection of the null hypothesis of
ack of fit for ˛ = 0.05; the R.S.D. was 1.99%. On the basis of the
experimental data, we can also say that the intercept is equal to
zero (t(calculated) < t(tabled) value). Therefore, the equation of the
regression line was:

Peak area ratio = 6.868× 10−5 ×Mw; r = 0.9993; (n = 24)

and the root mean square error (Syx) was 4.429×10−2.
At first, all the Mw estimated by this procedure are very close

to those obtained using the peak height ratio, with no significant
differences in comparison to the absolute Mw estimated by ASTRA
software. Table 3 shows the contributions of the different uncer-
tainty sources to the combined standard uncertainty when the
results are expressed as peak area ratio. The main source is calibra-
tion, where the contribution of u(pred) to the combined uncertainty
is similar to those for the above method, whereas the uncertainty
due to intermediate precision contributes most to the combined
uncertainty. In this case, the time-different intermediate precision
estimated in accordance with Eq. (11) was 1.728×10−3, which is
approximately seven times larger than the intermediate precision
by peak heights. A more detail analysis shows that the variance
between days obtained for both methods is of the same order of
magnitude, whereas variance between measurements is 17 times
greater by peak areas than heights.

This is to be expected since the peak area is significantly affected
by flow-rate fluctuations, and especially by peak integration, intro-
ducing additional variability. Barwick has published two detailed
reviews on factors affecting peak areas and heights in HPLC and
its sources of uncertainty [23,24]. This was investigated by record-
ing peak height and area for five replicate injections of a human
serum albumin (HSA) sample, analysed over a short-time interval
where variations in flow-rate can be negligible. In our situation, the
definition of a baseline across the peak region can present a prob-
lem in estimating peak area since it was not perfectly resolved and
therefore, the perpendicular drop and tangent-skin methods were
used (Fig. 3). The peak area was obtained by summation, and the
peak height from the maximum value with respect to the baseline

(Table 4). The precision of the peak height measurements is better
than that of peak area measurements, resulting in a loss of approx-
imately 45%. In contrast, the precision of peak area measurements
obtained using the drop method was significantly better than that
obtained using the tangent-skin method, approximately by a factor
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Table 4
Effect of the limits of integration on the peak area and height measured for the human serum albumin sample.

Sample Integration limits
(min)

Peak area by drop method Peak area by tangent-skin method Peak heights

LS signal RI signal Ratio LS signal RI signal Ratio Integration limits
(min)a

LS signal RI signal Ratio

1 9.20–10.90 0.1452 0.03084 4.710 0.1278 0.02715 4.708 7.20–11.0 0.3447 0.06615 5.210
2 9.30–10.90 0.1435 0.03057 4.695 0.1235 0.02631 4.695 7.25–10.95 0.3453 0.06620 5.216
3 9.30–10.85 0.1449 0.03077 4.709 0.1252 0.02661 4.705 7.20–11.0 0.3465 0.06658 5.205
4 9.25–10.85 0.1442 0.03068 4.700 0.1261 0.02655 4.750 7.20–10.95 0.3473 0.06629 5.240
5 9.2–10.95 0.1462 0.03082 4.745 0.1254 0.02684 4.671 7.25–11.0 0.3452 0.06659 5.184

Mean 0.1448 0.03074 4.712 0.1256 0.02669 4.706 0.3458 0.06636 5.211
S 3.179
C 1.19

o
1
h

t
s
t
c
e
i

F
u
i
i
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t
l
2
o

F
s

.D. 1.031×10−3 1.112×10−4 0.0195 1.557×10−3

.V. (%) 0.71 0.36 0.41 1.24

a Integration limits used to establish the baseline.

f 2, although the relative error in peak area estimated was less than
3.5% Thus, the decision of when to start and stop the integration
as a greater effect on the recorded area.

This variability in peak area measurements is also transferred
o u(repeat), since a value of 163.5 Da was obtained for the rHGH
ample (n = 3). The combined uncertainty of the result is 642.8 Da,
he intermediate precision uncertainty (605.2) being the major
ontributing factor, whereas the expanded uncertainty, using a cov-
rage factor k = 2, is then: U(Mw) = 1285.7 Da, so the Mw calculated
s 22569.5±1285.7 Da.

On the other hand, design B provides almost the same results.
ig. 4 shows the relative contributions of the different sources of
ncertainty to the combined uncertainty for the rHGH and human

nsulin monomer samples, where the uncertainty due to precision
s greater. This gives the combined uncertainty a high value with

egard to the rest of the conditions, although the uncertainty due
o prediction is still significant. The expanded uncertainty calcu-
ated for k = 2 was 1638.7; so the Mw calculated for rHGH was
2,589±1638.7 Da. This result was not unexpected since the results
btained using different methods are strongly correlated with each

ig. 3. Effect of definition of the baseline in measured peak area. The mean difference betw
ample was around 12%.
×10−4 0.0288 1.094×10−3 2.091×10−4 0.0202
0.61 0.32 0.31 0.39

other most of the uncertainty components influence both results in
the same direction but with different magnitude, according to the
nature of the design used.

3.3. Reproducibility of the methods

A study was conducted to assess the reproducibility of the peak
height method, denoted by “new method”, and to compare it to
ASTRA, denoted by “reference method”. The proposed guidelines
for such validation require the specification of permissible losses in
precision and accuracy. Thus, the reproducibility can be accepted
for the studied proteins if the 100(1−˛) % lower confidence limit is
greater than or equal to pc.a., namely the least acceptable pc.a. [12].
This value is calculated in function of the precision (p), assuming a
100x % loss in precision and accuracy (Cb).
pc.a. =
√

p2 − x · Cb (17)

The sample concordance correlation coefficient was 0.9987 with
the 95% lower confidence limit of 0.9970. Given the small amount of

een the tangent-skim and perpendicular drop methods for human serum albumin
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Fig. 4. Relative contribution of the different sources of uncertainty to the combined
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ncertainty as a function of both the method and design used. The parameters affect-
ng the uncertainty due to calibration and from assessment of accuracy were higher
or the peak area method than for peak height especially for those samples situated
t the calibration range extremes, e.g. human insulin.

ithin-sample variation in both methods, the peak height method
as assumed to explain 99% (p = 0.995) of ASTRA (precision), and
ithout loss in precision (x = 0.0), these conditions yield the least

cceptable pc.a. of 0.9946. This result shows the reproducibility
f both methods since the 95% lower confidence limit was much
reater than the least acceptable pc.a. Also, an excellent precision
p = 0.9991), with minimum location shift (u = 3.335×10−3) and
cale shift (v = 1.011) were observed, the coefficient of variation
eing 3.88%.

Only when a precision of 99% (p = 0.995) and a 1% loss in pre-
ision (x = 0.01) were assumed, the peak area method was judged
o reproduce ASTRA since its 95% lower confidence limit is much
reater than the least acceptable pc.a. (0.9925 > 0.9885). Also, the
oefficient of variation was slightly greater than 5%, although one

ight decide that a CV of 5.42% is acceptable or not.
In a second study, the peak area method is compared to the peak

eight method used as reference method; the results clearly show
igh reproducibility in all terms, as seen in Table 5.

able 5
tatistical analysis to evaluate the reproducibility of different methods using the
oncordance correlation coefficient.

arameter ASTRA/height ASTRA/area Height/area

c 0.9987 0.9968 0.9992
5% CIa 0.9994–0.9970 0.9986–0.9925 0.9997–0.9982
b 3.335×10−4 1.623×10−3 4.664×10−4

1.022 1.038 0.9854
b 0.9996 0.9985 0.9997

0.9991 0.9983 0.9996
.V. 3.88% 5.42% 2.66%
c.a. 0.9946b 0.9885c 0.9946b

a Confidence interval for pc .
b Assuming a precision (p) = 99% and a precision loss (x) = 0%.
c Assuming a precision (p) = 99% and a precision loss (x) = 1%.
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4. Conclusions

This paper analyses uncertainty in size-exclusion chromatog-
raphy in the two-detector method using LS and RI detection. The
uncertainty in Mw values obtained from use of the ratio of peak
height or area from two detectors was contrasted. For this, the
main uncertainty sources associated with the two approaches used
to determine Mw were identified, quantified and combined. Given
the measurement of interest is not measured directly, but it is cal-
culated from peak height or area ratio from two detector, the signal
ratio uncertainty must be calculated using the random propagation
of error formula. In this case, the effect of signal correlation was
evaluated in order to avoid uncertainty overestimation when the
correlation is neglected due to any signal ratio is not just a function
of signal variance but of their covariance too. The information gen-
erated in assessing the precision of analytical procedures is used to
calculate the uncertainty without involving extra work. The inter-
mediate precision uncertainty contributed most significantly to the
combined uncertainty, followed by that arising from calibration
(more specifically from prediction) and then repeatability.

The Mw estimated by the peak area ratio procedures are very
close to those obtained using the peak height ratio, although the
combined uncertainty is higher (≈3 times) due to the peak area is
significantly affected by peak integration form, introducing addi-
tional variability which is transferred to other uncertainty sources
such as repeatability and precision.

The reproducibility of both methods was evaluated and verified
using the concordance correlation coefficient. The reproducibility
of both methods was accepted by assuming a precision of 99% and
a 1% loss in precision using ASTRA as reference.

The main benefits of these methods are therefore their prac-
tical simplicity, and universal application to estimate the peptides
and proteins Mw containing carbohydrates or not, providing similar
results to those obtained with the ASTRA method with the advan-
tages that it is not necessary to know the specific refractive index for
the protein and instruments calibration constants, parameters that
are otherwise needed to determine Mw using commercial software.

Acknowledgment

This work was financed by the Fondo de Investigación de la
Seguridad Social, Spain as part of project PI 061804.

References

[1] J. Wen, T. Arakawa, J.S. Philo, Anal. Biochem. 240 (1996) 155.
[2] T. Arakawa, J. Wen, Anal. Biochem. 299 (2001) 158.
[3] E. Folta-Stogniew, K.R. Williams, J. Biomol. Tech. 10 (1999) 51.
[4] A. Oliva, M. Llabres, J.B. Fariña, J. Pharm. Biomed. Anal. 25 (2001) 833.
[5] B.S. Kendrick, B.A. Kerwin, B.S. Chang, J.S. Philo, Anal. Biochem. 299 (2001) 136.
[6] P.J. Wyatt, Anal. Chim. Acta 272 (1993) 1.
[7] G. Dollinger, B. Cunico, M. Kunitani, D. Johnson, R. Jones, J. Chromatogr. 592

(1992) 215.
[8] A. Oliva, J.B. Farina, M. Llabres, Anal. Chim. Acta 512 (2004) 103.
[9] S.L.R. Ellison, M. Rösslein, A. Williams (Eds.), EURACHEM/CITAC Guide, Quanti-

fying Uncertainty in Analytical Measurement, second ed., 2000.
10] EN ISO/IEC 17025, General requirements for the competence of testing and

calibration laboratories, CEN Management Centre, Brussels, 2005.
[11] L.I.-K. Lin, Biometrics 45 (1989) 255.
12] L.I.-K. Lin, Biometrics 48 (1992) 599.
13] S. Wolfram, MATHEMATICA: A System for Doing Mathematics by Computer,

Addison-Wesley, Redwood City, CA, 1988.
[14] J.R. Taylor, An Introduction to Error Analysis, 2nd ed., Univ. Science Books,

Sausalito, CA, 1997.
15] Guide to the Expression of Uncertainty in Measurement, 2nd ed., International

Organization for Standardization, Geneva, 1995.
16] A. Maroto, R. Boqué, J. Riu, F.X. Rius, Anal. Chim. Acta 446 (2001) 131.
[17] J. Galbán, C. Uribe, Talanta 71 (2007) 1339.
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a b s t r a c t

Accurate determination of nitrite either as such or as the breakdown product of nitric oxide (NO) is critical
in a host of enzymatic reactions in various settings addressing structure–function relationships, as well
as mechanisms and kinetics of molecular operation of enzymes. The most common way to quantify
nitrite, for instance in nitric oxide synthase (NOS) mechanistic investigations, is the spectrophotometric
assay based on the Griess reaction through external standard calibration. This assay is based on a two-step
diazotization reaction, in which a cationic diazonium derivative of sulfanilamide is formed as intermediate
riess assay
iazonium
ithiothreitol
itric oxide synthase
urnover
xternal calibration

before the final absorbing azo-product. We show that this intermediate is very sensitive to reducing
agents that may be transferred from the reaction media under investigation. The interaction of this vital
intermediate with the reducing agent, dithiothreitol (DTT), which is widely used in NOS reactions, is
characterized by both electrochemical and spectroscopic means. The effect of DTT on the performance of
external calibration, both in sample recovery studies and in actual NOS reactions, is presented. Finally an
alternative method of standard additions, which partially compensates for the accuracy and sensitivity

bratio
tandard addition problems of external cali

. Introduction

Determination of trace amounts of nitrite is crucial in a
umber of mechanistic and kinetic investigations addressing
tructure–function of enzymes. Examples include investigations
ddressing mechanisms and kinetics of the molecular function of
nzymes such as Nitrite Reductases (NiR) [1] and nitric oxide syn-
hases (NOS) [2]. In the latter case, accurate determination of nitrite
NO2

−) as a breakdown product of nitric oxide (NO) is of particu-
ar importance in current investigations, which aim to understand
he molecular function of NOS enzymes. Nitric oxide synthases
re heme enzymes that catalyze the in vivo synthesis of nitric
xide, a diatomic molecule that was found to mediate numer-
us physiological processes and is involved in the development
f a host of pathological states [3]. NO is involved in vasodila-
ion, neurotransmission, cytotoxicity, and cytoprotective processes
4,5]. It is biosynthesized by enzymatic oxidation of one termi-
al guanidine-nitrogen of the amino acid l-arginine through the

-hydroxy-l-arginine intermediate, yielding l-citrulline as a co-
roduct (Scheme 1).

Although several methods have been developed to determine
he NOS turnovers [6–8], NO is often quantified in the form of

∗ Corresponding author. Tel.: +1 216 875 9716; fax: +1 216 687 9298.
E-mail address: m.bayachou@csuohio.edu (M. Bayachou).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.074
n, is proposed and discussed.
© 2009 Elsevier B.V. All rights reserved.

nitrite (NO2
−), a stable breakdown product of NO in aerobic reaction

media. Various methods are employed to quantify nitrite accurately
especially in biological samples [9–13]. The most commonly used
technique to quantify nitrite in NOS mechanistic investigations
is using a spectrophotometric assay based on the Griess reaction
through a standard calibration curve [14,15]. This assay is based on
a two-step diazotization reaction in which acidified nitrite produces
a nitrosating agent which reacts with sulfanilamide to produce
the diazonium derivative. The diazonium ion is then coupled to
N-1-napthylethylenediamine dihydrochloride (NED) to stoichio-
metrically form the final azo-product which absorbs at 540 nm
(Supporting information, Scheme S1). The Griess assay is widely
used to determine nitrite in a variety of biological and experi-
mental matrices such as plasma, serum, urine, and tissue culture
media [16–18]. However, serious accuracy problems may arise in
the presence of interfering agents, especially if these are not taken
into account during the external calibration. It has been already
reported that the NOS enzyme itself spectrally interferes with the
final product of Griess assay [19]. The NADPH, an essential cofactor
in NOS reaction, is also a known interferent in the Griess assay [20].
John Moody and Shaw recently published a reevaluation study of
the Griess assay in terms of the extent of interference brought by

nicotinamide nucleotides in the assay medium [21]. A prior review
by Fox and Suhre documented interferences by a number of agents
including thiols [22].

Accurate quantification of nitrite is critical for reliable determi-
nation of NOS turnover and other kinetic aspects; it thus can affect
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cheme 1. Enzymatic synthesis of nitric oxide by NOS enzymes; the reaction uses l-a
re also necessary for the NOS function.

ll derived mechanistic/kinetic interpretations. The cationic diazo-
ium intermediate that forms during the first step of the Griess
ssay is vulnerable towards most reducing agents in the assay
edium, especially dithiothreitol (DTT), which is widely used in
OS reactions. The interaction between diazonium intermediate
nd DTT, especially when present in high concentrations (0.5 mM
r higher), results in a critically low yield for final azo-compound,
hich seriously affects the sensitivity of the method. This, in turn,

eads to serious limitations for nitrite determination especially in
he low concentration range (i.e. 2.5–10 �M), where important

echanistic information is usually derived through measurement
f initial rates.

In this work, we probe the nature of critical interaction of the
iazonium intermediate with DTT as a reducing agent using elec-
rochemical and spectrophotometric techniques. The study also
xplores how DTT concentration affects the sensitivity of the Griess
ssay for nitrite determination, even when matrix correction (i.e.
sing DTT in standards) is used in the external calibration method.
he study further investigates possibilities to minimize the matrix
ifference to achieve high accuracy and sensitivity using standard
ddition method.

. Experimental

.1. Reagents

All the chemicals used were of analytical grade. Nanopure deion-
zed water (specific resistance > 18.2 � cm) used in all experiments
as supplied by a Barnstead water purification system. All working

olutions of nitrite were prepared using 0.1 M standard nitrite solu-
ion. Dithiothreitol and NADPH were purchased from Sigma. The
riess reagent kit was purchased from Promega (Madison, WI) and
as used following the technical instructions provided. Briefly, the

nalyte solution is incubated with sulfanilamide first for 10–15 min,
ollowed by the addition of NED (10–15 min), and the absorbance
f the final azo dye (�max at 540 nm) is recorded. It is worth men-
ioning the concentration of the Griess ingredients in the stock
olutions of the kit. Based on the chemical specifications on the
romega kit, the concentration of sulfanilamide solution is 58 mM
hile the NED solution is at 3.9 mM. These concentrations ensure

hat the Griess assay ingredients are always in excess compared to
he nitrite analyte.
.2. Apparatus

UV–vis absorbance spectra were recorded on Agilent 8453 spec-
rophotometer. Spectra were collected between 400 and 650 nm.
e as a substrate and oxygen as co-substrate. NADPH, FAD, FMN, and tetrahydropterin

Cyclic voltammetry was performed in a standard three-electrode
cell using a BAS100W electrochemical workstation (Bioanalytical
Systems Inc.). A gold working electrode (CHI, Area = 0.0314 cm2)
was polished with alumina slurry (successively with 0.3 and
0.05 �m), and cleaned in ultrasound bath in deionized water.

2.3. Electrochemical measurements

All electrochemical measurements were carried out in nitrogen
purged 0.05 M NaCl solution. The solutions were stirred between
the cyclic voltammetric experiments; all potential are reported ver-
sus the Ag/AgCl reference electrode. After each scan in solutions of
diazonium ions, the working electrode was cleaned with piranha
solution (70% H2SO4 and 30% H2O2) and polished as described
above.

2.4. Procedure for calibration curves

The Griess assay used widely is a two-step process. First the ana-
lyte aliquot is incubated for 15 min with an excess sulfanilamide
to generate the diazonium cation. NED (in excess of the diazo-
nium cation formed) is then added to the assay medium and the
color is allowed to develop. Absorbance is recorded after exactly
15 min of reaction time. Calibration curves were constructed for the
range of 2.5–15 �M nitrite; standards were prepared using 0.1 M
nitrite stock solution. 500 �L-aliquots of standards are incubated
for 15 min each with 100 �L sulfanilamide and 100 �L NED. Deion-
ized water is added up to 1.00 mL and absorbance measurement
taken at 540 nm.

To evaluate the matrix effect, samples for recovery studies are
prepared by mixing various amounts of nitrite and DTT (from 1 mM
working solutions) and diluting with deionized water to 1.00 mL.
500 �L aliquots of each unknown were incubated for 15 min with
100 �L sulfanilamide followed by 100 �L NED and diluted with
deionized water to 1.00 mL. The absorbance is then measured and
the nitrite amount is quantified using a suitable calibration curve.

2.5. Procedure for standard addition method

Samples containing two different concentrations of nitrite (3
and 6 �M, prepared from a 0.1 M stock solution just as we did for
the regular calibration method) in the presence of three represen-

tative concentrations of DTT (0.0, 0.4, and 1.0 mM) were prepared,
giving a total of six test solutions. The total volume of each sam-
ple analyzed was 3.00 mL. The range of nitrite concentration in
these working samples was selected based on actual ranges used
in NOS reaction investigations. Each test solution was divided into
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ig. 1. (A) Comparison of cyclic voltammograms obtained for diazonium intermed
oltammogram of sulfanilamide only; (—) 1st voltammetric scan after addition of n
ormed in situ in absence (—) and presence of 0.5 mM DTT (- - -) and 1.0 mM DDT (.

ix 0.50-mL aliquots. Then known amounts of nitrite standard were
uccessively spiked into each vial followed by appropriate amounts
f the Griess assay reagents (i.e. sulfanilamide and NED solutions).
he mixtures were incubated for 15 min. The resulting solutions
re then diluted to 1.00 mL with deionized water. Nitrite concentra-
ion in each sample was then quantified using known procedures of
tandard addition method by measuring the absorbance at 540 nm.
ll results presented, unless otherwise mentioned, are averages of

riplicate trials. Results are reported as averages of replicate tri-
ls± standard deviation

.6. NOS assays

The second step of the NOS reaction, i.e. the conversion of N-
ydroxy-l-arginine (NHA) to l-citrulline and NO, is generally used

n NOS mechanistic investigations and was similarly used here to
est the performance of various methods in nitrite quantification.
he NOS reaction of this step is facilitated by addition of H2O2.
or validation, three different test samples with three different
TT concentrations, 0, 0.4 and 1 mM, were prepared in pH 7.4
EPES buffer, each containing 0.1 mM NHA and 10 �M H4B. 300-�L
liquots of each test solution were put in small reaction tubes fitted
n a heating block; the tubes were kept 15 min at 37 ◦C. 5 �L of puri-
ed iNOS-oxygenase domain (iNOSoxy, 22 �M) were then added
o the reaction vials. The solutions were kept for another 5 min
t 37 ◦C. The NOS reaction is started by adding 0.25 �L of 50 wt.%
2O2 and allowed to proceed for 20 min at 37 ◦C. The reactions were
uenched by adding 100 �L ice-cold deionized water into the reac-
ion vessels and stored in ice for calibration and standard addition

easurements. All results presented, unless otherwise mentioned,
re averages of triplicate trials. Results are reported as averages of
eplicate trials± standard deviation.

. Results and discussions

.1. Electrochemical results

In the first step of the Griess assay, sulfanilamide, under acidic
onditions, reacts with nitrite to form sulphanilamide-diazonium
ntermediate. Most diazonium derivatives can be reduced electro-

hemically within the potential window of +300 to−500 mV versus
g/AgCl [23–25].

Fig. 1A shows the cyclic voltammogram for the reduction of
ulfanilamide-diazonium ion formed in situ. The voltammetric sig-
ature in the form of the irreversible reduction peak near−100 mV
ormed in situ by adding 0.5 mM nitrite to 0.5 mM sulfanilamide. (. . .) Background
(- - -) 2nd scan after addition. (B) Voltammetric response of 0.5 mM diazonium ion
voltammograms are first scans.

shows quantitative formation of the diazonium derivative upon
reaction of sulfanilamide with added nitrite under acidic condi-
tions. A number of diazonium derivatives have been shown to form
in similar conditions, and can be electrochemically reduced to graft
the electrode surface in question [23]. Pure sulfanilamide does not
give this electrochemical response. Also, the irreversible reduction
wave in Fig. 1A exhibits a general behavior characteristic of the elec-
trochemical behavior of aryl-diazonium derivatives in that the first
scan generates highly reactive aryl radicals which attach to the elec-
trode surface and prevent direct electrochemical reduction during
subsequent cycles. As a result, and unless the electrode surface is
thoroughly cleaned and polished, second and subsequent cycles do
not show any reduction (Fig. 1A). This typical behavior is another
indicator pointing to the formation of the sulfanilamide diazonium
derivative upon nitrite addition.

The diazonium intermediate that forms during the first step
of the Griess assay is vulnerable towards most reducing agents,
especially dithiothreitol, which is widely used in media for NOS
reactions [16,26]. Fig. 1B shows the effect of DTT concentrations on
the sulfanilamide-diazonium intermediate. All scans in Fig. 1B are
first scans only, after which the electrode is thoroughly cleaned and
polished. Increasing the concentration of DTT from 0.5 to 1.0 mM
significantly decreases the diazonium reduction current. The addi-
tion of a large excess (>10 mM) of DTT destroys completely the
diazonium intermediate as evidenced by total disappearance of its
reduction peak (results not shown).

3.2. UV–vis spectroscopic results

Diazonium intermediates frequently absorb at or around 375 nm
[19]. Fig. 2A shows the location of the absorption band corre-
sponding to the sulfanilamide-diazonium ion formed in situ upon
addition of 0.1 mM nitrite to sulfanilamide; the absorbance was
measured at regular time intervals. An absorption band at 365 nm
appears within 5 min of nitrite addition. The absorption continues
to increase steadily through the first 15 min and then stabilizes as
a result of nitrite depletion.

The interaction of DTT with the diazonium intermediate of the
Griess assay can also be monitored using absorbance spectroscopy.
Addition of 0.5 mM DTT to the diazonium derivative first gives rise

to a transient peak that is slightly red-shifted, which then decays
over few minutes with an isosbestic point at 406 nm (Fig. 2B). The
transient peak corresponds likely to a preliminary association com-
plex between DTT and the diazonium ion, an association that serves
as a preamble to internal electron transfer which then decom-
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spectroscopic results pointing to the reductive decomposition of
the initial diazonium-sulfanilamide cation upon addition of the
reducing agent DTT. It is important to mention that the concen-
trations of DTT in NOS reaction media that we used here are typical
ig. 2. (A) Formation of the sulfanilamide-diazonium derivative in situ as a function
nd presence of DTT immediately at 30 s (- - -) and after 1 min (- · - ·), and 5 min (. . .

oses the diazonium derivative. The decomposition observed with
bsorbance spectroscopy is consistent with our electrochemical
esults, which show decrease of the diazonium derivative upon
ddition of DTT. The decomposition of the diazonium derivative
s the result of electron transfer from the reducing thiol (DTT).

.3. Effect of DTT on the slope of the calibration curve

Fig. 3 shows how the sensitivity of the Griess assay using external
alibration is affected by the presence of increasing amounts of DTT
n nitrite standards. The series of curves unequivocally show that as
he concentration of DTT increases, a marked decrease in the slope
f the linear calibration results. The presence of DTT greatly affects
he level of absorptivity at 540 nm of the final azo-compound pro-
uced by the Griess reagents in the presence of nitrite. The decrease

n absorptivity is proportional to the concentration of DTT present
s shown by the inset in Fig. 3. The effect of DTT on the slope of the
riess calibration curve is rationalized in terms of its effect on the

nitial cationic diazonium derivative of the two-step assay. How-
ver, we need to point out at this point that it is conceivable that
TT, as a dithiol species, may react directly with nitrite to form

mono- and/or di-nitroso-DTT derivatives, which may also con-

ribute to the decreased absorbance of the final azo-compound. To
est for this possibility, we have conducted experiments in which
e varied the order and the time of addition of DTT (i.e. before or

ig. 3. Effect of DTT concentration on the slope of the calibration curve of the Griess
ssay. Numbers next to the curves indicate the corresponding DTT concentration
n the assay medium; Data points reported as averages ±standard deviation. Inset:
lot of assay sensitivity (absorbance units per �M of nitrite) as a function of DTT
oncentration.
e at 20 s (. . .), 5 min (- - -) and 15 min (—). (B) Diazonium derivative in absence (—)
the slightly red-shifted transient peak that appears upon addition of DTT.

after formation of the cationic intermediate) and comparing final
absorbances in both cases, we unequivocally show that this reac-
tion, if any, does not contribute to the loss of the final absorbing
compound in the Griess assay (Supporting information, Figure S1).
In addition, we show that the reaction of a simpler diazonium cation
(para-nitrobenzene diazonium) formed and purified in conditions
similar to the first step of the Griess (i.e. reaction of the amine
form with nitrite under acidic conditions) takes place quantita-
tively with added DTT and yields the disulfide (i.e. the oxidized)
form (Supporting information, Figure S2).

It is important to note that varying times (10, 15, 20 min) of
interaction of DTT (with nitrite and with the Griess cationic inter-
mediate) do not change the conclusion of our findings, and always
show that the primary interaction of DTT that accounts for the loss
of the final azo dye is with the cationic intermediate of the first step
of the Griess assay.

These observations are consistent with our electrochemical and
Fig. 4. Comparison of values obtained from calibration and standard addition meth-
ods for two levels of nitrite as working “unknowns” in the presence of different
DTT concentrations. Expected values for the two concentrations (solid line with
solid squares) are to be compared with recovered values using standard addition
(dashed line with solid triangles) and calibration (dotted line with open triangles).
Data points reported as averages of triplicate trials± standard deviation.
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oncentrations used in NOS investigations [16,26]. These observa-
ions indicate that the response of the Griess assay is compromised
s the concentration of DTT increases. This effect is significant with
oncentrations of DTT as small as 0.2 mM for the micromolar range
f nitrite (or nitric oxide) routinely encountered in NOS investiga-
ions. In addition, the series shows that the 1-mM concentration
evel of DTT, usually used in reaction media supporting NOS reac-
ions, depresses the response of the assay by over 44%.

The decrease of the response of the Griess assay as a result of
TT presence in reaction media results in significant discrepancy
etween true nitrite concentrations and quantities determined
rom the Griess assay using blind external calibration curves, even
hen DTT is taken into account. In fact, the concentration of DTT,

eing a sacrificial reducing agent in the enzyme buffer medium, is
enerally not known accurately at the time of the assay. In addi-
ion, even if the concentration can be estimated, as we show in
ig. 3, the sensitivity of the assay (slope of the linear curve) is
eriously depressed at higher DTT concentration which will affect
he evaluation of lower nitrite concentrations (or NO in the case
f NOS reaction) encountered in experiments at limited enzyme
urnovers, where lower nitrite (or nitric oxide) concentrations are
ncountered. Other differences between media used to construct
alibration curves for the Griess assay and the samples matrix also
ffect the accuracy of the results. For instance, in the case of the NOS
eaction, slight differences in the concentration of NADPH, another
educing agent that can interact with the diazonium intermediate
21], also result in noticeable discrepancies in analyte recovery tests.
ogether, these results show that blind external calibrations yield
arge errors in the determination of nitrite and, thus, of nitric oxide
n the case of NOS reaction, particularly at low concentrations such
s those encountered under initial rates settings. The large con-
entration errors caused by DTT would significantly affect derived
inetic and mechanistic interpretations.

.4. Comparison of the performance for calibration and standard
ddition methods

Because the presence of DTT changes the accuracy and sensi-
ivity of the Griess assay, we examined whether the method of

tandard additions would better reproduce nitrite concentrations
ompared to the method using external calibration [19].

The calibration method shows significant deviations from actual
ample values at 3.0 and 6.0 �M levels in the presence of increas-
ng concentrations of DTT. It is important to note that the working

ig. 5. (A) NO production by iNOSoxy after 20-min reaction periods in the presence of diffe
sing the Griess assay. Error bars indicate± standard deviation. (B) NO production by iNO
O levels were measured using standard addition method and the Griess assay. Error bar
78 (2009) 910–915

solutions of nitrite mixed with DTT are prepared fresh and used on
the spot for the calibration and standard additions [27]. The poor
analyte recovery is particularly worse for high DTT concentrations
and/or low nitrite concentrations (Fig. 4). As for standard addition
method, although it does not entirely eliminate the matrix effect, it
has a remarkable performance compared to external calibration,
especially if one considers the level of DTT interference present
in the assay. One of the attributes of the procedure of standard
addition, because it uses spiked analyte samples, is the fact that it
averages the depressing effect of DTT at various nitrite concentra-
tions, and actually gives weight to the relatively lower effect of DTT
observed at higher nitrite concentrations. The resulting observed
effect of DTT present in the analyte sample is smaller than in
the original non-spiked sample. However, this method, although it
decreases the effect of DTT, will not completely eliminate it because
there will be always a finite level of reaction of DTT with the diazo-
nium cation generated in the first step of the Griess assay. Methods
aiming at eliminating the interference by background thiols in cases
such as measurement of S-nitrosothiols in biological samples are
known; these include an alkylation step of interfering thiols in the
medium by N-ethylmaleimide (NEM) during sample preparation
[28,29]. Conceivably, this alkylation method can also be used here
to minimize or eliminate the reducing effect of thiols such as DTT
in the Griess assay. However, this extra step is not typically used
in Griess assays performed in the context of investigation of NOS
enzymatic reactions. The standard additions method as shown here
significantly minimizes the DTT interference. Despite a certain level
of observed deviations from actual concentrations, the method is
still far more reliable than blind external calibration when DTT and
other potential interferences are involved. In addition, contrary to
matrix-corrected external calibration (i.e. with the attempt to com-
pensate for a known level of DTT), the exact level of DTT in the test
solution does not need to be known for standard additions method
[19].

3.5. Effect of DTT on the determination of NOS turnover using the
Griess assay

In this section we wanted to evaluate the effect of various lev-

els of DTT on actual NOS turnover rates through measurements of
NO produced. The catalytic oxidation of N-hydroxy-l-arginine by
inducible NOS oxygenase (iNOSoxy) results in nitric oxide produc-
tion which is measured under the conditions described in Section
2. The NO produced is evaluated through measurement of nitrite

rent DTT concentrations. NO levels were calculated from external calibration curves
Soxy after 20-min reaction periods in the presence of different DTT concentrations.
s indicate± standard deviation.
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sing the Griess assay and suitable calibration curves. Fig. 5A shows
hat the level of DTT in the enzymatic reaction medium affects
eriously the findings of the Griess assay and, thus, NOS turnover
etermination. The amount of NO measured becomes significantly

ower as the concentration of DTT in the NOS reaction medium
ncreases (Fig. 5A).

The increasing levels of DTT transferred from the reaction
edium to the assay medium likely contribute to greater degra-

ation of the sulfanilamide diazonium intermediate of the Griess
ssay, which, in turn, results in lower apparent NO concentrations.
n addition to accuracy, the standard deviation of nitric oxide deter-

ination is also affected (see error bars on chart, Fig. 5A) at high
evels of DTT (∼1 mM), where the concentration of the absorbing
zo-product of the Griess reaction becomes critically low. Assays
f nitric oxide from iNOSoxy reactions containing 0 mM DTT and
.4 mM DTT resulted in relatively close concentrations of 15.537
±2.313) �M and 13.176 (±1.621) �M, respectively (for the enzyme
mount and reaction time as described in Section 2). This sug-
ests that, at least for this typical reaction setting, the 0.4 mM DTT
evel does not severely compromise the Griess assay. NOS reac-
ion media with DTT concentration levels of 0.5 mM or higher give
xtremely low apparent NO concentrations when using external
alibration, which can greatly underestimate corresponding NOS
urnover rates.

Because the method of standard addition performed much bet-
er than the method of external calibration in terms of analyte (NO)
ecovery (Section 3.4), we examined if this can still hold true when
easuring NO produced by NOS in reaction media with various

evels of DTT. Fig. 5B shows NO concentrations measured from NOS
eaction media with 0.0, 0.4 and 1.0 mM DTT. Here again, the stan-
ard addition method shows improved NO recoveries compared
o the method of external calibration, even at DTT levels as high as
.0 mM (Fig. 5B). The standard addition method has been previously
hown to correct for the poor performance of external calibration in
multiple-step assay, developed for the determination of banned

zo dyes in different leather types [30]. In our case, the standard
ddition method, due to its inherent use of spiked samples, may
e benefiting from a positive contribution of higher concentrations
here the DTT effect on the assay is relatively repressed.

. Conclusion

Our electrochemical and spectrophotometric analyses indicate
hat the vital diazonium intermediate of sulfanilamide in the Griess
ssay reacts with the reducing agent DTT in solution which causes a
ecrease in the concentration of the final absorbing azo-compound.
herefore, the presence of DTT and other similar reducing agents
ignificantly affects the measurement of nitrite concentration using
he traditional Griess assay and blind external calibration methods.
he performance of the method is especially poor at low nitrite (or

O) concentrations. The apparent lower-concentrations observed
an compromise the interpretation of initial reaction rates and
erived structure–function analysis. Our work shows that the 1-
M concentration level of DTT, often used in reaction media of NOS

eactions, depresses the response of the Griess assay by over 44%.

[

[

[
[
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The standard addition method, on the other hand, performs better
than the conventional external calibration method, both in analyte
recovery studies, and in actual measurements of NO production in
NOS catalytic reactions. While the accuracy and sensitivity issues of
the Griess assay in the presence of reducing agents are presented
here in the context of the NOS reaction and NO determinations,
this problem is quite general [21], and applies to all cases in which
the diazonium intermediate of the Griess reaction is exposed to
reducing agents.
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C/MS

. Introduction

Arsenic is a well known toxic element and its presence in
rinking water, from natural geological processes, is a worldwide
nvironmental health problem [1]. Arsenic is also naturally present
n many foods, with seafood containing particularly high concen-
rations [2]. Human health concerns about arsenic exposure have
ncouraged continuing studies to identify the forms of arsenic
resent in these foods and to assess their toxicology. The vast
ajority of this work has focussed on water-soluble arsenic com-

ounds [3], while lipid-soluble arsenic compounds, arsenolipids,
hich were first reported in fish and fish oils 40 years ago [4], have

emained virtually unexplored.
Recent studies, however, have identified several major arseno-

ipids in fish oils: six arsenic-containing long chain fatty acids in
od liver oil [5], and three arsenic-containing hydrocarbons in oil
rom capelin [6]. The arsenic species were detected by HPLC/ICPMS
nd HPLC/ESMS; accurate masses were obtained by matrix assisted
aser desorption ionization (MALDI) and Fourier transform-ion
yclotron resonance mass spectrometry (FT/ICRMS). These com-
ounds are of immediate human health interest because they are
resent in foods and food supplements currently recommended by

utritionists owing to their high content of omega-3 fatty acids.
he wider distribution of arsenolipids in foods is currently not
nown and must await the development of a method able to screen
or these compounds. The structures of the arsenic-containing

∗ Corresponding author. Tel.: +43 316 380 5305; fax: +43 316 380 9845.
E-mail address: georg.raber@uni-graz.at (G. Raber).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.013
hydrocarbons (compounds A-C in Fig. 1) found in capelin fish oil
suggested that the compounds may be amenable to simple analysis
by GC, and prompted the work reported here.

2. Experimental

2.1. Sample preparation

Oil from capelin (100 g containing 11.7 �g As g−1), was par-
titioned between hexane (250 mL) and water/methanol (1 + 9;
150 mL). The hexane layer was not further examined. The aqueous
methanol fraction was evaporated to yield an oil (0.42 g, 0.52 mg
As) which was dissolved in methanol/chloroform/water (60 + 30 + 8,
v/v/v) and applied to a column containing the anion exchange
resin DEAE Sephadex A-25 (26 mm×240 mm). Chromatography
was performed with the above solvent mixture. Most of the arsenic
(the non-acidic fraction) eluted without interaction with the col-
umn at 100–120 mL (column volume 130 mL); this fraction was
evaporated to yield an oil (74 mg, 0.34 mg As) which was analysed
by GC/MS.

2.2. Synthesis of arsenic-containing hydrocarbons

1-Pentadecanol was converted to the triflate which was then
treated with sodium dimethylarsenide and the resultant arsine oxi-

dized to yield the desired product 1-dimethylarsinoylpentadecane
(compound A) as a waxy solid. Treatment of compound A, an arsine
oxide, with H2S gave the thio-analogue, while treatment of com-
pound A with dithiothreitol yielded the arsine. The identity of the
compounds was checked by ES/MS prior to GC/MS measurements.
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Fig. 1. Arsenic-containing hydroca

.3. Gas chromatography

For GC/MS determinations, a system combining a GC 7890A
ith a quadrupol MS 5975C (Agilent Technologies, Wald-

ronn, Germany) was used. The injection volume was 1 �l
splitless injection; injection port temperature 280 ◦C). A (5%-
henyl)methylpolysiloxane column, 30 m×0.25 mm i.d., 0.25 �m
lm thickness (DB-5ms from Agilent) was used. Carrier gas was
elium. The temperature of the column was started at 50 ◦C for
min, raised to 180 ◦C at 50 ◦C/min, raised to 220 ◦C at 3◦C/min
nd held for 1 min and then raised to 270 ◦C at 15 ◦C/min and held
or 4 min. The arsenic-containing hydrocarbons were detected with
lectronic ionization (70 eV) in scan mode (mass range 20–500),
nd in selected ion monitoring mode (SIM) at m/z 105, 106, 316,
44, and 388.

. Results and discussion

The feasibility of using GC/MS for the arsenic-containing hydro-
arbons was tested using a pure sample of the synthesised
ompound A ((CH3)2As(O)(CH2)14CH3; M+ = 332). Direct injection
f a solution of compound A in methanol (10 �g/mL equivalent to

.2 �g As/mL) gave a single chromatographic peak (tR 11.54 min).
he mass spectrum (Fig. 2) showed two major ions at m/z 106
(CH3)2AsH]+, m/z 105 [(CH3)2As]+ and one at m/z 316 which
ppeared to correspond to the molecular ion of the arsine analogue

Fig. 2. GC/MS spectrum of synthesised compound A.
identified in oil from capelin [1].

of compound A (i.e. [(CH3)2As(CH2)14CH3]+). The molecular ion for
compound A at m/z 332 was absent.

Two possible explanations were apparent: Either loss of oxy-
gen was taking place during the ionization process; or the arsine
oxide was converted to the arsine in the injection port of the GC,
and it was the arsine which passed through the column and was
being detected as its molecular ion (m/z 316). We presume that the
arsine is formed by pyrolisis as reported in early studies performed
by Kamai et al. [7,8]. The second of these possible explanations
was tested in the following way. The arsine analogue and the thio-
analogue [(CH3)2As(S)(CH2)14CH3, m/z 348] of compound A were
synthesised, and the behaviour on GC/MS of both compounds was
compared with that of compound A. Arsines are considerably less
polar than arsine oxides, and the thio-analogues have intermediate
polarity [9]. Accordingly, the three compounds had an anticipated
elution order of arsine, thio-analogue, arsine oxide (compound A).
However, chromatography of either the arsine or the thio-analogue
produced a single peak at tR 11.54 min, which matched exactly the
retention time for compound A. Furthermore, the mass spectrum
of this peak was identical for each of the three compounds. From
these observations it was concluded that compound A (and its thio-
analogue) is converted in the injection port to the corresponding
arsine which then passes through the column.

The MS response for the arsine oxide was only 50% that of the
arsine, presumably due to incomplete conversion in the injection
port. However, no peak was observed for the intact arsine oxide,
even after 24 min run-time; probably the arsine oxide is not suffi-
ciently volatile to pass through the column. The thio-analogue gave
a comparable response to the arsine indicating that it was quanti-
tatively converted in the injection port. These observations were
consistent with the relevant bond enthalpies for As–O and As–S.

The method was then applied to a fish oil to see if it could
directly detect the presence of arsenic-containing hydrocarbons.
For this purpose, m/z 106 [(CH3)2AsH]+, m/z 105 [(CH3)2As]+, and
the molecular ion of the arsine analogue of compounds A–C were
selected for use as tracers for the qualitative determination of these
arsenolipids in a partially purified extract of capelin oil.

The chromatograms obtained from selected ions m/z 106 and of
m/z 105 show a clean trace with three peaks at retention times of
11.5, 15.7 and 21.4 min corresponding to compounds A, B, and C,
respectively (Fig. 3). The mass spectra (Fig. 4) show the same major
characteristic as discussed for the synthesised standard of com-

pound A, i.e. the compounds passed through the GC as their arsine
analogues. Additionally, although the fragmentation patterns of the
two arsenic-containing alkanes, compound A and B were essentially
identical, the fragmentation pattern for the unsaturated compound
C showed clear differences. In particular, the dominant fragment for
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Fig. 3. GC/MS chromatogram of a fraction from capelin oil.

ompound C was m/z 106, whereas m/z 105 was the dominant frag-
ent from the two saturated compounds. Another difference lay

n the fragmentation pattern of the hydrocarbon chain – whereas
he saturated compounds A and B showed the regular loss of
he CH2 fragments (14 mass units), the unsaturated compound C
howed loss of either 14 or 12 mass units. This fragmentation pat-
ern can be used for the assignment of the double bonds within
he molecule. Structural identification of unsaturated fatty acids
s facilitated by introducing, by derivatisation, a favourable charge
ite into the molecule [10,11]. In the case of unsaturated arsenic-
ontaining hydrocarbons, however, derivatisation is not required
ince the arsine group is already a favoured charge site compared
ith the alkyl chain. Therefore, the GC/MS method appears well

uited to the structural analysis of this type of unsaturated arseno-
ipid.
We also screened (by monitoring the arsenic-containing frag-
ents m/z 105 and 106) for other homologous arsenic-containing

lkanes; in the capelin oil none was detected. These results are
ntirely consistent with the previous study which reported only the
hree arsenic-containing hydrocarbons, compounds A–C, in capelin
Fig. 4. GC/MS mass spectra of arsenic-containing hydrocarbons from capelin oil.

oil [1]. On that occasion, however, lengthy isolation procedures
were necessary to purify the compounds to facilitate their detec-
tion by HPLC/electrospray MS and to elucidate their structures by
high resolution MS.

In summary, we show that GC/MS can be used to screen for
arsenic-containing hydrocarbons in fish oils. The method, in com-

bination with a derivatisation step, might also be suitable for
the determination of arsenic-containing fatty acids, which were
recently reported in cod liver oil [5]. We are currently investigating
the best conditions for preparing methyl esters of these arsenic-
containing fatty acids.
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A capillary zone electrophoresis method was developed for simultaneous determination of nine
flavonoids, including two rare flavonols, in Tibetan medicine Anaphalis margaritacea. Baseline separa-
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eywords:

tion was performed at pH 9.6 with 25 mM Na2B4O7 and 10 mM NaH2PO4 buffer solution, 20 kV as driving
voltage and 275 nm as detection wavelength. Repeatability tests showed that the R.S.D. of both intra-
and inter-day migration times and peak areas were less than 5%. Recovery results ranged from 87.9% to
106.1%. Samples of A. margaritacea extracts were analyzed using the validated method, which is useful
for its quality control.
naphalis margaritacea
apillary zone electrophoresis
lavonoids

. Introduction

Flavonoids have attracted increasing interest in recent years
ue to their antiphlogistic, antiviral and antitumor properties. Sev-
ral analytical methods, such as HPLC [1], HPLC–MS [2], GC–MS
3] and multidimensional LC [4,5], have been described. And
rends in the separation and determination of flavonoids have
lso been reviewed [6–8]. Among them, capillary electrophoresis
CE) is a very economical technique and it has many advantages
uch as small injection sample volume, high efficiency, and short
nalysis time, etc., which can be useful in the rapid and effi-
ient determination of flavonoids in complex systems. Thus many
odes have been developed, such as MEKC [9], CGE [10] and

EC [11], etc. Of these, capillary zone electrophoresis (CZE) under
he addition of modifiers could provide satisfying resolution of
avonoids in complicated Chinese herbs [12]. Shi and co-workers
ave studied the determination of flavonoids in Hippophae rham-
oides by CZE [13]. Fang and co-workers have also investigated six
avonoids in chrysanthemum by CZE with running buffer modifiers
14].

Tibetan medicine Anaphalis margaritacea (Linn.) Benth. et Hook.

. (Compositae) belongs to the Anaphalis genus and widely dis-
ributed in the northwest and southwest of China. It has long been
sed by local inhabitants for cough and respiratory problems as
ell as for colds and rheumatism [15,16]. Chemical investigations

∗ Corresponding author at: Lanzhou Institute of Chemical Physics, Chinese
cademy of Sciences, Lanzhou 730000, PR China. Fax: +86 931 8277088.

E-mail address: shiyp@lzb.ac.cn (Y.-P. Shi).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.006
© 2009 Elsevier B.V. All rights reserved.

of this plant have resulted in the isolation of main active flavonoids,
including rare flavonols with the structures of multi O-substituted
A-ring and unsubstituted B-ring [17–19]. However, no methods
have been reported for the simultaneous determination of these
flavonoids.

In this study, we developed a CZE method for the first time
to separate and determine nine flavonoids whose structure were
shown in Fig. 1, including two rare flavonols (1 and 2 [17]),
in A. margaritacea extract. These nine analytes could achieve
good baseline separation. The results proved that the method
was a simple and economical means for the analysis of these
flavonoids and can be used for real application in practical sam-
ples.

2. Experimental

2.1. Apparatus

CZE experiments were performed on a Beckman PACE/MDQ
capillary electrophoresis instrument equipped with on-column
diode-array detection (DAD) (Beckman coulter, Fullerton, CA, USA).
A software of 32 Karat system and version 5.0 (Beckman coulter,
Fullerton, CA, USA) was used for data acquisition and evaluation. An
ultrasonic bath Model KQ-250 (Ultrasonic Co., Ltd. Kunshan China)
was used to degas the buffer. PB-10 pH meter (Beijing Sartorius

Instrument & System Engineering Co., Ltd.) was used to adjust the
pH of background electrolyte (BGE) with 0.1 M NaOH or 0.1 M HCl.
Uncoated fused-silica capillaries (Yong-Nian Optical Fiber Factory,
Hebei, China) with an inner diameter of 75 �m and a total length
of 70.5 cm (effective length of 60 cm) were used.
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detected within 15 min when the nine analytes were introduced
in the capillary due to their poor solubility. When pH increased
to 9.0, the signal peaks of nine compounds were very weak, and
they had poor separation. At pH 9.5, a baseline separation of the
nine flavonoids was accomplished with suitable migration time,
Fig. 1. Molecular structures of nine flavonoids.

.2. Reagents and materials

Standards, 5,7-dihydroxy-3,6,8-trimethoxyflavone (1), 5,7-
ihydroxy-3,8-dimethoxyflavone (2), 5,7-dihydroxy-3-methoxy-
avone (3), kaempferol-3-O-�-D-glucopyranoside (4), tiliroside
5), 3-methylquercetin (6), spiraein (7), apigenin (8) and quercetin
9) were isolated from this plant in our laboratory and elucidated
y MS, 1H NMR and 13C NMR spectroscopy [17]. Their purity
etermined by peak area normalization method with HPLC-PDA
as all above 97%. All other chemicals were of analytical grade

nd purchased from Tianjin Chemical Reagents Co., Ltd. (Tianjin,
hina). Purified water purchased from Hangzhou Wahaha Group
orporation (Hangzhou, China) was used throughout. A. margari-
acea was collected in Huzhu County, Qinghai province, China, in
ugust 2005.

.3. Separation performance

CZE experiment was performed at the separation voltage of
0 kV using a 25 mM Na2B4O7–10 mM NaH2PO4 (pH 9.6) running
uffer, with a constant temperature of 25 ◦C. Samples were injected
y applying a pressure of 0.5 psi for 5 s. The detection wavelength
as set at 275 nm.

Prior to CZE experiments, the capillary was rinsed with 0.1 M
aOH for 15 min, then with purified water for 10 min; it was then

onditioned with running electrolyte for 4 min. Before each run in
ZE experiments, the capillary was sequentially rinsed with 0.1 M
aOH for 2 min, purified water for 2 min, and finally running buffer

or 2 min. Vials of BGE were replaced every 4 injections to keep the
ame reservoir level of the buffer and avoid the changes of EOF due
o the electrolysis of the solutions.
8 (2009) 959–963

2.4. Preparation of standard and samples solutions

Reference standards, 1 (5.5 mg), 2 (4.0 mg), 3 (1.3 mg), 4
(12.0 mg), 5 (14.3 mg), 6 (9.0 mg), 7 (6.0 mg), 8 (1.7 mg), 9 (6.0 mg),
were accurately weighed and transferred into 5-mL-volumetric
flask, which were then dissolved in methanol to make the stan-
dard stock solutions, respectively. A standard mixture solution was
prepared by mixing 1 mL of the nine standard stock solutions and
then diluted to 25 mL with methanol. Calibration standard working
solutions were freshly prepared by appropriate dilution of the stock
solutions giving final concentration in the range of 122.2∼1.4 �g/mL
for compound 1, 88.9∼0.7 �g/mL for 2, 86.7∼0.2 �g/mL for 3,
266.7∼2.2 �g/mL for 4, 316.7∼1.2 �g/mL for 5, 200.0∼1.5 �g/mL for
6, 133.3∼2.2 �g/mL for 7, 113.3∼0.2 �g/mL for 8, 133.3∼1.1 �g/mL
for 9.

The whole plant (2.6 kg) was extracted with 95% EtOH to give
183 g extract [17], of which 0.25 g was dissolved in methanol into
a 10.00 mL volumetric flask. Both standard solutions and the sam-
ple solution were kept in darkness at 4 ◦C, and filtered through a
0.45 �m membrane filter and degassed by ultrasonication before
use.

3. Results and discussion

In CZE experiments, borate buffer has been the most often
used BGE for analysis of flavonoid due to the formation of borate
complexes between the vicinal hydroxyl groups on the aromatic
ring of flavonoids and borate ions [20,21]. In addition, all kinds
of modifiers were added to improve the separation efficiency,
such as �-CD, phosphate, acetate, etc. In this experiment, good
effects have been obtained when phosphate was added. Therefore
Na2B4O7–NaH2PO4 buffer system was selected

3.1. Effect of buffer pH

The effect of buffer pH was studied for a mixture of these nine
compounds by varying it from 8.5 to 10.2 at fixed concentration of
25 mM Na2B4O7 and 10 mM NaH2PO4. Fig. 2 shows the change of
migration behavior of the nine flavonoids. At pH 8.5, no peaks were
Fig. 2. Effect of buffer pH on the migration behavior. Separation conditions: 25 mM
Na2B4O7–10 mM NaH2PO4; applied voltage, 20 kV; temperature, 25 ◦C; UV detection,
275 nm.
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Fig. 4. Effect of NaH2PO4 concentration at pH 9.6 on the migration behavior. Sepa-
ration conditions: 25 mM Na2B4O7, pH 9.6; other conditions as in Fig. 2.

Table 2
Intra and inter-day R.S.D. of peak areas and migration time (n = 5).

Compounds Concentration
(�g/ml)

Intra-day R.S.D. (%) Inter-day R.S.D. (%)

Peak areas Migration
time

Peak
areas

Migration
time

1 44.0 2.85 0.96 4.09 1.69
2 32.0 3.89 1.12 3.85 1.72
3 10.4 3.22 1.27 4.26 2.54
4 96.0 3.58 1.20 4.32 1.98
5 114.4 3.02 1.21 3.91 1.62
6 72.0 2.64 1.54 3.79 2.30
7 48.0 3.76 1.49 4.04 2.79

T
T

C

1
2
3
4
5
6
7
8
9

ig. 3. Effect of Na2B4O7 concentration at pH 9.6 on the migration behavior. Sepa-
ation conditions: 10 mM NaH2PO4, pH 9.6; other conditions as in Fig. 2.

hereas at pH 10.0 the resolution of compounds 6 and 7 was get-
ing worse and at pH 10.2 the migration time was getting longer.
hus pH 9.5 seemed suitable. However, when the real sample was
njected into the capillary, compound 6 couldn’t be baseline sep-
rated from other unknown compounds. While at pH 9.6 the real
ample has a good resolution. Therefore pH 9.6 was selected for
urther experiments.

.2. Effect of borate concentration

As known, the buffer concentration acts directly on the magni-
ude of the electroosmotic flow, and a higher buffer concentration
ives a low EOF and vice versa [22,23]. A low EOF produces a long
igration time, which just could give a better resolution. Therefore,

ffect of borate concentration ranging from 0 to 40 mM on the sep-
ration of nine compounds was studied. According to the results
hown in Figs. 3 and 5A, migration time of the analytes increased
nd the resolution was significantly improved with increase of the
orate concentration. However, higher buffer concentrations led to
oor peak shapes and also had negative effect on the detection lim-

ts because the effect of Joule heat became more pronounced which
ncreased the baseline noise. Taking into account of the migration
ime and peak shape, 25 mM borate buffer (pH 9.6) (Fig. 5A), was
elected for further experiments.

.3. Effect of NaH2PO4 concentration
Effect of NaH2PO4 concentration ranging from 0 to 40 mM on
he separation was studied at fixed concentration of 25 mM borate
uffer at pH 9.6. From the results shown in Fig. 4, it can be seen
hat the resolutions were obviously improved with the NaH2PO4

able 1
he regression equation, LOD and LOQ of the nine flavonoids.

ompounds Resolution N Regression equation (y = a + bxa) Cor

2.6 48,848 y = 880.3x + 2118.3 0.9
2.1 55,546 y = 1545.8x + 1312.1 0.9

21.5 52,598 y = 5313.1x + 2131 0.9
6.7 32,921 y = 1059.7x + 523.45 0.9
5.7 26,534 y = 695.6x + 9032.1 0.9
8.0 21,458 y = 978.5x + 6634.0 0.9

11.4 32,392 y = 1272.3x + 886.9 0.9
8.1 32,187 y = 5456.4x + 3477.3 0.9

21,721 y = 974.2x + 2522.5 0.9

a y and x stand for the corrected peak area and the concentration (�g/mL) of the analyt
8 13.6 3.13 1.62 3.89 2.01
9 48.0 3.24 1.73 3.77 2.73

concentration increasing. Taking into account of the migration time,
10 mM NaH2PO4 was chosen. Therefore 25 mM Na2B4O7 and 10 mM
NaH2PO4 (pH 9.6) buffer solution was selected for the experiments.

3.4. Method validation

3.4.1. Calibration curve
The calibration curves were plotted using the integrated chro-

matographic peak areas of the analytes versus the corresponding six
different concentrations in three duplicate analyses. The resolution,

theoretical plate number (N), linear ranges, regression equations
and correlation coefficients were listed in Table 1. Good linear rela-
tionships of the nine flavonoids were obtained.

relation coefficient Linear range (�g/ml) LOD (�g/ml) LOQ (�g/ml)

981 1.4–122.2 0.5 1.7
995 0.7–88.9 0.2 0.8
999 0.2–86.7 0.1 0.3
997 2.2–266.7 0.6 2.0
890 1.2–316.7 0.4 1.3
947 1.5–200.0 0.4 1.3
998 2.2–133.3 0.7 2.3
999 0.2–113.3 0.1 0.3
987 1.1–133.3 0.1 0.3

es, respectively.
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Table 3
Recoveries of nine flavonoids (n = 3).

Compound Added amount (�g) Found amount (�g) Recovery (%) R.S.D. (%)

1 180.0 158.2 87.9 5.2
2 120.0 111.1 92.6 4.9
3 65.0 62.2 95.7 4.2
4 120.0 124.2 103.5 2.7
5 180.0 169.7 94.3 4.1
6 190.0 201.6 106.1 4.7
7
8
9
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170.0 161.2 94.8 2.6
70.0 66.7 95.3 2.1

120.0 117.0 97.5 3.3

.4.2. LOD and LOQ
The limits of detection (LOD) and the limits of quantitation (LOQ)

hich were defined at an S/N of 3 and 10, respectively, were also
etermined. Table 1 showed the data of LOD and LOQ for each

nvestigated compound.

.4.3. Repeatability
The repeatability of the method was examined by performing

he intra-day and inter-day assays with five replicate injections
f the standard solution mixture. The intra-assay precision was
erformed with the interval of 4 h in 1 day, while the inter-assay
recision was performed on five consecutive days. The RSD values
f migration time and peak area for the intra-assay precision were

ower than 2.0% and 4.0%, 3.0% and 5.0% for the inter-assay precision,

hich demonstrated that this method was of good repeatability
Table 2).

ig. 5. Electropherograms of the nine flavonoids (A) and A. margaritacea extract (B).
eparation conditions: pH 9.6; other conditions as in Fig. 2.
8 (2009) 959–963

3.4.4. Accuracy
The accuracy of the developed analytical method was con-

firmed by recovery test with standard addition method, in order
to determine eventual positive or negative interferences produced
by the other co-existed chemical constituents in the plant. Accu-
rate amounts of nine standards were added into the real sample
with known content of the desired compounds. The mixtures were
prepared with the same method as described in Section 2.4, and
were analyzed using the developed CZE method mentioned above.
Then, the quantity of each compound was subsequently achieved
from the corresponding calibration curves. Each set of additions
was repeated three times. The results of accuracy, expressed as
the percentage of the analytes recovered by the assay, are listed
in Table 3. As shown, the recovery of the investigated compound
ranged from 87.9% to 106.1%, and their R.S.D. values were all less
than 5.5%, which indicates that the method enables the accurate
simultaneous determination of the nine analytes.

3.5. Application

Sample determinations were carried out using the developed
CZE method mentioned above. The nine flavonoids and other
unknown compounds in A. margaritacea extracts were all baseline-
separated successfully within 14 min. The desired compounds in
herbal plant samples were identified by comparing both the migra-
tion times and the absorption spectra of the flavonoids with those
of the reference standards. The analytes were further confirmed by
spiking standards in actual samples. To check the peak purity of the
compounds, the peaks were monitored with the DAD detector at
200∼400 nm. The three spectra corresponding to the upslope, apex
and downslope of each peak were normalized and superimposed.
Peaks were considered pure when there was an exact coincidence
among the three spectra. Typical electropherogram of the standards
and sample are shown in Fig. 5. The contents of the nine analytes
were calculated as 1.58±0.02, 1.10±0.02, 0.44±0.01, 3.23±0.05,
6.83±0.06, 1.29±0.02, 5.56±0.08, 0.24±0.01, 3.67±0.05 mg/g
(mean± S.D., n = 3) for the nine flavonoids 1–9, respectively.

4. Conclusion

In this paper, a CZE method was successfully developed for the
simultaneous determination of nine flavonoids, including two rare
flavonols, in Tibetan medicine plant A. margaritacea extract for the
first time. The results demonstrated that this method is of high
separation efficiency, short analysis time and convenience of anal-
ysis with satisfactory repeatability and good accuracy. This method
could be useful in the quality control of A. margaritacea.
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a b s t r a c t

A microwave-assisted enzymatic extraction (MAEE) method was developed for the simultaneous extrac-
tion of arsenic (As) and selenium (Se) species in fish tissues. The extraction efficiency of total As and
Se and the stability of As and Se species were evaluated by analyzing DOLT-3 (dogfish liver). Enzymatic
extraction using pronase E/lipase mixture assisted by microwave energy was found to give satisfactory
extraction recoveries for As and Se without promoting interspecies conversion. The optimum extraction
conditions were found to be 0.2 g of sample, 20 mg pronase E and 5 mg lipase in 10 mL of 50 mM phosphate
buffer, pH 7.25 at 37 ◦C. The total extraction time was 30 min. The speciation analysis was performed by
ion chromatography–inductively coupled plasma mass spectrometry (IC–ICP–MS). The accuracy of the
developed extraction procedure was verified by analyzing two reference materials, DOLT-3 and BCR-627.
C–ICP–MS
ish tissues

The extraction recoveries in those reference materials ranged between 82 and 94% for As and 57 and 97%
for Se. The accuracy of arsenic species measurement was tested by the analysis of BCR 627. The proposed
method was applied to determine As and Se species in fish tissues purchased from a local fish market.
Arsenobetaine (AsB) and selenomethionine (SeMet) were the major species detected in fish tissues. In the
analyzed fish extracts, the sum of As species detected was in good agreement with the total As extracted.
However, for Se, the sum of its species was lower than the total Se extracted, revealing the presence of

r prot
Se-containing peptides o

. Introduction

Arsenic (As) and selenium (Se) are characterized by their tox-
cological properties and widespread environmental occurrences.
hese metalloids are released into the environment through natu-
al and anthropogenic sources, thus exposing humans to increased
oncentrations of both elements in food, water and other envi-
onmental media [1,2]. With respect to As, fish and shellfish diets
ccount for the majority of ingested As, where the total As concen-
ration ranged from 1 to 100 mg kg−1. Due to the variable levels
f toxicity associated with As species in foods, knowledge of the
ctual forms present, rather than only the total As, is necessary
n order to assess potential harmful contamination [3]. Inorganic

s species, such as As(III) and As(V), have been classified as car-
inogens and methylated forms, such as monomethylarsonic acid
MMA) and dimethylarsinic acid (DMA), have been labeled as can-
er promoters. Arsenobetaine (AsB), the predominant As species

∗ Corresponding author. Tel.: +1 412 396 5564; fax: +1 412 396 5683.
E-mail address: hinojosalr@gmail.com (L.H. Reyes).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.003
eins.
© 2009 Elsevier B.V. All rights reserved.

in fish and shellfish, is believed to have negligible toxicity [1,3,4].
Regarding Se, its speciation is of particular interest since it is rec-
ognized as both an essential nutrient and a toxin to mammals, and
the concentration interval range between essentiality and toxic-
ity is very narrow and strongly dependent on its chemical form
[1,2]. Inorganic forms of Se are generally more toxic than organic
Se compounds, and inorganic Se(IV) is the most toxic species [2].
Most of the Se in mussel and fish tissues has been associated with
organic forms such as selenomethionine (SeMet) [5]. Trimethylse-
lenonium (TMSe+) was detected in oyster, mussel and trout, while
inorganic Se was found in krill [6]. Although seafood is a significant
source of Se, in some cases fish tissue is a poor source of available
Se due to the interaction of Se with a number of toxic metals, such
as As, which binds to Se forming insoluble inorganic complexes
[7,8]. Antagonistic effects between As and Se have been confirmed
in many animal species, including humans [9]. Techniques for the

simultaneous speciation of As and Se are important to support these
findings.

Currently, liquid chromatography (LC) paired with inductively
coupled plasma mass spectrometry (ICP–MS) for element selective
detection has been predominantly applied for As and/or Se spe-
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Table 1
ICP–MS instrumental settings and chromatographic separation conditions.

IC
Column MetrosepTM Anion Dual 3 column

(100 mm×4.0 mm, 6 �m) and MetrosepTM

Anion Dual 3 guard column (1.7 mm×3.5 mm,
0.2 �m) (Metrohm Peak, LLC.)

Mobile phase A: 5 mM NH4NO3, and B: 50 mM NH4NO3, 2%
(v/v) methanol, pH 8.7

Gradient program 1: 0 min, 0% B, 2: 2 min, 0% B, 3: 7 min, 100% B,
4: 9 min, 100% B, 5: 9.5 min, 0% B and 6: 12 min,
0% B.

Flow rate 1 mL min−1

Injection volume 100 �L
Column temperature Ambient

SEC
Column TSK–gel QC-PAK GFC (200 column,

150 mm×7.8 mm, 5 �m) (Tosoh Bioscience)
Mobile phase 50 mM phosphate buffer, 2% (v/v) methanol,

pH 7.25
Flow rate 0.7 mL min−1

Injection volume 100 �L
Column temperature Ambient

ICP–MS
Rf power 1475 W
Plasma argon flow 15.0 L min−1

Auxiliary argon flow 1.0 L min−1

Monitoring isotopes 75Asa,b, 77Sea,b and 82Sea,b

Acquisition mode Spectruma and time-resolved analysisb

Integration time per mass (s) 0.30a and 0.20b

Replicates 5a and 1b

a b
84 L.H. Reyes et al. / Ta

iation. Ion-exchange has been widely used for separating As or
e compounds in biological materials [6,10–13]. However, a limited
umber of separation systems for the simultaneous speciation of As
nd Se in biological samples have been reported. Recently, Wang et
l. [14] developed an anion-exchange separation of As(III), As(V),
MA, DMA, AsB, Se(IV) and Se(VI), and the method was applied to

he analysis of urine samples and fish extracts.
Sample preparation is the most important and limiting step for

peciation analysis in solid dietary matrices. Extraction conditions
ust be chemically mild but efficient to quantitatively extract ana-

ytes from different matrices while maintaining the integrity and
he concentration of individual species. Different water/methanol

ixtures [15–17] have been commonly used for the extraction of As
pecies from fish tissues. It has been reported, however, that incom-
lete extraction of inorganic As from biological matrices occurs due
o the inability of water/methanol mixtures to break the bonds
etween As(III) and thiol groups (–SH) in proteins [12]. Alterna-
ive methods based on solubilization with tetramethyl ammonium
ydroxide (TMAH) for the extraction of As species from marine
issues have been described in the literature [12,18]. Enzymatic
xtractions with trypsin have also been investigated for As spe-
iation in fish and crustacean samples [19]. Conversely, common
xtraction methodologies for Se speciation include enzymatic and
lkaline extractions, the former being the most widely used. Several
nzymes, including protease XIV [20], pronase E [6,10,21], pronase
/lipase mixture [22,23] and trypsin [21], have been applied to Se
peciation studies in various biological tissues. Generally, the use
f enzymatic hydrolysis has shown better results in the release of
e species from biological solid samples than basic extraction con-
itions (using TMAH reagent) that lead to Se species degradation
5]. Among the procedures reported in the literature for the extrac-
ion of As or Se, enzymatic extraction is of interest due to the use of

oderate temperature and pH conditions that prevent elemental
osses by volatilization and minimize species degradation. How-
ver, the main drawback of enzymatic hydrolysis is the significant
ime required to complete the hydrolysis process (12–24 h).

In recent years, the use of microwave-assisted extraction (MAE)
as gained wide acceptance as a powerful tool for sample prepa-
ation of solid matrices for speciation analysis. In contrast with
raditional extraction techniques such as mechanical shaking or
onication, sample preparation time and solvent amount are
educed without decreasing the extraction efficiency of the target
pecies [24].

The objective of this study was to evaluate the feasibility of
icrowave-assisted enzymatic extraction (MAEE) for the simul-

aneous extraction of As and Se species from fish tissues as
n alternative to conventional enzymatic extraction procedures.
he combined use of enzymes and closed-vessel microwave-
ssisted extraction for the multielemental species extraction has
ot been previously reported. A critical study of the most impor-
ant parameters involved in the extraction procedure, followed by
he comparison of several common extraction procedures used for
s or Se in fish tissues, was performed. As and Se species were
eparated using an anion-exchange chromatography and detected
n-line with an inductively coupled plasma mass spectrometer. The
esults are presented in this article.

. Experimental

.1. Instrumentation
The chromatography system (Metrohm-Peak, LLC, Houston, TX,
SA) consisted of two 818 IC Pumps, a 762 IC Interface, and an
38 IC Autosampler. The separation center enclosure included a
ix-port sample injector equipped with a 100 �L sample loop. Ion-
Total analysis time (s) 34.45 and 718

a For total As and Se analysis.
b For As and Se speciation analysis.

exchange chromatography was performed in a Metrosep Anion
Dual 3 analytical column with a Metrosep Anion Dual 3 guard col-
umn (Metrohm-Peak, LLC, Houston, TX, USA). A gradient elution
of 5 mM and 50 mM NH4NO3, 2% (v/v) MeOH (pH 8.7) was used.
Size exclusion chromatography (SEC) was performed on a TSK–gel
QC-PAK GFC 200 column (Tosoh Bioscience LLC, Montgomeryville,
PA, USA) with a molecular weight exclusion limit of 150 kDa. The
chromatographic system was coupled directly to the nebulizer of
the ICP–MS by a small piece of perfluoroalkoxy (PFA) tubing.

The ICP–MS instrument was an Agilent HP-4500 (Palo Alto, CA
and Yokogawa Analytical Systems Inc., Tokyo, Japan). The sample
introduction system consisted of a concentric nebulizer with a Scott
double-pass quartz spray chamber. The operating parameters are
summarized in Table 1. The torch position and ion lens voltage set-
tings were optimized daily for optimum sensitivity with a standard
solution of 10 �g L−1 Li, Y, Ce, and Tl in 2% (v/v) HNO3. Ion intensities
at m/z 75, 77 and 82 were recorded using spectrum mode for total
analysis and time-resolved analysis (TRA) for speciation analysis.

An ETHOS 1 laboratory microwave system [Milestone, Sorisole
(BG), Italy] equipped with temperature and pressure feedback con-
trols, magnetic stirring capability and 10 high pressure vessels
of 100 mL inner volume, operating at a maximum exit power of
1500 W, was employed for the digestion and extraction processes.

The commercial fish tissues were freeze–dried for 48 h (Free-
zone 4.5, Labconco Inc., Kansas City, MO). A FAM-40 vacuum unit
(Milestone, Sorisole, Italy) was used to filter digest and extracts. A
centrifuge (Model 225, Fisher Scientific Co., St. Louis, MO, USA) was
employed for the sample preparation.

2.2. Reagents and materials
All reagents were of analytical reagent grade. Double-deionized
(DDI) water with a resistivity of 18 M�-cm obtained from a Barn-
stead NANOpure Water System (Dubuque, IA, USA) was used
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hroughout. Hydrogen peroxide 35% (w/v) in water and ammo-
ium phosphate dibasic were purchased from Acros Organic
New Jersey, USA). TMAH, nitric acid, ammonium bicarbonate and
ptima grade methanol were obtained from Fisher Scientific (Pitts-
urgh, PA, USA). Ammonium phosphate monobasic, ammonium
itrate, ammonium hydroxide solution (20–22% NH3), trypsine

rom bovine pancreas, pronase E from Streptomyces griseus and
ipase VII from Candida rugosa were purchased from Sigma–Aldrich
hemical Co. (St. Louis, MO, USA).

Stock standard solutions for As were: As(III) and As(V), 1000 mg
s L−1 from SPEX CertiPrep (Metuchen, NJ, USA); MMA, DMA,
nd AsB (1000 mg As L−1) were prepared by dissolving the appro-
riate amounts of sodium methylarsonate [CH3AsO(ONa2)•6H2O]
rom ChemService (West Chester, PA, USA); sodium cacody-
ate [C2H6AsNaO2

•3H2O] from Sigma (St Louis, MO, USA); and
sB (AsC5H11O2) from Argus Chemicals (Florence, Italy), in DDI
ater. Stock standard solutions of Se(IV), Se(VI) and SeMet

1000 mg Se L−1) were prepared by dissolving adequate amounts of
odium selenite (Na2SeO3), sodium selenate (Na2SeO4) and SeMet
C5H11NO2Se), from Sigma (St Louis, MO, USA) in DDI water. The
tandard solutions were stored in amber high density polypropy-
ene containers at 4 ◦C in a cold room. Analytical working standards

ere prepared daily by diluting the stock solutions with DDI water
rior to analysis.

The following samples were used in this study: certified ref-
rence materials DOLT-3 Dogfish Liver [National Research Council
f Canada (NRCC), Ontario, Canada] and BCR-627 Tuna Fish Tissue
Institute for Reference Materials and Measurements (IRMM), Geel,
elgium] together with fish tissues purchased at Pittsburgh, PA fish
arkets (shark, canned tuna in water, and marlin). The certified

eference materials were used as received; all other samples were
reeze–dried prior to the extraction procedure.

.3. Procedures

.3.1. Microwave-assisted digestion procedure
For the analysis of total As and Se, the samples were digested

sing EPA Method 3052 [25]. Approximately 500 mg representative
amples were weighed into microwave vessels; 9 mL concen-
rated HNO3 and 0.5 mL H2O2 along with magnetic stir bar were
dded into each vessel. Vessels were then sealed and microwave-
rradiated at 180±5 ◦C for 10 min. After digestion, the digests were
ltered through 0.22 �m Millipore glass fiber filters (Fisher Scien-
ific, Pittsburgh, PA, USA). The digests were diluted to 30 mL with
DI water and stored in a cold room at 4 ◦C until analysis (usually
ithin 48 h).

.3.2. MAEE procedure
A 200 mg portion of sample with 20 mg of pronase E and 5 mg of
ipase was weighed into individual Teflon digestion vessel; 10 mL
f 50 mM phosphate buffer (pH 7.25) were added and a magnetic
tir bar was placed into each vessel for thorough mixing of solvent
ith the sample. The microwave vessels were sealed and irradi-

ted at 37 ◦C for 30 min and the ramp time was set as 10 min. After

able 2
otal As and Se concentrations (mg kg−1) found in fish tissues and the certified reference

ample Total As (mg kg−1)

Certified value Concentrati

CR-627 (IRMM, Belgium) 4.8 ± 0.3 4.8 ± 0.1
OLT-3 (NRCC, Canada) 10.2 ± 0.5 10.0 ± 0.2
anned tuna (in water) 2.9 ± 0.1
hark 27 ± 1
arlin 1.11 ± 0.04

a The results are expressed as mean value at 95% CL (n = 3).
8 (2009) 983–990 985

microwave heating, the vessels were allowed to cool to room tem-
perature and the extracts were centrifuged for 10 min at 4000 rpm.
The supernatants were filtered through 0.22 �m glass fiber filters
followed by a 1 + 3 fold dilution with DDI water. The extracts were
stored at 4 ◦C in a cold room for analysis within 48 h. Blanks were
prepared along with the samples in each batch.

2.3.3. As and Se species stability
A 200 mg of DOLT-3 was spiked with 100 �L of individual As

and Se species [As(III), As(V), MMA, DMA, AsB, Se(IV), Se(VI) and
SeMet] standard solution of 10 mg L−1, to which the extraction sol-
vent was added. Samples were left for 1 h to equilibrate at room
temperature, and then 20 mg of pronase E, 5 mg of lipase and 10 mL
of 50 mM phosphate buffer (pH 7.25) were added. Three replicates
were prepared in each case. The microwave vessels were sealed
and irradiated at 37 ◦C for 30 min. Finally, the extracts were ana-
lyzed by IC–ICP–MS in the same way as the samples to verify As
and Se species stabilities during the extraction procedure.

2.3.4. Analysis by ICP–MS and IC–ICP–MS
All samples were further diluted and analyzed by ICP–MS and

IC–ICP–MS.

2.3.4.1. Total As and Se determination by ICP–MS. Total As and Se
concentrations in the extracts and digests were determined by
ICP–MS in spectrum mode. The isotopes 75As, 77Se and 82Se were
monitored. Samples were quantified by external calibration using
matrix matching. Calibration was performed by using 0.5–20 �g L−1

mixture of inorganic As and Se standards in 0.5% (v/v) HNO3. The
operating conditions are given in Table 1. For Se, the Se isotope m/z
82 was used for data evaluation; similar result was obtained using
the Se isotope m/z 77.

2.3.4.2. Determination of As and Se species. The extracts for As and Se
species were analyzed by IC–ICP–MS and SEC–ICP–MS. For ICP–MS
data acquisition, the time-resolved analysis mode was used. Each
sample was analyzed three times. As and Se compounds were quan-
tified by external calibration. Data evaluation was performed using
the ChemStation software supplied with the instrument; quantifi-
cation was performed based on peak areas.

3. Results and discussion

3.1. Determination of total As and Se in fish tissues

Total As and Se concentrations in DOLT-3, BCR-627 and fish tis-
sues were determined after microwave acid digestion (EPA Method
3052) [25] by ICP–MS under conditions given in Table 1. The ana-
lytical results are shown in Table 2 (n = 3). The results for As and

Se in DOLT-3 and BCR-627 using the proposed digestion procedure
were in good agreement with the certified values at 95% confidence
level. The content of As in the analyzed fish tissues ranged from 1.11
to 27 mg kg−1. The values of As in these fish samples were compa-
rable with other data found in fish [26,27]. Se concentrations in fish

materials by ICP–MS after microwave digestion (EPA Method 3052).

Total Se (mg kg−1)

on founda Certified value Concentration founda

2.8 ± 0.2
7.06 ± 0.48 7.6 ± 0.2

5.6 ± 0.2
2.0 ± 0.1
3.9 ± 0.1
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when the enzymatic procedure is in progress [31]. The pH range
between 7.0 and 7.5 using 50 mM phosphate buffer was evaluated
ig. 1. IC–ICP–MS chromatogram of a 100 �L injected standard solution containing
�g L−1 of each As species and 8 �g L−1 of each Se species. Peak identification: (1)
sBet, (2) As(III), (3) SeMet, (4) DMA, (5) MMA, (6) As(V), (7) Se(IV), and (8) Se(VI).
he analysis was performed according to the optimum conditions shown in Table 1.

issues varied between 2 mg kg−1 (shark) and 5.6 mg kg−1 (canned
una). Se levels were higher than those published in the litera-
ure. The reported values were in the range of 0.25–1.02 mg kg−1

5,27,28]. Such differences could indicate bioaccumulation of Se in
he analyzed fish samples.

.2. Ion chromatography separation.

In this study, anion-exchange chromatography was employed
or the separation of five As species and three Se species. Ammo-
ium nitrate (NH4NO3) was selected as the mobile phase with
oncentrations ranging from 5 to 50 mM at pH 8.7 based on a bet-
er sensitivity of the species of interest and lower retention times.
dditionally, the use of NH4NO3 as mobile phase has been shown

o produce good signal stability on the ICP–MS with minimal salt
eposit on the sample and skimmer cones [29]. The ionization of
s and Se in the plasma was improved by adding 2% (v/v) methanol

o the mobile phase. The chromatographic conditions are listed in
able 1. Fig. 1 shows an IC–ICP–MS chromatogram obtained for
standard solution containing 2.0 �g L−1 of As per species [AsB,
s(III), DMA, MMA, and As(V)] and 8.0 �g L−1 of Se per species

SeMet, Se(IV), and Se(VI)]. Separation of As and Se species was
esolved to baseline in less than 7 min. All calibrations were linear
or As and Se species over the concentration range of 0.5–40 �g L−1

nd 1.5–20 �g L−1, respectively. Detection limits (S/N = 3) with a
00 �L of injection volume were about 0.1 �g L−1 for As species and
.7 �g L−1 for Se species. The reproducibility from multiple injec-
ions (n = 5) containing a mixture of As and Se species standard
olution of 2.0 �g L−1 and 8 �g L−1, respectively, showed that the
SD were less than 5% for all the species investigated.

.3. Optimization of the MAEE procedure of As and Se species

Methods based on enzymatic hydrolysis have been widely used
o efficiently extract protein-bound Se species [6,10,21,23] and
rsenocompounds [19] in various fish tissues. In this study, the

ombination of pronase E/lipase mixture and MAE was evaluated
or the first time for the simultaneous extraction of As and Se
pecies in fish tissues. Preliminary experiments were carried out
o develop the appropriate extraction conditions. The following
ariables were optimized in DOLT-3 certified reference material:
8 (2009) 983–990

amount of pronase E and lipase, extraction pH, and irradiation time
(Fig. 2). All experiments were carried out in triplicate with 200 mg
of a lyophilized reference material. Irradiation temperature was
maintained at 37 ◦C during the extraction (based on information
from enzyme supplier). The minimum amount of solvent recom-
mended by the manufacturer of the microwave system, 10 mL, was
used in this study. Extraction efficiencies were calculated based on
the certified values for As and Se in DOLT-3 sample.

3.3.1. Amount of pronase E
The mass of pronase E was varied from 10, 20 or 40 mg (cor-

responding to 5:1, 10:1 and 20:1 sample/enzyme mass ratio), and
a 10 mg portion of lipase in 10 mL phosphate buffer (pH 7.5) was
added to the DOLT-3 reference material. Solutions were irradiated
in a closed-vessel microwave oven at 37 ◦C for 1 h. As can be seen in
Fig. 2a, the percent recovery of As increased from 74±1% when
the extraction was completed with no pronase E, to 85±1%, in
the presence of 40 mg of enzyme. As previously described [30],
these results could indicate that As in fish tissue is not linked to
proteins. With respect to Se, the amount of pronase E had a pro-
nounced affect on its extraction efficiency. The percent recovery
was found to increase from 26±1% without pronase E, to 86±3%
using 40 mg of pronase E. Evidently, a high fraction of total Se in
fish tissues is associated with proteins. Since there is no statisti-
cally significant difference between the extraction recovery of As
and Se using either 20 or 40 mg of pronase E, 20 mg of pronase E
(10:1 sample/enzyme mass ratio) was chosen for further experi-
ments to minimize reagent consumption, and reduce the cost of
the experiment. The sample/enzyme mass ratio of 10:1 has been
widely used for the extraction of Se species in different biological
materials, such as selenized yeast and fish tissues [6,20,22].

3.3.2. Amount of lipase
Enzymatic extraction using pronase E/lipase mixture has been

reported to be the most efficient approach for quantitative extrac-
tion of Se in biological samples [22,23]. In order to evaluate the
effect of lipase on the extraction of As and Se from DOLT-3 reference
material, a 200 mg of sample was treated with 20 mg pronase E and
varying amounts of lipase (from 0 to 20 mg). The microwave extrac-
tion was performed at 37 ◦C for 1 h. Results are shown in Fig. 2b. The
amount of lipase did not significantly affect the extraction efficiency
of As and Se in DOLT-3. A slight increase of the extraction efficiency
for both As and Se was observed using 5 mg lipase. Although 20:1
(sample/lipase mass ratio) has been commonly reported for the
extraction of Se compounds in biological matrices [22,23], a smaller
amount of lipase (sample/lipase mass ratio of 40:1) was required
in this study for the simultaneous extraction of As and Se in fish
tissues. The percent recovery of As and Se at the aforementioned
sample/lipase ratio was 84±1 and 90±3%, respectively.

3.3.3. pH
Typically, enzymatic extraction is carried out in a buffer solution

(Tris–HCl or phosphate buffer) under the standard conditions of pH
that are recommended by the manufacturer of selected enzymes
(pH 7.2 for lipase and 7.5 for pronase E). The application of a buffer
solution is recommended in some matrices since the enzymes
have optimal pH ranges, rendering necessary careful control of pH
(see Fig. 2c). A modest improvement in the extraction efficiency
of As and Se was observed when the pH was ≥7.25. The extraction
recovery for As and Se was 80±1 and 85±3%, respectively, by using
pH 7.25. A pH value of 7.25 was selected to comprise a satisfactory
extraction recovery for As and Se.
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ig. 2. Recovery of As ( ) and Se (–�–) from DOLT-3 dogfish liver certified reference
, (b) amount of lipase, (c) pH and (d) irradiation time. Results were expressed as th

.3.4. Irradiation time
Irradiation time ranging from 20 to 90 min was investigated at

7 ◦C. As can be seen from Fig. 2d, a slight increase in the extraction
fficiencies of both As and Se was observed for times longer than
0 min. At 30 min irradiation time, the extraction recoveries of As
nd Se were 83±2 and 85±3%, respectively. Since longer extraction
imes did not further improve percent recovery of As and Se from
OLT-3, an extraction time of 30 min was selected as the optimal

ime throughout the rest of the study.
The following extraction conditions were adopted for the simul-

aneous extraction of As and Se in fish tissues: 20 mg pronase E, 5 mg
ipase, 10 mL of 50 mM phosphate buffer (pH 7.25) and an extrac-
ion time of 30 min. The advantage of this extraction procedure
s the shorter extraction time, compared to traditional enzymatic
pproaches that normally require a treatment period of 20 h. Addi-
ionally, the proposed MAEE extraction method offers significant
dvantages include multielemental speciation extraction capabili-
ies, high sample throughput, adequate temperature control, and

inimum risk of contamination or loss of the analyte since the
eaction takes place in a closed system.

.3.5. Stability of As and Se species during MAEE
The stability of the As and Se species under the extraction

onditions was also determined by spiking individual As [As(III),
MA, MMA, As(V) and AsB] and Se species [Se(IV), Se(VI) and

eMet] into the dogfish liver reference material. Single peaks
ere identified for all the species following IC–ICP–MS analy-

is with extraction recoveries in the range 99–106% for As, and
7–104% for Se species of the original spiked standard solu-
ions. The results confirmed the absence of significant losses or
rial during the evaluation of the following MAEE parameters: (a) amount of pronase
n value± standard deviation (n = 3).

transformations of As and Se species during the MAEE proce-
dure.

3.4. Comparison of the developed method with common
extraction procedures

The capability of the proposed method for the simultaneous
extraction of As and Se was compared with common extraction
procedures used for the extraction of As [16,18,19] or Se [6,10,22] in
DOLT-3 reference material. The extraction recovery was then calcu-
lated based on the certified values of total As and Se in DOLT-3. The
comparative results are shown in Table 3. The evaluated extraction
procedures were based on the application of the following reagents:
80% (v/v) methanol in water, 8.3% (v/v) TMAH in water and three
different enzymes: trypsin, pronase E and pronase E/lipase. The
evaluated enzymatic digestion procedures were performed with
incubation in a water bath at 37 ◦C for 12 h (trypsin procedure)
and 20 h (pronase E and pronase E/lipase procedures) and with
microwave irradiation at 37 ◦C for 30 min (pronase E/lipase).

Results for total As determination in DOLT-3 (Table 3) showed
that the lowest extraction recovery (63% from the certified value)
was obtained with aqueous 80% (v/v) MeOH. Lower extraction
recoveries of As (76%) have also been reported in dogfish liver
reference material (DOLT-1) using 50% (v/v) methanol in water
extraction [15]. The conventional enzymatic extraction procedures

using trypsin, pronase E, pronase E/lipase provided extraction
recoveries between 73 and 76%. The differences in the extracted
As were not statistically significant among the three enzymes (one-
way ANOVA test, P < 0.05) when conventional enzymatic extraction
procedures was used. Regarding the enzymatic extraction with the
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Table 3
Total As and Se concentration found in DOLT-3 CRM (dogfish liver) following different extraction procedures (n = 3, at 95% CL).a.

Extraction reagent Extraction conditions Concentration found (mg kg−1)b Ref.

As Se

80% (v/v) methanol in water 200 mg of sample and 10 mL of 80% (v/v) methanol in water. MAE
at 80 ◦C for 5 min

6.4±0.1 (63±1) 0.94±0.05 (13±1) [18]

8.3% (v/v) TMAH in water 300 mg of sample and 9 mL of the mixture containing 3 mL 25%
(w/v) TMAH solution and 6 mL DDI water. MAE at 50 ◦C for 20 min

9.0±0.1 (88±1) 7.6±0.2 (107±2) [21]

Trypsin 250 mg of sample, 100 mg trypsin and 20 mL 0.1 M carbonate
buffer (pH 8). Conventional enzymatic extraction at 37 ◦C for 12 h

7.7±0.2 (76±2) 5.0±0.1 (70±2) [22]

Pronase E 200 mg of sample, 20 mg pronase E and 10 mL 50 mM phosphate
buffer (pH 7.5). Conventional enzymatic extraction at 37 ◦C for 20 h

7.6±0.1 (74±1) 5.0±0.3 (71±4) [6]

Pronase E/lipase 200 mg of sample, 20 mg pronase E, 10 mg lipase and 10 mL 50 mM
phosphate buffer (pH 7.5). Conventional enzymatic extraction at
37 ◦C for 20 h

7.4±0.2 (73±3) 5.4±0.1 (77±1) [25]

Pronase E/lipase 200 mg of sample, 20 mg pronase E, 5 mg lipase and 10 mL 50 mM
◦ min

8.4±0.1 (82±1) 5.9±0.2 (84±3) This study

mg kg
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phosphate buffer (pH 7.25). MAE at 37 C for 30

a Certified values for total As and Se in DOLT-3 CRM are 10.2±0.5 and 7.06±0.48
b In parentheses, the percent recovery of different extraction methods (%) referre

roteolytic enzyme pronase E, the extraction recovery of As was not
nhanced using pronase E/lipase mixture. However, higher extrac-
ion recovery for As was obtained using this mixture of enzymes
hen the extraction procedure involved the action of microwave

ompared with the conventional enzymatic procedure. The results
howed that the extraction recovery of As in DOLT-3 was 82±1%. It
s observed from Table 3 that the TMAH procedure using MAE pro-
ided the highest extraction recoveries for As (88±1%), although
nterconversion of As(III) to As(V) was observed during the extrac-
ion with TMAH. Results obtained during the current study were
n agreement with those from previous studies reported in the
iterature [12].

With respect to Se, extraction with methanol/water mixture
rovided the lowest amount of leached Se from DOLT-3 (13%). Sim-

lar results were reported by Casiot et al. [22] in selenized yeast
sing water/methanol extractant. The results for the three enzy-
atic procedures using incubation in water bath at 37 ◦C showed

tatistically significant differences in the extraction recovery of Se
one-way ANOVA test, P > 0.05). The extraction recoveries of Se
ere in the range from 70% (trypsin) to 77% (pronase E/lipase). It is

nown that trypsin is a specific proteolytic enzyme that breaks pep-
ide bonds at specific regions of the protein chain, while pronase,
n unusually non-specific proteolytic enzyme, can act along the
ntire protein structure [31]. These differences in the mechanism
f the two enzymes may explain the higher extraction efficiency

f pronase compared to that of trypsin (see Table 3). On the other
and, an increase in the extraction yield was obtained using pronase
/lipase mixture compared with pronase probably due to the signif-
cant amount of Se bound to lipids indicating that the use of lipase is
ustified in this matrix. The application of microwave technology for

able 4
nalytical results for total As and As species after the proposed MAEE procedure. The resu

ample Total As extracted
(mg kg−1)

As containing species (mg kg

AsB As(III)

CR-627 (IRMM, Belgium)d 4.5±0.1 (94±3)a 4.17 ± 0.07 NDe

OLT-3 (NRCC, Canada) 8.4±0.1 (82±1)a 7.2 ± 0.1 NDe

anned tuna (in water) 3.1±0.1 (106±2)b 2.8 ± 0.2 0.04±0.0
hark 27.4±0.8 (101±3)b 25.7 ± 0.4 2.7±0.1
arlin 0.70±0.01 (63±1)b 0.72 ± 0.07 <LODf

a In parentheses, the extraction recovery based on total As certified values.
b In parentheses, the extraction recovery based on the total As determined by microwa
c In parentheses, total As speciation recovery based on total As extracted.
d Certified values for AsB and DMA in BCR-627 reference material are 3.90±0.22 and 0
e Non-detectable.
f Detection limits for AsB, As(III), DMA, MMA, and As(V) are 0.022, 0.015, 0.016, 0.014 a
−1, respectively.
e certified value.

the pronase E/lipase mixture increased the extraction recovery of Se
from DOLT-3 to 84±3%, compared to 77±1% for the conventional
enzymatic procedure using pronase/lipase. The microwave tech-
nique appears to provide effective disruption of the sample, thus
facilitating enzyme interaction with liberated compounds, result-
ing in a reduction of sample treatment time from 20 h to 30 min.
Although quantitative Se extraction recoveries were achieved using
TMAH reagent (107±2%), Se species present in the sample were
degraded to inorganic Se during extraction. Conversion of original
Se species to Se(VI) in selenized yeast has been reported when alka-
line hydrolysis was performed using 25% (v/v) TMAH reagent [22].
Results from this comparative study demonstrate that MAEE pro-
cedure using pronase E/lipase mixture is the most suitable method
for the simultaneous extraction of As and Se in fish tissues.

3.5. Determination of total As and As species in fish tissue extracts
after MAEE procedure

The robustness of the optimized extraction MAEE procedure was
assessed using two marine certified reference materials (BCR-627
and DOLT-3) and three fish tissues. Following enzymatic extrac-
tion, the samples were analyzed for total As by direct ICP–MS and
for As species applying the above optimized IC–ICP–MS method.
The results are shown in Table 4. For the reference materials, the
extraction recoveries of total As were 94±3%, and 82±1% for BCR-

627 and DOLT-3. Lower extraction recoveries of total As have been
previously published in dogfish liver reference material. Kirby et
al. [15] reported an extraction efficiency of 62% in DOLT-1 after
water/methanol extraction, and Wahlen et al. [13] reported an
extraction efficiency of 55% using water/sonication protocol. The

lts are indicated at 95% CL for n = 3.

−1) Sum of the species
(mg As kg−1)c

DMA MMA As(V)

0.18±0.01 NDe NDe 4.4±0.1 (98±2)
0.48±0.01 NDe 0.08±0.02 7.7±0.1 (92±1)

1 0.03±0.01 0.06±0.01 < LODf 2.9±0.2 (94±6)
0.03±0.01 NDe 0.06±0.01 28.4±0.5 (103±2)
NDe NDe 0.04±0.01 0.76±0.07 (109±10)

ve-assisted total digestion (EPA Method 3052).

.15±0.02 mg kg−1, respectively.

nd 0.017 mg kg−1 in fish tissues.
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Table 5
Analytical results for total Se and SeMet after the proposed MAEE procedure. The
results are indicated at 95% CL for n = 3.

Sample Total Se extracted (mg kg−1) SeMet (mg Se kg−1)c

BCR-627 (IRMM, Belgium) 1.6±0.2 (57±9)a 0.6±0.1 (38±6)
DOLT-3 (NRCC, Canada) 5.9±0.2 (84±3)b 0.5±0.1 (9±2)
Canned tuna (in water) 5.5±0.2 (98±3)a 1.6±0.1 (29±2)
Shark 0.9±0.1 (46±5)a 0.5±0.1 (56±11)
Marlin 3.5±0.1 (89±3)a 1.6±0.1 (46±3)

a In parentheses, the extraction recovery based on the total Se determined by

umn (using transferrin, albumin, myoglobin, insulin and SeMet).
ig. 3. IC–ICP–MS profile of enzymatic extracts of (a) BCR-627 and (b) DOLT-3
btained by MAEE. Peak identification: (1) AsBet, (4) DMA, and (6) As(V).

ow total As extraction efficiency in this reference material can be
artially accounted for by the nature of fish tissue (fibrous with a
ignificant range of particle size) [13].

The method was applied to the analysis of commercial fish tis-
ues showing quantitative recoveries of total As for canned tuna
nd shark; lower As extraction recovery was obtained for marlin
issue. The percentage of total As extracted in marlin was 63±1%.
he lower recovery was due to the difficulty of obtaining complete
xtraction in this fish tissue. It has been reported that the pres-
nce of other compounds, such as lipids, can reduce the extraction
fficiency of As species in fish tissues [12].

IC–ICP–MS chromatograms of enzymatic extracts of BCR-627
nd DOLT-3 obtained by MAEE under the optimized conditions are
hown in Fig. 3. Speciation recoveries were calculated by compar-
ng the sum of As species concentrations with the total As extracted.
he results of species quantification are shown in Table 4. Results
f total As in the extracts and the sum of each As species quantified
ere in good agreement.

As speciation results were validated by the analysis of BCR-627,
hich is certified for AsB and DMA (Fig. 3a). No significant dif-

erences were found between the certified values and the results
btained by using MAEE during this study at the 95% confidence
evel (Table 4). In DOLT-3 reference material (Fig. 3b), the major

pecies was AsB (86%), while the levels of DMA and As(V) were
uch lower. Different relative As distribution among these species
as reported in DOLT-2 by Wahlen et al. [13]. The two major species

n DOLT-2 tissue extracted by sonication with water were AsB (67%)
nd DMA (14%). It can be seen from Table 4 that AsB was found to
microwave-assisted total digestion (EPA Method 3052).
b In parentheses, the extraction recovery based on total Se certified value.
c In parentheses, SeMet recovery based on total Se extracted.

be the predominant As species in the commercial fish samples. The
amount of As determined in fish tissues varied depending on the
type of fish analyzed, but the percentage of AsB was always higher
than 87% of the total As extracted. Considerable concentrations of
As(III) in shark tissue were detected. The levels of DMA, MMA and
As(V) were much lower in the analyzed fish tissues.

3.6. Determination of total Se and Se species in fish tissue extracts
after MAEE procedure

As can be seen from Table 5, the percentages of extractable Se
for the certified reference materials were 57±9% for BCR-627 and
84±3% for DOLT-3. Díaz Huerta et al. [20] reported total Se recover-
ies of 63% when conventional enzymatic hydrolysis using protease
XIV/lipase was applied to cod muscle BCR-422 reference material.
In the commercial fish tissues, the Se recoveries ranged from 46%
(shark) to 98% (canned tuna). The extraction recoveries of Se were
comparable with other reported data in fish and shellfish samples
after enzymatic extraction with proteolytic enzymes. The extrac-
tion recoveries were between 65 and 96% [5,21].

It is interesting to observe that the sum of Se species detected
by IC–ICP–MS was much lower than the total Se in the resulting
enzymatic extracts of all fish tissues studied. SeMet was the only Se
compound detected in the samples. Fig. 4a shows a chromatogram
of BCR-627 extract after MAEE. Results for speciation analysis in
fish tissue extracts are shown in Table 5. In the reference mate-
rials BCR-627 and DOLT-3, 38 and 9%, respectively, of the total Se
extracted was identified as SeMet. For other analyzed fish tissues,
the total amount of SeMet varied depending on type of fish. In shark,
56% of the total Se extracted was SeMet, whereas canned tuna pre-
sented lower percentage of SeMet (29% of the total Se extracted).
Percentages of SeMet for these fish species were comparable with
other reported values in fish tissues between 28 and 93% for tuna
and swordfish, respectively [5] and shellfish (35% for Antarctic krill)
[10] after enzymatic hydrolysis. It has been demonstrated that dur-
ing the enzymatic extraction of marine tissues, some Se compounds
might remain bound in peptide form, depending on the cleavage
specificity of the enzyme and the analyzed fish species [5,6,10,21].
In order to confirm those results, enzymatic extracts of fish tissues
were analyzed by SEC–ICP–MS. The chromatographic conditions
are listed in Table 1. The chromatographic profile for BCR-627 is
shown in Fig. 4b. Two fractions of high molecular weight (fractions
II and III) with mass ranges (Mr) between 20 and 200 kDa, and a frac-
tion of low molecular weight (fraction I, 20≥Mr≥0.2 kDa) were
clearly differentiated after molecular mass calibration of the col-
The low molecular mass range (fraction I) showed the match in
retention time of a peak at 8.2 min and SeMet standard, which
represented approximately 40% of the total Se in the extract. The
results obtained for BCR-627 by SEC were in agreement with the
quantitative data of SeMet obtained by IC.
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ig. 4. Typical chromatograms obtained by the analysis of BCR-627 extract from
AEE using: (a) anion-exchange chromatography (IC) and (b) size exclusion chro-
atography (SEC). For Se chromatogram (b), identified fractions were I (20–0.2 kDa),

I (150–20 kDa) and III (>150 kDa).

. Conclusions

The results presented in this study demonstrate for the first time
he potential of microwave technology to assist enzymatic extrac-
ion of As and Se species from fish tissues prior to their analysis
y IC–ICP–MS. MAEE using pronase E/lipase mixture provided, in
ost of the cases, good extraction efficiencies without chemical

lteration of the As and Se species during the extraction process.
dditionally, a significant reduction in the extraction time (30 min)
as attained using closed vessel MAEE, compared with conven-
ional enzymatic extraction (20 h), simplifying sample preparation
teps. Extraction recoveries were in the range of 63±1 to 106±2%
or As and 46±5 to 98±3% for Se.

For As species, good agreement was obtained between the sum
f the species quantified and the total As found in the extracts. In

[
[

[
[

8 (2009) 983–990

all the fish tissues investigated, the As existed almost exclusively
in the form of AsB. For Se, SeMet was the only Se compound found
in fish tissues after the enzymatic hydrolysis process. Moreover,
SeMet content corresponds to between 29 and 55% of the total Se
extracted during the enzymatic extraction since some Se-peptides
or Se-containing proteins remained intact.
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A new method is developed for the catalytic oxidation of ascorbic acid at graphite zeolite-modified elec-
trode, doped with copper(II) (Cu2+A/ZCME). Copper(II) exchanged in zeolite type A acts as catalyst to
oxidize ascorbic acid. The modified electrode lowered the overpotential of the reaction by ∼400 mV.
First, the electrochemical behavior of copper(II), incorporated in the zeolite type A modified electrode,
was studied. The results illustrate that diffusion can control the copper(II)/copper(0) redox process at the
Cu2+A/ZCME. Then, the behavior of electrocatalytic oxidation reaction for ascorbic acid was researched.
lectrocatalytic oxidation
odified electrode

u2+A/ZCME
scorbic acid

The electrode was employed to study electrocatalytic oxidation of ascorbic acid, using cyclic voltam-
metry and chronoamperometry as diagnostic techniques. The diffusion coefficient of ascorbic acid was
equal to 1.028×10−5 cm2 s−1. A linear calibration graph was obtained over the ascorbic acid with a con-
centration range of 0.003–6.00 mmol L−1. The detection limit (DL) of ascorbic acid was estimated as
2.76×10−7 mol L−1. The relative standard deviations of 10 replicate measurements (performed on a single

bic ac −1
electrode at several ascor
1.0 and 2.4%.

. Introduction

Vitamin C or l-ascorbic acid is distributed widely in both plant
nd animal kingdoms. In vegetable cells, it can be found in free form
often bound to protein as “ascorbigen”). Among animal organs,
he liver, leukocytes and anterior pituitary lobe show the highest
oncentration levels of ascorbic acid. Vitamin C, a water-soluble
itamin, which is essential to metabolism and is consumed on a
arge scale, is electroactive and, therefore, a variety of methods have
een developed for its analysis. Spectrophotometric methods have
een applied for the analyses of vitamin C in pharmaceutical prepa-
ations and fruit juices [1,2]. Enzyme based electrodes [3], polymer
ased electrodes [4], dye based electrodes [5], etc. have been also
roposed for the electrochemical detection and determination of
scorbic acid.

Chemically modified electrodes (CMEs) have recently attracted
uch attention [6–11]. They are characterized by a chemically

ltered surface displaying new qualities that can be exploited
or electrochemical purposes. Zeolite-modified electrode (ZMEs)

hich have been widely studied recently, form a subcategory of the

hemically modified electrodes [12,13]. There are three major rea-
ons why ZMEs are so important. Firstly, because they combine the
dvantages of ion-exchange voltammetry with unique molecular-

∗ Corresponding author. Tel.: +98 341 3220041; fax: +98 341 3643853.
E-mail address: th rohani@yahoo.com (T. Rohani).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.041
id concentrations between 3.0 and 200 �mol L ) were measured between

© 2008 Elsevier B.V. All rights reserved.

sieving properties of the zeolite. One can therefore distinguish
between the reactants small enough to diffuse freely within the
zeolite framework, and excluded from (or occluded in) the struc-
ture, and thus, not directly involved in the mass transport reactions.
The second reason is linked to the development of new electroan-
alytical devices (sensors); combining the considerable properties
of zeolites (size-selectivity, ion-exchange capacity, high thermal
and chemical stability) with the high sensitivity of modern elec-
trochemical techniques, results in more significant improvements
compared to the other sensors based on chemically modified elec-
trodes. The third reason for investigating ZMEs is related to their
possible use in electrocatalysis. Zeolites attract interest for this
application because they offer a selectivity based on the size (and
shape) of the reactants, together with a three-dimensional lattice
(made of interconnected cages of molecular dimension) coming
in a variety of support sites for various catalysts. Although stud-
ies of ZMEs focus mainly on preparation methods of the modified
electrode, electrochemical characterization of ion exchange and
the electrode process, as well as on discussion of electron-transfer
mechanism [14,15], only a few articles have emerged on electroan-
alytical application of ZMEs [16,17].

In particular, substantial efforts have been devoted to the

development of voltammetric biosensors based on ZMEs, such as
dopamine [18], glucose [19] and phenols [20] biosensors. Zeo-
lite is an interesting material for applications in electroanalytical
chemistry; Rolison [21] and Walcarius [22] have published reviews
on this subject. A complete comprehension for electrochemical
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such a process occurs after the electroactive species exit the zeo-
lite through ion exchange or desorption. These mechanisms are
known as intrazeolite and extrazeolite electron transfer processes,
respectively [25]. The latter calls for electron transfer to occur at
44 T. Rohani, M.A. Taher /

ehavior produced by electroactive species in zeolite particles can
acilitate the development of sensors. This article reports on studies
f the electrochemical behavior of copper(II) incorporated in ZCME
nd the application of the modified electrode, and can be useful in
acilitating the biosensor development based on ZMEs.

. Experimental

.1. Reagents and chemicals

Pure sodium zeolite type A (Na-LTA) powder was synthesized
rom the raw and accessible materials through a hydrothermal

ethod described in the literature [23]. The synthetic zeolite was
haracterized by X-ray diffraction (XRD) and infrared (IR) spec-
roscopy. Then the product was subjected to X-ray fluorescence
XRF) analysis to confirm successful synthesis of zeolite with
i:Al = 1.7 and unit cell formula Na12[(AlO2)12(SiO2)12]·27H2O.

Graphite powder, ascorbic acid, sodium oxalate, oxalic acid, ben-
yldimethyltetradecylammonium chloride-dihydrate, potassium
nd sodium nitrates, and all other chemicals were of analytical
eagent grade from Merck. Doubly distilled, deionized water was
sed for all experiments. Ascorbic acid solutions were freshly pre-
ared as required and were kept protected against exposure to

ight during the investigation. Oxalate buffer was prepared from
.1 mol L−1 sodium oxalate and the desirable pH was adjusted by
ddition of sodium hydroxide or oxalic acid solution as appropriate.

.2. Apparatus

Voltammetric experiments were performed using a Metrohm
lectroanalyzer (Model 757 VA computrace). The measurements
ere recorded using VA computrace version 2.0 on windows 98

unctional system. All voltammograms were recorded with a three-
lectrode system consisting of an Ag/AgCl reference electrode, a
latinum wire as the counter electrode, and a Cu2+A/ZCME as the
orking electrode. A Metrohm 710 pH meter was used for pH

djustments. All the electrochemical experiments were carried out
nder pure nitrogen atmosphere at room temperature (23±1 ◦C).

.3. Electrode preparation

One gram of zeolite type A was lightly ground and immersed
o 100 mL solution of 0.02 mol L−1 Cu(NO3)2·3H2O and was stirred
n a magnetic stirrer for 24 h. The exchanged zeolite was washed
rstly with dilute HNO3 (0.01 mol L−1) solution to remove occluded
aterial and surface-adherent salt, and then with doubly distilled
ater until normal pH was obtained and dried in air.

Twenty milligram of zeolite type A loading Cu2+ was lightly
round together with 18 mg of graphite powder for about 15 min.
his product was dispersed in a solution of tetrahydrofuran (1 mL)
nd PVC (0.04 g). Then 20 �L of this suspension was applied to a
lean platinum electrode surface, and was allowed to dry in the air
or about 30 min. The CME, used for comparison, was prepared in
he same way but omitting the zeolite addition step.

.4. Procedure

For cyclic votammetric experiments, 20 mL of solution contain-
ng 15 mL 0.5 mol L−1 NaNO3 and 5 mL 0.10 mol L−1 oxalate buffer
pH 4.5), was pipetted into the electrochemical cell and deaer-
ted by purging with high purity nitrogen for 5 min. The inert gas

as passed over the solution during all the voltammetric measure-
ents. The modified electrode together with the reference and the

ounter electrodes were immersed into the solution and after sev-
ral preliminary scans; the potential was scanned from −0.5 to
0.5 V vs. Ag/AgCl using cyclic voltammetry. The peak current was
ta 78 (2009) 743–747

appeared at a potential of 0.023 V vs. Ag/AgCl. Then different vol-
umes of ascorbic acid solution were added to the voltammetric cell
and the potential was scanned from −0.5 to +0.5 V vs. Ag/AgCl. All
electrochemical measurements were conducted at room tempera-
ture. The modified electrode was kept in open air when not in use.
The following results have been obtained.

3. Results and discussion

3.1. Voltammetric response of the Cu(II)-A-modified electrode

The voltammograms of the unmodified and Cu2+A/ZCME were
recorded in electrolyte solution (15 mL NaNO3 (0.5 mol L−1) and
5 mL oxalate buffer (0.10 mol L−1) pH ∼4.5), at a scan rate of
50 mV s−1. Fig. 1 shows the resulting voltammograms, recorded
after several preliminary scans. No voltammetric response was
observed for the unmodified electrode (Fig. 1a). However, a well-
defined reduction peak with a peak potential of 0.023 V was
observed for the Cu(II)-A-modified electrode (Fig. 1c). Experi-
mental results showed that the CV voltammetric peak height
at the modified electrode depends strongly on the type of sup-
porting electrolyte. Several electrolytes, including benzyldimethyl-
tetradecylammonium chloride-dihydrate (0.02 mol L−1) NaNO3
(0.01 mol L−1), KNO3 (0.01 mol L−1), and oxalate buffer, pH 4.5 were
investigated. There was no wave in the presence of benzyldimethyl-
tetradecylammonium chloride-dihydrate. However, well-defined
reduction peaks were observed in the other electrolytes (Fig. 2).

These observations can be described on the basis of possible
mechanisms for the electrochemical processes at zeolite-modified
electrodes. Two possible mechanisms have been considered [24]:
one where the electrochemical process takes place while the elec-
troactive species is resident inside the zeolite; the other where
Fig. 1. Cyclic voltammograms of (a) bare Pt electrode in supporting electrolyte;
(b) bare Pt electrode in solution containing supporting electrolyte and ascorbic
acid (10.0 mmol L−1); (c) modified electrode in solution containing supporting elec-
trolyte; (d) modified Pt electrode in solution containing supporting electrolyte
and ascorbic acid (3.0 mmol L−1). Conditions: supporting electrolyte (15 mL NaNO3

(0.5 mol L−1) and 5 mL oxalate buffer (0.10 mol L−1) pH ∼4.5), scan rate = 50 mV s−1.
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ig. 2. Cyclic voltammograms of Cu A/ZCME in oxalate buffer (pH 4.5) and dif-
erent supporting electrolytes: (a) benzyldimethyltetradecylammonium chloride
0.5 mol L−1); (b) KNO3 (0.5 mol L−1); (c) NaNO3 (0.5 mmol L−1). Other conditions
ere the same as Fig. 1.

he electrode-solution interface. This is the mechanism which has
een tested to be operative in most cases [24,25]. From Fig. 2a, it is
lear that no electrochemical reaction occurs in the presence of ben-
yldimethyltetradecylammonium chloride electrolyte because the
enzyldimethyltetradecylammonium cation is size excluded from
he zeolite type A pore system. Therefore, no ion exchange occurs
nd all the Cu(II) species are located in the interior of the zeolite
hich is not conductive for the electrochemical reaction to take
lace. It should be mentioned that no copper species is initially
resent at the electrode surface, because as described in Section
, the Cu(II)-A-modified zeolite, after preparation, was thoroughly
ashed with dilute HNO3 solution to remove the surface adsorbed

pecies. However, ion exchange occurs between the intrazeolite
u(II) ions and the electrolyte cations in the electrolytes with small
ations.

This ion exchange process results in transport of Cu(II) to the
lectrode surface where they can approach the conductive parts of
he electrode surface, and therefore, extrazeolite electrochemical

echanism becomes operative. Based on the results presented in
igs. 1 and 2, and in the light of previous works [24,25], the transfer
echanism is in conformity with the extrazeolite electron-transfer
echanism actioned by Bessel and Rolison [14]:

u2+
(z)+2C+(s)→ Cu2+

(i)+2C+(z) (1)

+ is an electrolyte cation and the descriptors z, s and i stand for
eolite, solution and zeolite-solution interface, respectively. When
u2+

(i) is reduced at zeolite-solution interface, it will be catalyze
he ascorbic acid oxidation process. It is clear that benzyldimethyl-
etradecylammonium cation is size excluded from the zeolite type

pore system. The Cu2+ ions leaving the zeolite pores are reduced
t the electrode-solution interface.

As it can be seen in Fig. 2, the response of the electrode depends

n the type of cation (size-selectivity) in the supporting electrolyte
olution. The current observed for the reduction of Cu(II) was high-
st when the zeolite was exposed to oxalate buffer solution, pH 4.5,
ontaining 0.1 mol L−1 Na+ (Fig. 2c). Stability of the Cu2+A/ZCME
as long, so that the current response remained almost unchanged
ta 78 (2009) 743–747 745

after several determinations, during which the electrode was stored
in air. The current produced by Cu(II) did not decrease any more
when the ion exchange and electroredox attained steady-state. The
high stability obtained at the Cu2+A/ZCME was due primarily to the
strong affinity of zeolite A for Cu2+ [22].

The current observed in this solution is more than that which
had been observed for the neutral 0.1 mol L−1 NaNO3 electrolyte
with about the same concentration of Na+. This can be related
to cooperation of hydronium ion in displacing Cu(II) from zeo-
lite pores. Voltammetric responses of the modified electrodes with
5, 10, 15 and 20% (w/w, with respect to graphite) Cu2+A/ZCME
were examined by cyclic voltammetry in oxalate buffer, pH 4.5,
using the same instrumental parameters. The results of this study
revealed that the optimum proportion of zeolite to graphite was
20:80. Lower amounts of the modifier decrease the extent of ion
exchange while higher amounts increase the resistance of the
electrode; both of which decrease the sensitivity of the electrode
response.

The Cu2+A/ZCME electrode with the above characteristics was
successfully applied for the electrocatalytic oxidation of ascor-
bic acid, the results of which are presented in the following
sections.

3.2. Electrocatalytic oxidation of ascorbic acid at the
Cu(II)-A-modified electrode

Electrodes modified with transition metal complexes have the
ability to catalyze the oxidation or reduction of solute species.
The major effect of the modifier is to lower the potential required
for the catalyzed redox systems, which is generally accompanied
with a considerable increase in sensitivity. Among the transition
metal ions, cobalt and iron complexes show the highest electrocat-
alytic activity and have shown great promise for the electrocatalytic
determination of many organic and biologically important com-
pounds [26–29]. Here, we used the Cu(II)-zeolite type A as a
modifier in modified electrode as a cyclic voltammetric sensor to
study the electrocatalytic oxidation of ascorbic acid. The electrocat-
alytic function of the Cu2+A/ZCME for the electrochemical oxidation
of ascorbic acid is demonstrated in Fig. 1d by cyclic voltammograms
of 2.5×10−3 mol L−1 ascorbic acid obtained in oxalate buffer, pH
4.5. Under the same experimental conditions, the direct oxidation
of ascorbic acid at the unmodified electrode showed relatively weak
anodic peak (Fig. 1b).

The corresponding voltammogram for the oxidation of ascor-
bic acid at the modified electrode gives rise to electrocatalytic
responses with an anodic peak current that was greatly enhanced
over what had been observed for the unmodified electrode (Fig. 1d).
Maximum current for the oxidation of ascorbic acid at the modi-
fied electrodes occurred at potentials about 400 mV more negative
than those obtained in the absence of the modifier. This behav-
ior, which was observed at several concentrations and at different
potential scan rates, clearly demonstrates the electrocatalytic func-
tion of the modified electrode toward ascorbic acid oxidation. The
influence of pH on the catalytic oxidation of ascorbic acid was inves-
tigated in the range 2–8. In all cases the concentration of Na+ in the
oxalate buffer was maintained at 0.1 mol L−1 and voltammograms
were obtained using 2.5×10−3 mol L−1ascorbic acid. The highest
sensitivity was observed at pH 4.5. Therefore, all subsequent mea-
surements were performed at pH 4.5. Ascorbic acid can be oxidized
by dissolved oxygen present as an impurity in solutions [30]; and
this effect is intensified under alkaline conditions. Lower electro-

catalytic currents observed at pH < 4 can be related to the formation
of undissociated form of ascorbic acid.

Calibration was performed using cyclic voltammetry with
increasing concentration of ascorbic acid (Fig. 3). The peak cur-
rent is linearly related to the concentration of ascorbic acid in the
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Fig. 3. Cyclic voltammograms of Cu2+A/ZCME in supporting electrolyte. Ascorbic
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Table 1
Determination of ascorbic acid in pharmaceutical preparations.

Sample Ascorbic acid found in powder (%) tcal
a Fcal

b

Proposed methodc Standard methodc

Chewable tabletd 66.98 ± 2.24 65.98 ± 1.91 1.23 1.50
Effervescent tablete 22.89 ± 1.18 25.01 ± 0.76 1.82 1.43

a Theoretical value of t = 2.13 (P = 0.05).
b Theoretical value of F = 19.00 (P = 0.05).
c Average of three determinations± standard deviation.

of I vs. t will be linear, and from the slope, the value of D can
be obtained. Diffusion coefficient of ascorbic acid was found to be
1.037×10−5 cm2 s−1.
cid concentrations (1–24): 0.003, 0.054, 0.125, 0.238, 0.476, 0.714, 0.9524, 1.19, 1.42,
.66, 1.90, 2.14, 2.62, 2.85, 3.095, 3.57, 3.80, 4.05, 4.52, 4.76, 5.00, 5.23, 5.50 and
.0 mmol L−1, respectively. Conditions were the same as Fig. 1.

ange 30–600 �mol L−1, with a least squares fit of i (�A) = 34.535
AA (mmol L−1) + 4.1915, and a correlation coefficients of 0.9992.
he relative standard deviations of 10 replicate measurements (per-
ormed on a single electrode at several ascorbic acid concentrations
etween 3.0 and 200 �mol L−1) were between 1.0 and 2.4%. The
etection limit was 2.76×10−7 mol L−1.

.3. Interferences and real sample analysis

The effect of various components in the determination of ascor-
ic acid was studied by applying the method of mixed solutions.
hen the developed procedure was exploded for the determi-

ation of 5 mmol L−1 ascorbic acid with optimum conditions, no
nterference was encountered for additions of 10 mmol L−1 of each
f uric acid, fructose, cysteine and glucose. However, the pres-
nce of 10 mmol L−1 NADH caused 20% increase in the ascorbic
cid peak. In order to demonstrate the capability of this modi-
ed electrode for catalytic oxidation of ascorbic acid in the real
amples, we examined this ability in the voltammetric determi-
ation of ascorbic acid in some pharmaceutical preparations, such
s effervescent tablets and chewable tablets available in local phar-
acies. Therefore, pharmaceutical tablet solutions were prepared

y accurately weighing, grounding of tablets and then dissolving
btained powder in the working buffer solution. The determina-
ion of ascorbic acid in pharmaceutical preparations was carried by
he standard addition method in order to prevent on any matrix
ffect. The results were compared with those obtained using the

fficial titration method with 2,6-dichlorophenolindophenol [31].
s it can be seen in the summary of results in Table 1, Student t-test
nd the variance-ratio F-test [32] show that there is no significant
ifference between the two methods with regard to accuracy and
recision.
d Darou Pakhsh-Co., Tehran, Iran.
e Osveh-Co., Tehran, Iran.

3.4. Chronoamperometric measurements

The chronoamperometry as well as the other electrochemical
methods was employed for the investigation of electrode processes
at chemically modified electrodes. Fig. 4 shows chronoampero-
metric measurements of ascorbic acid at Cu2+A/ZCME. This figure
represents the current–time profiles obtained by setting the work-
ing electrode potential at 100 mV for different concentrations of
ascorbic acid. The oxidation current for the electrochemical reac-
tion (under mass transfer control) of an electroactive material
with a diffusion coefficient, D is described through the Cottrell
equation:

I = nFAD1/2C∗

�1/2t1/2

where D and C* are the diffusion coefficient cm2 s−1, and the bulk
concentration mol cm−3, respectively. The surface area of the Pt
electrode was 0.0314 cm2. The plot of I vs. t−1/2 for a modified elec-
trode in the presence of ascorbic acid gives a straight line. The plot

−1/2
Fig. 4. Chronoamperograms obtained at Cu2+A/ZCME in the presence of (a)
0.2 mmol L−1, (b) 0.50 mmol L−1, (c) 0.8 mmol L−1, (d) 1.0 mmol L−1, (e) 1.3 mmol L−1,
(f) 2.3 mmol L−1 and (g) 3.5 mmol L−1 of ascorbic acid. Other conditions were the
same as Fig. 1.
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Table 2
Comparison of some properties of the present work with other studies.

Type of modification Technique Peak potential shift (mV) LR (mol L−1)a DL (mol L−1)b Refs.

Polyhydroquinone film modified glassy carbon electrode DPVc – 3.34×10−5–1.67×10−2 3.28×10−6 [33]
Macrocyclic compounds modified electrode DPVc ∼200 3.41–2.84×103 0.57 [34]
Polypyrrole/ferrocyanide films on a glassy carbon electrode CVd 300 5×10−4–1.6×10−2 – [35]
Polypyrrole/ferrocyanide films modified carbon paste electrode DPVc 540 4.5×10−4–9.62×10−3 5.82×10−5 [36]
Incorporated ferrocenecarboxylic acid into polypyrrole CVd 300 0.5×10−3–16×10−3 – [37]
Cu(II)-A zeolite-modified electrode CVd ∼400 3×10−6–6.00×10−3 2.76×10−7 This work
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Linear range.
b Detection limit.
c Differential pulse voltammetry.
d Cyclic voltammetry.

. Conclusion

Zeolite was found to have good adsorption characteristics and
atalytic capabilities. Therefore, it was of value to explore the use
f zeolite as a carrier of catalyst in the electrode. This work demon-
trated that Cu(II), loaded in zeolite, can oxidize ascorbic acid
atalytically. The kinetic process of the catalytic reaction can be
xplained using cyclic voltammetry and chronoamperometry. The
esults obtained for diffusion coefficient of ascorbic acid D are in
road agreement with other studies. The Cu2+A/ZCME offers the
dvantages of easy fabrication, fast response time, high sensitivity,
ow background current and detection limit, which are suitable for
outine determinations. This study has been also compared with
ther studies [33–37] (Table 2).
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a b s t r a c t

A new approach for glucose determination in blood based on the spectroscopic properties of blood
hemoglobin (Hb) is presented. The biosensor consists of a glucose oxidase (GOx) entrapped polyacry-
lamide (PAA) film placed in a flow cell. Blood is simply diluted with bidistilled water (150:1, v:v) and
injected into the carrier solution. When reaching the PAA film, the blood glucose reacts with the GOx and
the resulting H2O2 reacts with the blood Hb. This produces an absorbance change in this compound. The
GOx–PAA film can be used at least 100 times. Lateral reactions of H2O2 with other blood constituents are
easily blocked (by azide addition). The linear response range can be fitted between 20 and 1200 mg dL−1

glucose (R.S.D. 4%, 77 mg dL−1). In addition to the use of untreated blood, two important analytical aspects
of the method are: (1) the analyte concentration can be obtained by an absolute calibration method; and
(2) the signal is not dependent on the oxygen concentration.
athematical model
bsolute calibration method

A mathematical model relating the Hb absorbance variation during the reaction with the glucose con-
centration has been developed to provide theoretical support and to predict its application to other
compounds after changing the GOx by another enzyme. The method has been applied to direct glucose
determination in 10 blood samples, and a correlation coefficient higher than 0.98 was obtained after
comparing the results with those determined by an automatic analyzer. As well as sharing some of the
advantages of disposable amperometric biosensors, the most significant feature of this approach is its

reversibility.

. Introduction

Since research into blood glucose determination methods con-
inues to be particularly important in bioanalytical chemistry, new
lternatives are continuously being proposed and tested.

On the one hand, several body fluids such as aqueous humor
rom the eye [1], saliva [2] and mainly interstitial fluids (ISFs)
3] are being used as alternatives to blood in order to design a
ess invasive methodology (very important for glycemic control in
iabetic patients). The most interesting is ISF; here, technological
lternatives currently being tested include transdermal extraction
iontophoresis [4] or ultrasound [5]), direct spectral dermis mea-
urement [6] or subcutaneous punction [7]. Developments in this
eld are producing very interesting analytical solutions towards
chieving a definitive system. However, the relationship of the glu-
ose levels in these fluids with real blood glucose remains a source

f controversy [8,9]. Consequently, improvements in direct glucose
etermination in blood are still necessary.

On the other hand, the chemical and the transducer parts of the
nalytical system are simultaneously being developed. Most proce-

∗ Corresponding author. Tel.: +34 976761291; fax: +34 976761292.
E-mail address: jgalban@unizar.es (J. Galbán).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.060
© 2009 Elsevier B.V. All rights reserved.

dures are based on the use of proteins and enzymes as recognition
reagents, given their selectivity. The most commonly used is the
classical method based on the glucose oxidase (GOx) reaction:

glucose + O2← GOx → glucuronicacid + H2O2

Several of the previously indicated semi-invasive devices work
according to this reaction coupled with H2O2 amperometric detec-
tion [3–5,7]. Besides the need for frequent recalibration, this
method has two main problems [10,11]: the signal dependence
with the O2 concentration and the interference caused by other
endogenous substances (uric acid, ascorbic acid) or commonly used
pharmaceuticals (acetaminophene). These problems can be par-
tially resolved (but not completely) by using a charge transfer
mediator. However, this mediator is usually bio-incompatible and
complicates the reversibility of the system, so this methodology is
generally used in portable disposable punction sensors.

In recent years optical detection methods based on the use of the
intrinsic and extrinsic optical properties (fluorescence and absorp-
tion) of proteins are being considered. These methods represent an

attempt to avoid the problem caused by electrochemical detection
and to make use of their potential reversibility. The conformational-
change-based-fluorescence of binding proteins [12–15], the change
in fluorescence originated by cellular signaling (in which regulatory
proteins are implied) [16,17], and the optical intrinsic properties
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f proteins such as tryptophan [18–20]) or heme groups [21] have
roved to be the most interesting bases for these methods. Such
ethodologies are designed to be selective, reversible, compati-

le with biological fluids and used as an alternative to synthetic or
emi-synthetic organic receptors [22,23]. However, most of these
ethods require previous steps in order to eliminate interference,

nd this limits their applicability in future clinical designs. Such
revious steps usually involve precipitation or ultra-filtration for
he elimination of various blood constituents that can cause inter-
erence.

In order to avoid these problems, we have recently developed
nalytical methods based on the use of the optical properties of
emeproteins [24,25]. These contain heme as the cofactor that
hows a molecular absorption spectrum in the visible region which
epends on its oxidation state, so that the enzymatic reaction
an be followed by means of the absorbance variations during
he process. Based on this, we have developed an optical biosen-
or for the direct glucose determination in blood which uses
he horseradish peroxidase (HRP) absorbance variation during
he glucose/glucose oxidase/HRP enzymatic reaction [26]. As is
nown, Hb is a hemeprotein present in the erythrocytes which
s made up of two alpha and two beta chains, each containing a
eme group with ferrous iron reversibly joined to molecular oxy-
en (HbII·O2). In blood analysis using molecular spectrochemical
ethods, this protein represents a strong spectral and chemical

nterference. However, since Hb can react with hydrogen peroxide
nd this reaction can be followed by the changes in its molecu-
ar absorption spectrum, this interference can be converted into a
eagent.

Considering the optical transducer qualities of blood Hb [27] and
ur previous analytical knowledge of the combined glucose oxi-
ase/glucose with Hb/H2O2 reaction mechanism as starting points
28], in this paper we demonstrate that these properties can be
sed as the basis for reversible optical sensors for glucose deter-
ination in blood and that they could also be used for automatic

nalyzers. Unlike the previously developed sensor [26], this sen-
or does not require an indicating protein (such as HRP) because it
s provided by the sample itself. The linear response range can be
roperly modified and the precision is similar.

In our opinion, this type of sensor can compete with the current
ommercially available disposable amperometric glucose sensor or
ith kit assays used in automatic analyzers [29,30]. With slight
odifications, this methodology can be used for the design of opti-

al sensors for other blood components.

. Experimental

.1. Apparatus

The molecular absorption measurements were carried out
n a Hewlett-Packard 8452A diode-array spectrometer and in a
erkinElmer Lambda 5 (spectral bandwidth 2 nm) spectrometer.
he measurements were performed with a previously described
ow cell (300 �L capacity).

.2. Reagents

Buffer solution: 0.1 M citrate buffer of pH 5–6 (from solid sodium
itrate, adjusted with NaOH 1 M) and 0.1 M phosphate solution
f pH 6 (from solid KH2PO4 and solid Na2HPO4). Sodium azide

rom Sigma (S-8032). Glucose solutions prepared from solid �-
-glucose (Sigma G-5250) in buffer solution (the solution is left

or 2 h to achieve the equilibrium between �-d-glucose and �-
-glucose). Glucose oxidase was taken from Aspergillus niger, EC
.1.3.4 (Sigma G-7141) was of 245,900 IU/g of lyophilised solid. A0
(2009) 846–851 847

Human Hemoglobin (A0) (Sigma H-0267). Blood was taken from 10
volunteers by finger punction.

2.3. GOx film preparation

The preparation of a polyacrylamide (PAA) glucose oxidase
film was based on a general enzyme immobilisation procedure
described elsewhere [11]. 0.2 mL of a phosphate buffer solution at
pH 6.0 containing 0.03 g of acrylamide, 0.002 g of bis-acrylamide
and 0.001 g of ammonium persulphate (as a reaction precursor)
were mixed with the appropriate amount of the GOx lyophilised
solid (about 0.004 g). Dissolved oxygen was eliminated by bubbling
nitrogen through the solution. The cocktail was spread in a 0.5 mm
hollow, made in a glass film (20 mm×9 mm×0.1 mm), covered
with a second glass film and irradiated with a UV-lamp (254 nm)
for 60 min. The film was then stored in the phosphate buffer solu-
tion at 4 ◦C. The film was located in a flow cell previously described
for absorbance measurement [24].

2.4. Blood sample preparation

The only sample treatment was dilution in bidistilled water
1/150 (v:v). The mixture was stirred during 30 s until the hemol-
ysis (erythrocyte lyses and Hb liberation) was completed, detected
by the disappearance of the turbidity initially observed.

2.5. Procedure

The phosphate buffer solution with added azide flowed through
the flow cell at 0.84 mL min−1 and the absorbance at the work-
ing wavelength (represented by sub-index �w, 412 nm in most
cases) and the reference wavelength (represented by sub-index �ref,
444 nm when 412 nm working wavelength is used) began to be
monitored. The initial absorbance of the film was represented by the
superscript “film” (Absfilm

�w
and Absfilm

�ref
, respectively). Then 0.8 mL of

the blood sample was injected and the flow stopped when the flow
cell was completely filled with the sample (in the designed system
at 45 s). At this moment the absorbance measured at both wave-
lengths is represented by the sub-index “0” (Absmeas

�w,0 and Absmeas
�ref,0

,

respectively). The analytical parameters obtained at a given reac-
tion time t are:

�Abs�w,t = Absmeas
�w,t − Absmeas

�w,0

�Abs�w/�ref,t
=

Absmeas
�w,t
− Absmeas

�w,0

Absmeas
�ref,0

− Absfilm
�ref

Absmeas
�w,t

and Absmeas
�ref,t

being the absorbances at a time t at the work-

ing and reference wavelengths, respectively.

3. Results and discussion

3.1. Blood hemoglobin as a transducer reagent

To use Hb as an analytical reagent, lyses induction in erythro-
cytes without coagulation is required. To achieve this, simple blood
dilution in a hypotonic media such as bi-distilled water in an appro-
priate ratio is sufficient [24,27,28]. In this study, a dilution ratio of
150:1 (v:v) was selected considering the concentrations of glucose
in blood, natural hemoglobin concentration and the elimination
of possible interferences with the Hb/H2O2 reaction. These diluted

solutions are stable during more than 24 h in a closed vessel, away
from the light and at room temperature.

Apart from Hb, other proteins (mainly enzymes) present in blood
can consume H2O2. Considering the Hb and glucose concentrations,
and the level at which the sample is diluted, only blood catalase
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Fig. 1. Overall reaction mechanisms occurring in the sensor flow cell. G: glu-
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is mainly in this form (which is consistent with the absorbance
variations shown in Fig. 2) and then:

[GOx]t = [GOx]0 (2)
ose; L: glucolactone; HbIIO2 (ferrous blood hemoglobin linked to O2); HbIII (ferric
emoglobine); HbIII·N3

− (azide linked ferric hemoglobine); GOx (glucose oxidase,
xidized form); GOx·H2 (reduced form); DG, DH2O2 and DN3−: glucose, H2O2 and
zide diffusion coefficients.

an act as a H2O2 scavenger so the H2O2/catalase reaction must
e inhibited. This inhibition can be efficiently performed by azide
ddition to the carrier [31], which coordinates iron(III) of the cata-
ase heme group blocking its reaction with H2O2. Obviously, azide
lso binds ferric hemoglobin (HbIII) to form the HbIII·N3

− com-
lex which is unable to react with hydrogen peroxide, but as the
b/H2O2 reaction mechanism becomes simplified, far from being
problem this fact is an advantage. In Fig. 1 (upper part) a sim-

lified reaction mechanism of Hb with H2O2 in the presence of
zide is shown (see Fig. S1 in the Supplementary Material for a full
xplanation). HbII and HbIII are the hemoglobin in ferrous (Fe2+)
nd ferric (Fe3+) states, respectively. HbII·O2 reacts with hydro-
en peroxide giving HbIV, an oxyferryl intermediate with the heme
roup in an oxidation state of +4, which quickly comproporcionates
ith HbIIO2 giving HbIII which in the presence of azide forms
bIII·N3

−. The intramolecular and intermolecular reduction of HbIV
nd the reduction of HbIV by reducer substrate are negligible, so
direct HbII·O2/HbIII·N3

− transition is observed. As both species
ave different optical absorption spectra (Fig. S2 in the Supple-
entary Material) it is possible to follow the reaction through the

bsorbance variations observed.

.2. Some considerations on sensor design

The sensor film must be as transparent as possible at the working
avelength in order to minimize the background scattering signal.
egarding the flow cell, several aspects have to be considered. The

nner volume has to be as small as possible to limit the sample vol-
me consumption (around 300 �L). Furthermore, the thickness of
he flow cell has to be as thin as possible (0.12 cm, GOx film thick-
ess 0.03 cm) in order to both concentrate the hydrogen peroxide
ormed and fit the optical pathway of the system. Regarding the
ind of flow, when a non-stop-flow mode is used the H2O2 diffus-
ng to the sample is cleaned out of the flow cell and the sensitivity
s low. In this work the flow is stopped when the cell is completely
lled with the sample, reaching the maximum sensitivity given that
(2009) 846–851

hemoglobin and glucose concentrations are at a maximum in this
condition.

Fig. 2 shows the changes in the absorption spectrum of the
GOx film-blood system during the reaction (A: � < 500 nm; B:
� > 500 nm). Comparing these spectra with those shown in Fig. 2,
the following conclusions can be derived: (1) the absorption and
scattering in the film due to the GOx remains as a constant dur-
ing the reaction; (2) absorbance at 412, 538 and 576 decreases
during the reaction; these wavelengths correspond to the HbII·O2
absorption; (3) the isosbestic points at 444, 526 and 586 nm
owing to HbII·O2/HbIII·N3

− remain. This all demonstrates that a
HbII·O2/HbIII·N3

− transition is produced during the reaction, which
is very important in order to formulate the correct mathematical
model of the system. Maximum sensitivity is obtained at 412 nm.

3.3. Mathematical model

According to the overall model given in Fig. 1, the measured
absorbance in the flow cell at any wavelength and any time
(Absmeas

�,t
) is the given by

Absmeas
�,t = Absfilm

�,t + Abssol
�,t (1)

Absfilm
�,t

and Abssol
�,t

being the absorbance of the film and the solu-

tion (blood sample), respectively. The Absfilm
�,t

solely depends on
the entrapped GOx. The molecular absorption spectrum of GOx
depends on whether it is in the initial oxidized form (GOx) or in the
reduced form (GOx·H2). As has been indicated before [24,27], the
oxidized to reduced ratio depends on the O2 concentration. In our
system, since the O2 concentration is much higher than the glucose
concentration, the GOx·H2 is quickly oxidized, so that the enzyme
Fig. 2. Changes in the molecular absorption spectra of the blood sample–GOx film
system. The spectra variations correspond to a HbII·O2/HbIII·N3

− transition (A, from
350 to 500 nm; B, from 500 to 650 nm). Arrows show increasing time (40 mg mL−1

GOx concentration in the PAA polymerization mixture; 150:1 (v:v) blood dilution;
10−3 M azide concentration and 1.38×10−4 M blood glucose concentration).
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Thus the Absfilm
�,t

always remains constant (Absfilm
�,t
= Absfilm

�
) and

hen (1) is given by

bsmeas
�,t = Absfilm

� + Abssol
�,t (3)

According to (3), when blood fills the flow cell and before the
eaction starts, the measured absorbance at the working wave-
ength (�w) is given by

bsmeas
�w,0 = Absfilm

�w
+ εHbII·O2

�w
L[Hb]0 (4)

being the optical pathlength of the sensor cell flow. Since εHbII·O2
�w

an be accurately measured, the hemoglobin concentration in blood
an be determined. When the reaction starts, the hemoglobin
egins to change but, as has been stated before, the only species
hich are in significant concentrations are HbII·O2 and HbIII·N3

−

nd the measured absorbance at any time at the working wave-
ength will be given by

bsmeas
�w,t = Absfilm

�w
+ εHbII·O2

�w
L[HbII ·O2]t + ε

HbIII·N−
3

�w
L[HbIII ·N−3 ]t

(5)

nd considering that the mass balance for hemoglobin is

Hb]0 = [HbIIO2]t + [HbIIIN−3 ]t (6)

Eq. (5) gives

bsmeas
�w,t = Absfilm

�w
+εHbII·O2

�w
L[Hb]0+(ε

HbIII·N−
3

�E
− εHbII·O2

�w
)L[HbIII ·N−3 ]t

(7)

It is very usual to detect slight drifts in the absorbance signals in
ptical sensors. This can be avoided by measuring the absorbance
uring the reaction simultaneously at a reference (�ref) wavelength
or which the absorbance does not change (in this case an isosbestic
avelength for the HbII·O2 and HbIII·N3

− species) and will be given
y

bsmeas
�ref,t

= Absmeas
�ref,0

= Absfilm
�ref
+ εHbII·O2

�ref
L[Hb]0 (8)

Eqs. ((4), (7) and (8)) can be combined in different forms. In many
ases we will use one of the two following analytical parameters:

Abs�w,t = Absmeas
�w,t − Absmeas

�w,0 = (ε
HbIII·N−

3
�w

− εHbII·O2
�w

)[HbIII ·N−3 ]t

= �ε�w [HbIII ·N−3 ]t (9a)

Abs�w/�ref,t
=

Absmeas
�w,t
− Absmeas

�w,0

Absmeas
�ref,0

− Absfilm
�ref

=

⎛
⎝ε

HbIII·N−
3

�w
− εHbII·O2

�w

εHbII·O2
�ref

⎞
⎠ [HbIII ·N−3 ]t

[Hb]0

= �ε�w/�ref

[HbIII ·N−3 ]t

[Hb]0
(9b)

As can be seen from Fig. 1, the overall reaction includes the dif-
usion of the glucose from solution to film, the diffusion/reaction

f glucose inside the film, diffusion of the H2O2 formed from
he film to the solution and the reaction of this compound with
emoglobin. Mass transport and reaction kinetic considerations for
lucose and H2O2 enable us to relate the [NbIII·N3

−]t with glucose
nd hemoglobin concentrations and thermodynamic constants (see
Fig. 3. Effect of azide concentrations (as −log[]) on the absorbance variation
(40 mg mL−1 GOx concentration in the PAA polymerization mixture; 150:1 (v:v)
blood dilution).

“Model derivation” section in Supplementary Material for an expla-
nation of the deduction and terms) and the following equation is
obtained:

[HbIIIN−3 ]t = K[Hb]0t2[G]0 (10a)

K being a constant grouping several thermodynamic parameters, G
being the glucose concentration and t being the reaction time. Eq.
(10a) is merely a simplification; in fact the [HbIIIN3

−]t is exponen-
tially related to G according to:

[HbIII ·N−3 ] = [Hb]0(1− e−2kHb(Df
G

/LXf)[G]0((t2/2)−(1/6)(DS
G

/LXS)t3)) (10b)

(see Eq. (S26) in the Supplementary Material for an explanation),
which can be simplified to a straight line for low exponent values.
After substitution of (10a) in (9), the global model, working with or
without the reference wavelength, is finally found:

�Abs�w/�ref,t
=�ε�w/�ref

Kt2[G]0 (11)

�Abs�w,t =�ε�w,tK[G]0[Hb]0t2L (12)

Eq. (10) demonstrates that the analytical signal is not dependent
on the O2 concentration.

3.4. Mathematical model validation: analytical figures of merit

As stated previously, azide has three effects: (a) it inhibits blood
catalase, an enzyme that consumes H2O2 which would make the
sensitivity lower; (b) it combines with HbIII to form HbIII·N3

−which
inhibits the HbIII/H2O2 reaction and simplifies the reaction mech-
anism; (c) it partially inhibits GOx. Effects (a) and (b) play in favour
of the method sensitivity while effect (c) works against it, therefore
there will be an optimal azide concentration at which the sensitiv-
ity is at a maximum (Fig. 3). Taking into account the hemoglobin
concentration in the diluted blood sample (minimum dilution for
complete hemolysis 50:1 (v:v) and normal hemoglobin levels in
blood in the range of 12–18 g dL−1) and the experimental data,
10−3 M was finally chosen.

The GOx concentration in the polyacrylamide film was also stud-
ied. Table 1 shows the slopes for four calibration lines �Abs�w/�ref,t

versus the glucose concentration (lineal zone) at different GOx con-
centrations. As can be seen, and according to the model, the GOx
concentration does not affect the method sensitivity (the R.S.D. of
the slopes is lower than 2%) in this concentration range and using
10−3 M azide concentration. This is very important from the point of
view of the robustness of the system and permits the biosensor to be
easily made. However, for high azide concentrations (about 0.01 M),
the signal depends on the GOx concentration as the percentage of

GOx inhibition increases.

Hemoglobin is a reagent necessary for the method which is
supplied by the sample itself, so the hemoglobin concentration
can not be changed by the analyst. Nevertheless, the model pre-
dicts the effect of the hemoglobin concentration and checking this
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Fig. 4. Hb concentration effect of the analytical signal (60 mg mL−1 GOx concentra-
tion in the PAA polymerization mixture; 10−3 M azide concentration; 3.7×10−5 M
blood glucose concentration and 900 s reaction time).

Fig. 5. �Abs412,900 versus glucose concentration using a fixed reaction time
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Table 2
Sensitivity and linear range (lower and upper limit) as a function of the reaction
time.

Reaction
time (s)

Sensitivity
(M−1)

Lower limit
(mg dL−1)

Upper limit
(mg dL−1)

100 5.9 620 1200
300 28.1 135 950
450 72.1 54 810
700 105 40 675
900 140 25 540

1100 163 20 540

Conditions: GOx concentration in the polymerization mixture for polyacrylamide
−1 −3

fruit juices (based on the chemically modified GOx fluorescence)
[25]. With this method the same sensor film has been used during
900 s). The grey curve corresponds to the theoretical equation: �Abs = 0.3478(1−
−5833.18[G]oˇ ) r = 0.994. Inset: �Abs412,900 versus glucose concentration in the linear
esponse range (40 mg mL−1 GOx concentration in the PAA polymerization mixture;
50:1 (v:v) blood dilution; and 10−3 M azide concentration).

ffect is important in order to make corrections. To study this
ffect, several mixtures of commercial hemoglobin (A0, the major-
ty form in blood (>99%)) with a constant glucose concentration

ere prepared and the absorbance variation in optimal conditions
easured. The results obtained (Fig. 4) indicated a linear relation-

hip between �Abs�w,t and the hemoglobin concentration as the
odel predicts (Eq. (12)). Furthermore, this linear relationship is

ery interesting because it allows us to omit the dependence of
he hemoglobin concentration on the signal as described above
Eq. (11)). We have determined that the percentage of HbII·O2
onsumed during a 1250 s reaction time and with a glucose concen-
ration of 3.73×10−5 M is 60±2%. This value is independent of the
emoglobin concentration, given the linear relationship between
Abs�w,t and [Hb]0.
Fig. 5 shows the representation of the analytical parameter

ersus glucose concentration. This equation corresponds mathe-
atically to Eq. (10b). For low glucose concentrations, the model
Eqs. (11) or (12)) predicts a linear relationship between the
bsorbance variation and the analyte concentration. Nevertheless,
he method sensitivity expressed as the slope of the calibration line
epending of the measuring time (Table 2). The lower the reaction

able 1
Ox effect on the slope of the calibration line.

GOx] (mg mL−1)a Slope (M−1)b

0 202
0 201
0 205
0 198

onditions: Blood dilution 150:1 (v:v) in water and azide 10−3 M, time reaction 900 s.
a GOx concentration in the polymerization mixture for polyacrylamide film prepa-

ation.
b Slope of the calibration line of �Abs576,1150 versus glucose concentration in the

inear range.
film preparation 40 mg mL , blood dilution 150:1 (v:v) in water and azide 10 M.
Sensitivity is expressed as the slope for the calibration line; lower limits for the linear
range correspond to the detection limit (data for 576 nm).

time, the higher the measuring time where the exponential approx-
imation is fulfilled and thus the higher is the top limit of the linear
range. For example, working with 150/1 dilution, the most usual
concentrations can be analysed in less than 8 min. It is important to
consider that the response range for a given time can be extended
using the exponential calibration or modifying the sample dilution.
The relative standard deviation for the analytical parameter of a
77 mg dL−1 glucose was 4% (n = 5).

As stated previously, the wavelengths at which the maxima
appear were 412, 538 and 576 nm. The sensitivities experimen-
tally obtained (slopes of the calibration lines) for these three
wavelengths were 1219, 103 and 166 M−1, respectively, which
are proportional to �ε�w/�ref

(42,132, 4068 and 5833 M−1 cm−1,
respectively) as the model predicts (Eq. (12)). The quotient
between sensitivity and �ε�w/�ref

for the different wavelengths was
0.028±0.002 cm (n = 3). The slopes of the calibration lines given can
be used for testing the global quality of the model. To do this, Eq. (12)
will be considered. In this equation, the following considerations
were applied: (a) the �ε�/�ref

were obtained from the spectra; (b)
a previously obtained [8] value of 14 M−1 s−1 for kHb was taken; (c)
the hemoglobin concentration in the sample was calculated from
Eq. (2) and the εHbIIO2

value used [27] was 13,257 M−1 cm−1; (d) the
glucose diffusion coefficients in the sample solution (DG

s ) and in the
film (DG

f ) were assumed to be equal. From these considerations the
K value was calculated and from this value it is possible to compare
the experimental absorbance variation signals with the theoretical
profiles (Eq. (S27) in the Supplementary Data). Fig. 6 compares the
experimental with the theoretical (expected) values; as can be seen
the model fits very well with the experimental results. A GOx in PAA
sensor film lifetime is about 6 months for glucose determination in
2 months (more than 100 measurements) without damage.

Fig. 6. �Abs412,t versus time for different glucose concentrations: (a) 1.60×10−5 M,
(b) 9.20×10−5 M, (c) 2.06×10−4 M and (d) 3.96×10−4 M (40 mg mL−1 GOx concen-
tration in the PAA polymerization mixture; 150:1 (v:v) blood dilution; and 10−3 M
azide concentration).
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.5. Biosensor validation

From the previously reported values the slope of the calibration
ine can be stated and a self-calibration method for glucose determi-
ation in blood can be applied according to the following equation
900 s measurement time):

Abs412/444,900 = 2722[G]0 (13)

This equation was tested in order to be used for direct glucose
etermination by an absolute calibration method. Ten blood sam-
les were analysed using this method and quantified with both the
quation and a Reflotron® instrument (see Fig. S3 in Supplemen-
ary Material). The results obtained were submitted to a correlation
tudy and the line obtained was:

Glucose]reference = 0.972[Glucose]this method + 3.6 r2 = 0.98 (13)

In this equation the slope and the intercept are statistically equal
o 1 (0.97±0.14, 95% confidence interval) and 0 (3.6±8.5, 95% con-
dence interval), respectively, so both methods give similar results.

. Conclusions

In this paper it has been demonstrated that the molecular
bsorption properties of blood hemoglobin can be used as an
nalytical signal for glucose determination in blood, without an
dditional indicating reaction and without O2 dependence. The
athematical model developed can be used as a starting point in

rder to design a methodology for the direct determination of other
lood compounds with the appropriate enzyme producing H2O2.
he method can be applied without calibration and can therefore
e easily implemented in automatic blood analyzers. These results
pen the door to new designs for automatic blood glucose analyz-
rs.
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Appendix A. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at doi:10.1016/j.talanta.2008.12.060.
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a b s t r a c t

The directly suspended droplet microextraction (DSDME) technique coupled with the capillary gas
chromatography-flame ionization detector (GC-FID) was used to determine BTEX compounds in aque-
ous samples. The effective parameters such as organic solvent, extraction time, microdroplet volume,
salt effect and stirring speed were optimized. The performance of the proposed technique was evalu-
ated for the determination of BTEX compounds in natural water samples. Under the optimal conditions
vailable online 20 January 2009

eywords:
irectly suspended droplet microextraction

DSDME) technique
TEX

the enrichment factors ranged from 142.68 to 312.13, linear range; 0.01–20 �g mL−1, limits of detection;
0.8–7 ng mL−1 for most analytes. Relative standard deviations for 0.2 �g mL−1 of BTEX in water were in the
range 1.81–2.47% (n = 5). The relative recoveries of BTEX from surface water at spiking level of 0.2 �g mL−1

were in the range of 89.87–98.62%.
© 2009 Published by Elsevier B.V.
ater sample
C-FID

. Introduction

Volatile organic compounds (VOCs) are organic chemical com-
ounds that have high enough vapor pressures under normal
onditions to significantly vaporize and enter the atmosphere. The
cronym BTEX defines the mixture of benzene, toluene, ethylben-
ene and the three xylenes isomers (ortho, meta and para), all being
armful VOCs. The effects of exposure to these substances comprise
hanges in the liver and damaging effects on the kidneys, heart,
ungs, and the nervous system [1]. BTEX are emitted to the envi-
onment from an extensive variety of sources including combustion
roducts of wood and fuels, industrial paints, adhesives, degreas-

ng agents and aerosols [2]. Therefore, they are ubiquitous among
amples of environmental concern (air, water and soil), the human
xposure to these aromatic hydrocarbons occurring by ingestion

consuming contaminated water or food), inhalation or absorption
hrough the skin. In order to reduce the human intake of these haz-
rdous substances a chemical control (and consequently methods
f analysis) is desirable.

∗ Corresponding author at: Department of Chemistry, Faculty of Sciences, Fer-
owsi University of Mashhad, Mashhad, Khorasan 91775, Iran. Tel.: +98 511 8432023;

ax: +98 511 8438032.
E-mail address: asyazdi@ferdowsi.um.ac.ir (A. Sarafraz-Yazdi).

039-9140/$ – see front matter © 2009 Published by Elsevier B.V.
oi:10.1016/j.talanta.2008.12.069
Historically, liquid–liquid extraction (LLE) and solid-phase
extraction (SPE) were often used for the extraction of haz-
ardous compounds from aqueous matrices. However, LLE is
time-consuming, generally labor-intensive, and requires large
quantities of expensive, toxic, and environmentally unfriendly
organic solvents.

In case of SPE, in comparison with LLE, although it requires a
smaller volume of toxic organic solvents for the analyte desorption,
the small columns or disks used cause “plugging” if the aqueous
sample contain fine solid particles. Therefore, nowadays the sim-
plification and miniaturization of the sample preparation methods
are recommended, which have the advantages of either none or
very little amount (�L) of toxic organic solvents used.

Currently, the technique of Solid Phase Microextraction (SPME)
is used by some researchers. This technique allows a rapid and
solvent-free extraction of organic compounds from aqueous sam-
ples by partitioning between the stationary phase and the aqueous
medium [3,4]. The technique is commercially available, and is capa-
ble of extracting micropollutants in aqueous samples prior to GC
analysis. The main drawbacks of SPME are (i) increase in the cost

of analysis per sample due to the use of certain special expen-
sive apparatus, (ii) degradation of fibers with increased usage, and
(iii) carry-over between extractions [5]. In order to overcome these
problems, a simple and inexpensive Liquid-Phase Microextraction
(LPME) has been recently introduced.
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In this technique, only several microliters of solvents are
equired to concentrate analytes from aqueous samples rather than
undreds of milliliters needed in LLE. This technique is not exhaus-
ive and only a small fraction of analytes are preconcentrated for
he analysis.

The general idea behind these novel techniques is a great
eduction in the volumetric phase ratio of the acceptor-to-donor
hase. This can be achieved by using either immiscible liquid
hases (solvent microextraction) or a membrane to separate the
cceptor–donor phases (membrane extraction). Another important
dvantage is the integration of extraction and injection into the
nstrument in one step, thus minimizing the analysis time. Apart
rom a wide choice of extraction solvents, LPME can be performed
ith the simplest devices, i.e. a traditional microsyringe and does
ot suffer from carry-over between extractions that is encountered
hen using SPME.

One of the main methodologies that evolved from the sol-
ent microextraction approach are the single drop microextraction
SDME) technique [6–8], where the acceptor phase is a microdrop of
water immiscible organic solvent suspended in an aqueous donor

olution (two-phase system).
Another version of LPME is membrane extraction and the tech-

iques developed can be divided into two main categories: porous
embrane techniques, where the solutions on the both sides

f the membrane are in physical contact through the pores of
membrane, and non-porous membrane techniques, where the
embrane forms a separate phase (polymeric or liquid) between

he donor and the acceptor solutions. The use of membranes
resents the advantages of high selectivity, clean extract formation
nd a high degree of enrichment. One of these membrane tech-
iques was introduced by Pedersen-Bjergaard and Rasmussen [9],
hich was also termed hollow fiber-based liquid phase microex-

raction (HF-LPME). It utilized porous, hydrophobic, hollow fibers
mpregnated with an organic phase. This new extraction methodol-
gy proved to be an attractive alternative to other microextraction
oncepts because, apart from being simple, it is inexpensive, fast
nd virtually solvent-free.

SDME and HF-LPME require careful and elaborate manual opera-
ions, given that problems of organic solvent instability/dissolution
ave often been reported especially after faster stirring or longer
xtraction time. Recently, a new mode of LPME named disper-
ive liquid phase microextraction (DLPME) [10], which is based
n a ternary component solvent system such as homogeneous
iquid–liquid extraction (HLLE) and cloud-point extraction (CPE)

ere proposed. In this method the phenomenon of separating the
hase from a homogeneous solution was used and the target solutes
ere extracted into a separated phase and then were determined.

n DLPME, the appropriate mixture of the extraction and disperser
olvents is rapidly injected into the aqueous samples containing
nalytes. Then, cloudy solution was formed and a drop of organic
hase was sedimented in the bottom of the conical tube after cen-
rifugation. This sediment is withdrawn with microsyringe and
ntroduced to an analytical instrument for further analysis.

It has been reported that the main shortcoming of the SDME,
s the instability of the droplet when an organic solvent is used
s extractant. This fact limits the usable volume of the extracting
edium, affecting directly the precision and also the sensitivity of

he method.
Ionic liquids, which are ionic media resulting from the combina-

ion of organic cations and various anions, have been proposed as
n alternative to these organic solvents due to their low vapor pres-

ure and their high viscosity, which allows the use of the larger and
ore reproducible extracting volumes of solvent [11]. These sol-

ents have other unique properties, including dual natural polarity,
r miscibility with water and organic solvents [12]. Additionally,
hey are regarded as environmentally friendly solvents and are
ta 78 (2009) 936–941 937

easily synthesized or commercially available. These characteristics
have led to an extensive range of applications and investigations in
analytical chemistry [13,14].

Recently, Yangcheng and coworkers have developed a new sam-
pling method termed directly suspended droplet microextraction
(DSDME) [15]. In this method, a stirring bar is placed at the bottom
of the aqueous sample rotating at a proper speed, which causes a
weak gentle vortex or whirlpool in the solution. If a small volume of
an immiscible organic solvent is added to the surface of the solution,
the motion of the vortex results in the formation of a single micro-
drop at or near the center of rotation. The droplet itself may also
rotate on the surface of the aqueous phase, increasing mass transfer.
Compared with the other LPME technique based on droplet system,
i.e. single drop microextraction, it provides more flexibility in the
choice of the operational parameters, especially for solvent volume
and stirring frequency. The possibility of using larger volumes of
organic solvent in this method in addition to GC makes it a useful
technique comparable to HPLC and UV–vis spectrophotometry.

2. Experimental

2.1. Reagents and standards

Methanol, 2-octanone and heptanol with Suprasolv quality (for
organic trace analysis) were obtained from Merck (Darmstadt, Ger-
many). 1-Octanol was purchased from Fluka (Buchs, Switzerland).
Analytical reagents grade benzene, toluene, ethylbenzene and o-
xylene also were purchased from Merck (Darmstadt, Germany).
To prepare stock solutions of BTEX (2000 �g mL−1) approximately
23 �L of each of them was transferred into a 10-mL volumetric flask
and dissolved with methanol. It was then stored in a refrigerator at
4 ◦C. Fresh working solutions (2 �g mL−1) were prepared daily by
diluting the stock solution in distilled water.

2.2. Instrumentation

Gas chromatographic analysis was carried out using a
Chrompack CP9001 (Middelburg, the Netherlands) fitted with a
split/splitless injector and flame ionization detector (FID). Helium
(99.999%, Sabalan Co., Tehran, Iran) was used as the carrier gas
with a flow rate of 1.11 mL min−1. Separations were conducted
using a CP-Sil 24CB (50% phenyl, 50% dimethylsiloxane) capillary
column, WCOT Fused silica, 30 M×0.32 mm i.d. with 0.25 �m sta-
tionary film thickness (Chrompack, Middelburg, the Netherlands).
The injector temperature was set at 210 ◦C and all injections were
made in the split mode. The column was initially maintained at
60 ◦C for 1 min; subsequently, the temperature was increased to
100 ◦C at a rate of 5 ◦C min−1, then it was increased to 200 ◦C (30 ◦C
min−1). The total time for each GC run was 17 min. The FID tem-
perature was maintained at 250 ◦C. The flow of Zero Air (99.99%,
Sabalan Co., Tehran, Iran) for FID was 250 mL min−1 and the flow
rate of hydrogen was 30 mL min−1.

2.3. Directly suspended droplet microextraction procedure

The extraction steps are illustrated in Fig. 1. In this extraction
procedure, a 3-mL cylindrical sample cell (35 mm×13 mm) with
a screw cap, a 10-�L syringe (Hamilton Bonaduz AG, Bonaduz,
Switzerland) and a 7 mm×2 mm stir bar were used.

At first, 2.5 mL sample solution was held in the 3.0-mL sample
vial, and a stirring bar was adjusted within the sample solution.

The magnetic stirrer was turned on and adjusted to a desired stir-
ring speed. To make a steady and benign vortex, it is important to
keep the stirring bar rotating smoothly just at the center of the bot-
tom. A microdroplet of an immiscible organic solvent is placed at
the bottom of the vortex, and the syringe removed. The screw cap
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ig. 1. Photography of the different steps in DSDME: (a) magnetic stirrer is on, (b) st
ar is rotating.

hould be kept closed during the extraction process. After 25 min.,
he screw cap was removed and a portion of the organic droplet
as withdrawn into a syringe and injected into the GC for further

nalysis.

. Results and discussion

.1. Optimization of directly suspended droplet microextraction
arameters

Factors affecting the extraction efficiency such as organic sol-
ent, the extraction time, microdroplet volume, stirring speed and
alt effect were optimized. The optimization was carried out on
ater solution of 2 �g mL−1 for each BTEX compounds. The chro-
atographic peak area, which is related to the number of moles

f analytes which are extracted into the droplet, was used to
valuate the extraction efficiency under different experimental
onditions. Throughout these experiments, the injected volume of
he extracted analytes into GC was kept constant at 1 �L.

.2. Choice of organic solvent

To establish a direct mode LPME technique, it is necessary to
hoose a proper organic solvent. The choice of the organic solvent
eeds the following considerations: the solvent should have good
ffinity for target compounds, low solubility in water such as to pre-
ent the dissolution in the aqueous phase and lower density than
ater. On the basis of these considerations 1-octanol, 2-octanone
nd 1-heptanol were tested in the preliminary experiments. The
eak area was selected as the extraction efficiency for each solvent.

t can be seen from Fig. 2 that 2-octanone gives the best extrac-
ion efficiency and is used as the extraction solvent for subsequent
xtractions.

ig. 2. Effect of extraction solvent on DSDME extraction efficiency (n = 3). Other
xperimental conditions are as follows: concentration level at 2 �g mL−1, 800 rpm
tirring speed, 20 min extraction time, 2.5 mL sample volume, microdroplet volume;
0 �L.
organic solvent addition with a microsyringe and (c) droplet forming while stirring

3.3. Effect of the extraction time

Similar to the other LPME procedures, DSDME is a technique
which is dependent on equilibrium rather than exhaustive extrac-
tion. The amount of analyte extracted into the droplet at a given
time depends upon the mass transfer of analyte from the aque-
ous phase into the organic solvent phase. This procedure requires a
period of time for the equilibrium to be established. However, it is
not normally practical to use extraction times that are long enough
for equilibrium to be established. Fig. 3 shows the effect of extrac-
tion time on the method efficiency. By increasing the extraction
time the numbers of the moles extracted are increased, therefore
the peak area related to the analytes are being increased up to the
period of 25 min, and then decreased with the increasing of the
extraction time. This may be due to the organic solvent evaporation
and dissolution in water solution. Since the extraction here is not
an exhaustive one, a reasonable period of time (25 min) is selected
for the subsequent experiments.

3.4. Microdrop volume

The volume of the extractor organic droplet has a great effect on
the extraction efficiency. The typical injection volume is 5–10 �L
for HPLC and 50 �L or more for UV–vis spectrometer. Both of these
volumes are beyond the upper limit of all other droplet microex-
traction methods reported. DSDME based on free droplets and
controlled fluid fields do not fail even when using larger volumes of
organic solvent, so DSDME can well match with HPLC and UV–vis
spectrometer directly [15].
The effects of the 2-octanone drop size on the extraction were
examined in the range of 7.5–15 �L. The relationship between the
volume of organic solvent and extraction efficiency are shown in
Fig. 4. Based on this trend, the analytical signals were decreased.

Fig. 3. The effect of extraction time on the extraction efficiency of BTEX compounds
when using DSDME technique with 2-octanone as solvent. Other extraction con-
ditions: analyte concentration; 2 �g mL−1, stirring speed; 800 rpm, 2.5 mL sample
volume, microdroplet volume; 10 �L.
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Fig. 4. The effect of microdroplet volume on the extraction efficiency of BTEX
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Fig. 5. The effect of salt on the extraction efficiency of BTEX compounds. Extraction
conditions: analyte concentration; 2 �g mL−1, 2-octanone as organic solvent, stirring
rate; 800 rpm, extraction time; 25 min, 2.5 mL sample volume, microdroplet volume;
7.5 �L.

T
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ompounds when using DSDME technique. Extraction conditions: analyte concen-
ration; 0.2 �g mL−1, 2-octanone as organic solvent, extraction time; 25 min, stirring
peed; 800 rpm, 2.5 mL sample volume.

n a smaller droplet, the area to volume ratio is greater than in a
arger droplet. Therefore, mass transfer could take place more easily
n a droplet with a smaller size. This behavior is also expected by
onsidering the enrichment factor equation:

= CO

Caq
0

= kt

1+ kt(VO/Vaq)

here CO and Caq
0 are the analyte concentration in organic phase

nd its initial concentration in the aqueous phase, respectively.
O/Vaq is the volume ratio of organic phase to the aqueous one and
t is the distribution coefficient (i.e. CO/Caq) at time t. As can be seen
rom this equation, enrichment factor has a reverse correlation with
O/Vaq ratio. Thus 7.5 �L microdrop volume was chosen for further
ork.

.5. Salting effects

The extraction efficiency is related to the ionic strength of the
queous solution [16]. Usually, depending on the solubility of the
arget analytes, adding salt to the sample enhances the extraction
f the more polar analytes. In the case of DSDME, salt addition was
enerally limiting the extraction of analytes. It was assumed that
part from the salting-out effect, salt addition causes a second effect
amed, salting-in effect. This phenomenon leads to changes in the
hysical properties of the Nernst diffusion film. So, target analyte
iffusion rate into the droplet was reduced [17]. In the present work,
he effect of NaCl concentration (ranging from 0 to 15%) was inves-

igated and the extraction efficiencies were monitored. The peak
rea decreased with increasing salt concentration in the aqueous
ample (Fig. 5). Therefore, no salt was added to the sample solution
n the subsequent extractions.

able 1
SDME performance and validation data.

ompound Enrichment factor R.S.D.a (%) (n = 5) Linear

enzene 142.68 2.21 0.01–2
oluene 254.88 2.47 0.01–2
thylbenzene 275.44 1.81 0.01–2
-Xylene 312.13 2.45 0.01–2

a Water samples spiked at 0.2 �g mL−1 for each compound.
b Limit of detection for S/N = 3 (n = 5).
Fig. 6. The effect of stirring speed on the extraction efficiency of BTEX compounds.
Extraction conditions: analyte concentration 2 �g mL−1, 2-octanone as organic sol-
vent, extraction time 25 min; NaCl concentration 0% (w/v), 2.5 mL sample volume,
microdroplet volume 7.5 �L.

3.6. Stirring speed

The agitation of the sample solution enhances the microextrac-
tion efficiency. In DSDME, the stirring speed has a direct influence
on both the shape of the droplet and the mass transfer character-
istics in the aqueous sample [15]. In Fig. 6, it is shown that the
peak areas of all analytes increase with increasing stirring speed
up to 800 rpm. It was also observed that the stirring speed above
800 rpm causes the instability and faster dissolution of the solvent
droplet and also decreases the peak area. Hence, the stirring speed
of 800 rpm was chosen as the optimum stirring rate.

4. Figures of merit of the method
The calibration graphs were drawn using seven spiking levels of
all analytes in the concentration range of 0.01–20 �g mL−1. For each
point three replicate extractions were performed. The extraction
conditions were as follows: sample solution: 2.5 mL, organic sol-

range (�g mL−1) Correlation Coefficient (r2) LODb (ng mL−1)

0 0.9996 7
0 0.9989 3
0 0.9991 1
0 0.9995 0.8
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Table 2
Relative recoveries and precisions of DSDME technique for river water samples
spiked with the analytes.

Analytes River water Tap water

Relative recovery% R.S.D.a (%) Relative recovery% R.S.D.a (%)

Benzene 98.62 7.03 96.52 5.3
Toluene 92.65 6.5 89.35 4.78
Ethylbenzene 92.52 6.35 88.27 4.5
o-Xylene 89.87 7.3 88.78 5.68

a Precision expressed as R.S.D. at 0.2 �g mL−1 level, n = 5 replicates.

Table 3
Comparison of the DSDME-GC-FID method with other related methods for determi-
nation of BTEX.

Methods LODa R.S.D. (%) Reference

HF-LPME-GC-FID 7.0–30.0 2.02–4.61 [18]
SPME-GC-FID 0.2–1.0 4–8 [19]
HS–SPME–GC–FID 0.08–0.6 3–7 [19]
DI-SDME-GC-FID 7.2–16.5 10.6–12.2 [20]
ig. 7. Chromatogram of BTEX compounds in river water spiked with 0.2 �g mL−1

f each analyte: (1) benzene, (2) toluene, (3) ethylbenzene and (4) o-xylene.

ent: 2-octanone, extraction time: 25 min, stirring speed: 800 rpm,
icrodroplet volume: 7.5 �L.
The calculated calibration curves gave a high level of linear-

ty for all target analytes with correlation coefficients (r2) ranging
etween 0.9989 and 0.9996 as shown in Table 1. The repeatability
f the proposed method, expressed as relative standard deviation
R.S.D.%), was evaluated by extracting five consecutive aqueous
amples (spiked at 0.2 �g mL−1 with each target analyte) and was
ound to vary between 1.81 and 2.47%. The limits of detections
LODs), based on a signal-to noise ratio (S/N) of 3, ranged from 0.8
o 7 ng mL−1 (Table 1).

. Real water analysis

The DSDME technique was applied for determination of BTEX
n river water. These samples were collected from the local river of

ashhad, Iran. No BTEX compounds were detected in river water
amples; therefore, these samples were spiked with the BTEX com-
ounds to assess matrix effects (Fig. 7). As it is mentioned above
salting-in effect” causes a decrease in the extraction efficiency,
herefore for more complicate matrices the salt interferences must
e removed before the extraction or in the critical cases the inter-
al standards or standard addition methods should be used. The
SDME technique is a non-exhaustive extraction procedure and

he relative recovery (determined as the ratio of the concentra-
ions found in natural and distilled water samples, spiked with the
ame amount of analytes) instead of the absolute recovery (used
n exhaustive extraction procedures) was employed. Table 2 shows
hat the relative recovery and relative standard deviation (R.S.D.%)
or BTEX compounds in spiked river water sample were between
9.87 and 98.62%.
. Comparison of DSDME with other related methods

Some statistical data of this work for water samples were com-
ared with the other related methods such as: SPME-GC-FID,

[

Fiber-in-tube LPME-GC-FID 0.3–5.0 3.6–8.1 [20]
DSDME-GC-FID 0.8–7.0 1.81–2.45 This study

a LOD, limit of detection in ng mL−1.

HS-SPME-GC-FID, DI-SDME-GC-FID, fiber-in-tube LPME-GC-FID
and HF-LPME-GC-FID, which are shown in Table 3.

Clearly, the relative standard deviations of DSDME-GC-FID were
better than the relative standard deviations of the other meth-
ods. The limit of detection values in DSDME-GC-FID is comparable
with the other methods. Also this method eliminates the main
common problems encountered with SPME, such as carry-over
effects between analyses, limited lifetime and fragile nature of the
fiber.

7. Conclusion

This technique was successfully used for the separation and
preconcentration of BTEX from water samples prior to analysis by
capillary GC-FID. As compared with the other conventional sample-
preparation methods, the DSDME-GC-FID offered advantages such
as simplicity, ease of operation, reproducibility and relatively low
detection limit. As a conclusion, the proposed method possesses
great potential in the analysis of ultra-trace compounds in real
aqueous samples.
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a b s t r a c t

Laser-induced breakdown spectroscopy (LIBS) has been developed for determining the percentage of
uranium in thorium–uranium mixed oxide fuel samples required as a part of the chemical quality assur-
ance of fuel materials. The experimental parameters were optimized using mixed oxide pellets prepared
from 1:1 (w/w) mixture of thorium–uranium mixed oxide standards and using boric acid as a binder.
Calibration curves were established using U(II) 263.553 nm, U(II) 367.007 nm, U(II) 447.233 nm and U(II)
454.363 nm emission lines. The uranium amount determined in two synthetic mixed oxide samples using
aser-induced breakdown spectroscopy
LIBS)
dvanced heavy water reactors (AHWR)
ranium
horium
uclear fuel

calibration curves agreed well with that of the expected values. Except for U(II) 263.553 nm, all the other
emission lines exhibited a saturation effect due to self-absorption when U amount exceeded 20 wt.% in
the Th–U mixture. The present method will be useful for fast and routine determination of uranium in
mixed oxide samples of Th and U, without the need for dissolution, which is difficult and time consum-
ing due to the refractory nature of ThO2. The methodology developed is encouraging since a very good

obta
analytical agreement was
the work.

. Introduction

The Indian nuclear power program has been conceived bearing
n mind the optimum utilization of domestic uranium and thorium
eserves with the objective of providing long-term energy secu-
ity to the country. Keeping in mind that India has to fall back
n its vast thorium resources, which account for about one-third
f the world’s thorium reserves (∼300,000 t) [1,2], third stage of
he Indian nuclear power program is based on Th–233U fuel cycle
nd developing advanced heavy water reactors (AHWRs). Two dif-
erent compositions of Th–U mixed oxide have been proposed for
HWR fuel containing 3 and 3.75 wt.% of 233U [3]. The Th–U mixed
xide pellets are generally prepared by the conventional powder
etallurgy route, which has been tested and used for U- and Pu-

ased fuels. The qualitative as well as quantitative characterization
f the fuel materials for major as well as minor constituents is
equired as a part of chemical quality assurance of nuclear fuels.
t present, chemical and mass-spectrometric methods are being

mployed to determine the composition of major/minor elements
n Th–U mixed oxide with the desired accuracy and precision.

Laser-induced breakdown spectroscopy (LIBS) is an emission
pectrometric technique with several advantages over the conven-

∗ Corresponding author. Tel.: +91 22 25593740; fax: +91 22 25505151.
E-mail addresses: skaggr@barc.gov.in, skaggr2002@rediffmail.com

S.K. Aggarwal).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.046
ined considering the limited resolution of the spectrometer employed in

© 2008 Elsevier B.V. All rights reserved.

tional emission spectrometric techniques, especially for nuclear
applications [4]. The basic theory of the technique has been
described in several reviews [5–7]. However, LIBS has not been
extensively used for characterization of nuclear materials. Among
the few notable work in the field of nuclear industry by LIBS include
the work carried by Fichet et al. which showed the applicability
of LIBS for impurity quantification in both UO2 and in PuO2 [8].
Shen and Lu have showed the applicability of uranium detection up
to 462 ppm in glass samples using laser-induced breakdown spec-
troscopy in combination with laser-induced fluorescence [9], where
as Cremer and co-workers showed a detection limit of 0.1 g L−1 for
uranium in liquid by direct liquid analysis method [10]. With the
help of very high-resolution spectrometer, the isotopic ratio of U
and Pu had been also determined by LIBS [11–13]. In our labora-
tory, we have developed LIBS methodology to determine U and Th
in aqueous solutions individually as well as in the presence of each
other [4]. The applicability of LIBS for the determination of trace
constituents in a thoria matrix has also been reported recently by
us [14].

Instrumental techniques such as LIBS have huge potential for
the determination of uranium in mixed oxides of Th and U. Thoria
being a refractory material, the dissolution of sintered thoria pel-

lets or a U–Th mixed oxide pellets is difficult and time consuming
which can be avoided in LIBS. However, this is a pre-requisite for
chemical as well as mass-spectrometric methods. In the present
work, we report the application of LIBS for the rapid determination
of U in Th–U mixed oxide samples in the range up to 20% of ura-
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Table 2
Characteristics of spectral lines employed for determination of U by LIBS.

Element �ij (nm) Aij (×108 s−1) Ej (cm−1) Ei (cm−1)

U(II) 263.553 – – –
U(II) 367.007 0.26 914.765 28154.450
U(II) 447.233 – – –
A. Sarkar et al. / Tal

ium. The emission spectra of both Th and U being very complex,
roper choice of emission lines of interest is very important. Cali-
ration curves were obtained for four emission lines of U in Th–U
ixed oxide. This paper presents details of the work carried out to

ptimize the experimental parameters like laser fluence and acqui-
ition delay time and gives the results obtained for U determination
n two synthetic samples of Th–U mixed oxide.

. Experimental

.1. Instrumentation

A Spectrolaser 1000 M, from M/s. Laser Analysis Technologies
vt. Ltd. (now known as XRF scientific), Victoria, Australia was
mployed in this work. The details of the instrument have been
escribed elsewhere [4]. The instrument is equipped with a high-
ower Q-switched Nd:YAG laser that yields 200 mJ of pulse energy
t the fundamental IR wavelength (1064 nm) with a 7 ns pulse
idth, at a repetition rate of 10 Hz. The laser is focused onto the

ample by a plano–convex lens with a focal length of 5 cm. The
iameter of the focal spot was 500 �m. The sample is placed in
he sample chamber in ambient atmosphere and is mounted on a
ranslation stage so that every laser shot hits on a fresh surface. The
mission from plasma is then collected in front of the plasma at a
5◦ angle with respect to the laser beam direction. Plasma emission
as collected by a 15-mm diameter imaging lens at a distance of

pproximately 50 mm, and focused onto silica optical cable fibers
hich deliver the plasma light to the entrance slit of spectrographs

Czerny–Turner configuration) equipped with CCDs as detectors.

.2. Sample preparation and analysis

Since certified reference materials (CRMs) for mixed oxide of
and Th are not available commercially, a series of synthetic

ixed oxide calibration standards were prepared. Known amount
f highly pure ThO2 and U3O8 powders were weighed and then
lended and ground thoroughly for about 30 min. Initially, six Th–U
ixed oxide calibration standards with U amount varying from
to 32% by weight were prepared. Subsequently two more syn-

hetic samples with U amounts of 4 and 20% were prepared and
ere treated as unknown to validate the calibration. The powders
ere mixed with high purity (99.5%) boric acid powder, procured

rom S.D. Fine-Chem. Ltd., Mumbai, India, in equal-amount ratio
or 15 min by blending and grinding thoroughly to obtain homo-
eneous mixture. Mixed powder samples were then pelletized to
cm diameter pellets by applying a pressure of 2×109 Pa for 5 min.
able 1 gives the compositional data of the calibration standards
repared in this work. The emission lines for U determination were
elected from the regions where minimal Th spectral interferences

ere observed and their intensities were normalized with respect

o the B(I) 249.774 nm. Boron was chosen as an internal standard
ince boric acid was used as the binder and its concentration in the
ellet was maintained constant irrespective of the composition of
he mixed oxide.

able 1
omposition of the calibration standards and two synthetically prepared samples.

tandards U concentration (%) Th concentration (%)

U-1-CAL 1.1 98.9
U-2-CAL 2.1 97.9
U-3-CAL 3.0 97.0
U-4-CAL 8.1 91.9
U-5-CAL 16.0 84.0
U-6-CAL 32.0 68.0
U-7-unknown 4.0 96.0
U-8-unknown 20.3 79.7
U(II) 454.363 – 914.765 22917.451

�ij is the transition wavelength, Aij the transition probability, Ei and Ej are the energies
of the upper and lower level, respectively.

Identical conditions of laser fluence, repetition frequency and
acquisition delay were used for all analyses. In the present exper-
iment, 1 Hz repetition rate of laser pulse was used. For the LIBS
analysis, spectra of 100 shots were averaged. On each pellet includ-
ing the calibration standards as well as the unknowns, triplicate
analyses, i.e., three 100 shot measurements were performed. The
stepping motor was fixed with a velocity of 0.2 mm s−1 so that each
laser pulse focused on a fresh surface. The emission line intensity
can vary due to a variety of reasons that include fluctuations in laser
power due to dust in the beam path, time jitter, as well as due to
the changes in the focusing and collection optics. In order to reduce
these effects and remove them from affecting the results obtained
by LIBS, the software is programmed to discard the raw data from
analysis where the raw net line intensity is more than ±10% of the
average intensity and then again re-averaging is done to get LIBS
spectra.

3. Results and discussion

3.1. Selection of emission line

The four spectrographs allow simultaneous acquisition of a wide
range of spectra, 180–850 nm for each laser shot, which contains
almost all the intense emission lines of the two actinide elements
under study. Emission spectra of actinides are generally very com-
plex and the situation gets aggravated when two actinides are
present in major amount, as in the present case. Presence of a
large number of emission lines makes the spectra of mixed oxide
as a band of emission lines at the present instrumental resolution
(0.6 nm at 300 nm). To select an appropriate emission line for U,
spectra of pure U, pure Th and a mixed oxide sample were recorded
and compared critically. The pure U pellets were prepared in such
a way that the amount of U in the pure U pellets and in the mixed
oxide pellets was same. The pure Th pellet was also prepared in
the same manner. Fig. 1 shows a comparison of the three spec-
tra under identical conditions of analysis (laser energy of 100 mJ
and acquisition delay of 3.5 �s). By comparison of the emission
spectra, four spectral regions where spectral interferences from
Th spectrum were minimal in the U emission lines region were
identified and the suitable emission lines were selected for U. The
emission lines used and their spectroscopic data are listed in Table 2
[15]. Among these four emission lines, U(II) 263.553 nm and U(II)
367.007 nm are among the reported prominent lines in ICP-AES
[16].

3.2. Effect of laser fluence

To optimize the laser fluence, the calibration standard TU-4-CAL

was analysed at different laser fluence. Fig. 2 shows a comparison
of the spectra observed at different laser fluence. It is seen that
with increasing laser fluence, the U(II) 367.007 nm emission line
becomes more and more prominent. At fluence above 56 J cm−2,
the pellet was not intact, and crippled during analysis and hence
laser fluence was not increased further.
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ig. 1. Comparison of the spectra of the individual actinides with the mixed oxide
tandard under identical conditions of analysis.

.3. Temporal resolution for acquisition

The importance of optimization of the temporal resolution has
een discussed in literature [17,18]. A series of measurements were
ade to determine the optimal time delay between the laser pulse
nd the start time of the LIBS spectra acquisition. Fig. 3 shows a
omparison of emission spectra recorded using TU-4-CAL at dif-
erent acquisition delays at a laser fluence of 56 J cm−2. For the
(II) 367.007 nm emission line, the best spectral purity with suffi-
ient signal intensity was obtained at an acquisition delay of 3.5 �s

ig. 2. Effect of laser fluence on the U(II) 367.007 nm emission line (TU-4-CAL).
Fig. 3. Comparison of the effect of acquisition delay on the U(II) 367.007 nm emission
line (TU-4-CAL).

which was selected as optimum acquisition delay for subsequent
analyses.

Though for the complete optimization of laser fluence and acqui-
sition delay time, it would be ideal to study the effect on signal to
noise ratio (SNR) of each of these parameters keeping the other as
constant. In the present work, a rough optimization was carried out
in the manner presented above, which provided reasonable good
optimization of the experimental parameters with less experimen-
tal effort.

3.4. Calibration curves and precision

Calibration standards of mixed oxide were used to prepare cal-
ibration curves of all the four normalized line intensities of U
emission lines with respect to B(I) 249.774 nm versus the corre-
sponding concentration of U, as shown in Fig. 4. Each calibration
point corresponds to an average of three measurements at differ-
ent locations of the corresponding pellet. The practice of discarding
spectra with raw line intensity more than ±10% than the average
value was also followed here as discussed in the Section 2.2. The
number of spectra that are discarded under this criterion would be
useful to determine the statistical significance of the result obtained
in this study. Since there is no provision in the present software
employed for the spectral analysis to obtain this information, so
this detail could not be shown in Fig. 4. The error bars on calibration
points are the standard deviations (±1�), calculated by measuring
the normalized peak intensity of the emission line. Normalization
of emission line intensity was done after discarding outlier spec-
tra as stated above. The calibration data were analyzed using the
instrument software and applying least squares regression analysis.

The calibration curves show a linear behavior below 8 wt.% U
in the Th–U mixed oxide. Above 8 wt.% U, saturation is observed
due to self-absorption of the lines in the plasma, a feature com-
monly observed in laser-induced plasmas at atmospheric pressure
[19–21]. For this region, a non-linear equation was used to fit the
experimental data, similar to the expression proposed by Aragon
et.al. [22],

y = y0 + A e(−x/t) (1)
where x denotes wt.% of U and y stands for normalized emission
line intensity. In Eq. (1), the absolute value of “t” indicates the
concentration where the calibration slope decreases by a factor
of 1/e from its value of (A/t) at x = 0. Hence this value (i.e., x = t)
can be regarded as the critical amount above which laser-induced
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Table 4
Comparison of analytical results for U determination in Th–U mixed oxide samples
with expected values.

Sample Emission
wavelength (nm)

Wt.% U A/B

LIBS (A) Expected (B)

TU-7-unknown 263.553 3.72±0.43 4 0.93
367.007 3.82±0.29 0.96
447.233 – –
454.363 3.41±0.52 0.85
ig. 4. Calibration curves obtained for the lines (a) U(II) 263.553 nm, (b) U(II) 367.0
inear behavior of optically thin plasma.

elf-absorption becomes appreciable and therefore, the analysis
f such elements in the sample should be restricted up to this
alue for using the particular calibration curve. Table 3 gives the
ata of different parameters in Eq. (1) for the four U emission

ines. Except from the U(II) 263.553 nm, the values of “t” for the
ther three emission lines are close to 20. This indicates that the
mount of U species in plasma for the Th–U mixed oxide com-
osition with 20 wt.% U is sufficiently high. The value of “t” in
ase of U(II) 263.553 nm is 31.9. Extent of self-absorption is usu-
lly high for resonant emission lines or lines having lower energy
evel close to the ground level. Elower for both the U(II) 367.007 nm
nd U(II) 454.363 nm emission lines is 914.765 cm−1, which is
ery near to the ground level, indicating the possibility of higher
egree of self-absorption. The higher value of “t” in case of U(II)
63.553 nm is not understood at present, but a proper energy dia-
ram for the above transition might be able to explain the observed
ffect.

Table 4 show the results obtained for uranium in the two syn-

hetic samples treated as unknown. The wt.% of U determined is in
ood agreement with the expected value and there is no system-
tic bias. The calibration curve of U(II) 447.223 nm was not used for
nknown synthetic sample with U amount of 4 wt.%, as the cali-

able 3
arameters of Eq. (1) obtained by fitting calibrations curves and the correlation
oefficients.

avelength (nm) y0 A t R2

(II) 263.553 0.049 −0.04 31.92 0.979
(II) 367.007 0.059 −0.05 19.08 0.996
(II) 447.233 0.018 −0.02 18.73 0.994
(II) 454.363 0.063 −0.06 20.04 0.995
TU-8-unknown 263.553 19.4±1.13 20.3 0.96
367.007 19.4±0.14 0.96
447.233 20.67±2.01 1.02
454.363 21.14±2.44 1.04

bration curve obtained using this emission line was not sensitive in
lower concentration range (Fig. 4).

4. Conclusions

The LIBS method has been developed for the determination of U
in mixed oxides of thorium and uranium. The approach will be use-
ful for the rapid determination of U in these samples, avoiding the
rigorous dissolution required for other analytical techniques. The
reproducibility of the determination is ±2% (1�). Though the addi-
tion of boron in nuclear material is undesirable, the result shows
the potential of the LIBS method in nuclear industry. The effect of
alternative carbon-based binder such as starch, nitrocellulose, can

also be explored in these studies. Considering the poor resolution
power of the instruments and also the relatively rough optimiza-
tion procedure employed, the agreement between the expected
and experimental results are quite good, which indicated the enor-
mous potential of LIBS and the possibility of using a high-resolution
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IBS for routine industrial work for U–Th mixed oxide charac-
erization. LIBS also provides an independent approach based on
ifferent physico-chemical principle for the determination of U in
h–U matrix. This would be useful for the development of certi-
ed reference materials for these matrices in thorium-based fuel
ycle.
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a b s t r a c t

A new methodology for the in-line preconcentration, clean-up and speciation of mercury by use of an
anion-exchange membrane is proposed. The speciation of mercury is based on retention of its tetrachloro
complex onto the membrane while organic mercury flows freely through it. A multisyringe is used as
a liquid driver and a cold vapour atomic fluorescence detector is employed to ensure a high sensitivity.
eywords:
ercury speciation

nion-exchange membrane
SFIA

old vapour atomic fluorescence

Organic mercury is decomposed into to inorganic mercury by using a UV lamp. The carrier and reductant
streams consist of 1.5% (m/v) hydrochloric acid and 2% (m/v) tin chloride, respectively. Certified reference
material DORM-2 was digested with 37% hydrochloric acid and analysed directly without the need for
extraction. The proposed system is more environmental friendly than the classical liquid–liquid extraction
procedure. Mercury recoveries from spiked samples and the reference material were all close to 100%.
An LOD of 14 and 16 ng/L was obtained for total and organic mercury, respectively, both with an RSD less
spectrometry than 1.3%.

1. Introduction

The concentrations of pollutants in the environment have
increased markedly in parallel to industrial activity. One such pol-
lutant is mercury, which is released into atmosphere mainly as a
result of the combustion of coal and other fossil fuels.

The toxic effects of mercury on human health are well doc-
umented. Alkylmercury compounds constitute the most toxic
form of mercury by effect of their high fat solubility, which
facilitates their reaching cells by permeation across biological
membranes. Monomethylmercury (MMHg) is the most abun-
dant alkylmercury compound. Mercury methylation occurs mainly
in bottom sediments and soils, but is also possible in water.
The extent of methylation depends on a number of factors
including inorganic mercury availability, microbial activity, redox
conditions, pH, temperature, salinity and organic matter content
[1].

Several methodologies for speciating mercury have been devel-
oped over the past 30 years. Atomic fluorescence, atomic absorption
and inductively coupled plasma atomic emission spectrometry in
combination with the cold vapour technique are the most sensitive

pectrometric choices for its determination. These spectroscopies
ave been used jointly with powerful chromatographic techniques
uch ionic chromatography (IC) [2,3], gas chromatography (GC)
4–6] and high performance liquid chromatography (HPLC) [7]; all

∗ Corresponding author.
E-mail address: victor.cerda@uib.es (V. Cerdà).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.048
© 2009 Elsevier B.V. All rights reserved.

afford the speciation of mercury with high resolution and sensitiv-
ity.

The GC methods require the prior derivatization of organomer-
curials into more volatile species. Methylation artifacts arising
from the presence of small impurities of methyl groups in the
reagents have been detected during the derivatization reaction [8].
Capillary columns have the disadvantage of the generally low sam-
ple volumes they can hold [9]. Most HPLC methods for mercury
use reversed phase chromatography and a mobile phase contain-
ing a buffer, an organic modifier and a chelating or ion-pairing
reagent.

However, the complexity and high cost of these techniques
has made the use of simple, non-chromatographic approaches an
attractive choice for the selective discrimination of mercury species
[10]. This has fostered the development of several methodologies
for mercury speciation involving non-chromatographic separation.
Some rely on the disparate reduction potentials of inorganic and
organic mercury compounds [11], while others determine inorganic
and total mercury by chemical or UV light oxidation [12,13] and still
others employ selective reagents for this purpose [10].

The trace enrichment, matrix simplification and medium
exchange capabilities of solid phase extraction (SPE) have fostered
its use in flow analysis. SPE methods for mercury speciation rely on
the use of selective sorbents (e.g. sulphydryl cotton fibres [14], 2-
mercaptobenzothiazole loaded resin [15]) or non-specific sorbents

functionalized with chelating compounds [16–19] or, simply, an
anion-exchange resin [20].

In an acid medium containing chloride ions, mercury (II) forms
an anionic tetra-chloride complex (HgCl42−) while methylmercury
remains a neutral species (CH3HgCl). Under these conditions, an
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anion-exchange resin can retain the anionic complex and allow
methylmercury to flow freely through it with negligible retention.

Worth special note among recent trends in SPE is the use of
membrane discs, which afford greater processing expeditiousness
and reduced plugging by suspended particles and matrix compo-
nents; also, using smaller particles and the increased mechanical
stability of discs minimize channelling [21]. Moreover, unlike con-
ventional resins, SPE discs can be replaced by unskilled operators
[22].

In this work, we assessed the feasibility of preconcentrating
mercury onto an anion-exchange membrane with a view to its
speciation. To our knowledge, and as of June 2007 (ISI web of knowl-
edge), no similar methodology for this purpose has previously been
reported. The reductive elution concept, originally developed by
Carrero and Tyson to determine selenium [23], was used here to
simplify the determination system by avoiding the use of eluent
solutions. Reductive elution was previously used to preconcentrate
mercury onto a cation-exchange resin [24], but retention on the
resin was found to be interfered with by chloride ion. This led us
to use anion-exchange membrane discs instead. An MSFIA system
was thus used jointly with a CV-AFS system previously developed
by the authors [25] to speciate mercury.

2. Experimental

2.1. Reagents

The anion-exchange membrane, Anion-SR, was purchased from
3M Empore. Anion-SR is a poly(styrene-divinylbenzene) copolymer
modified with quaternary ammonium groups. Note that this resin
is not bonded to silica; rather, it is available as 100% copolymer
particles that are spherical in shape, porous and cross-linked. The
membrane was placed on a methacrylate support reported by Pons
et al. [22].

A stock solution containing 1000 mg/L Hg(II) was prepared from
HgCl2 according to Standard Methods (APHA-AWWA-WPCF). A
10 mg/L Hg(II) stock solution containing 1 mL of 37% HCl per 100 mL
of total volume was prepared on a weekly basis [26] in order to
ensure stability. Mercury (II) working standard solutions were pre-
pared daily in 1.5% (m/v) HCl from this stock solution.

Methylmercury chloride was purchased from Sigma–Aldrich
(Steeinheim, Germany). A stock solution of this compound was pre-
pared by dissolving the amount of chemical required to obtain a
1000 mg/L Hg concentration. The compound was dissolved in the
minimum possible volume of methanol and diluted with Millipore
water. A 10 mg/L Hg working stock solution was also made weekly
and working standards on a daily basis.

A 2% (m/v) tin chloride solution was prepared daily in 1.5% (m/v)
HCl by dissolving the required amount of SnCl2·2H2O (Merck pro
analysis, max. 0.000001% Hg). A 1.5% (m/v) HCl solution was used as
carrier. HCl was min. 37% puriss. p.a. and purchased from Riedel-de
Haën (Seelze, Germany).

All solutions were made in de-ionized water purified by passage
through a Millipore apparatus, and all glassware used to prepare
them was soaked in 10% (v/v) nitric acid and then rinsed with Mil-
lipore water.

2.2. Reagent purification

Diminishing the blank signal entailed removing mercury traces
from the carrier and reagents. The amount of mercury impurities

contained in the hydrochloric acid was determined by using the
standard addition method and found to be 3.55±0.28 �g/L Hg(II).
For removal, a 1.5% (m/v) HCl solution was passed at 1 mL/min
through a resin column containing thiol groups in order to retain
78 (2009) 790–794 791

mercury. A 75 mm long×3 mm diameter methacrylate column
filled with porous frit to support Duolite® GT-73 resin from Supelco
(Bellefonte, PA) was used. This resin had previously been employed
for mercury removal or preconcentration [27–29].

The purified 1.5% HCl solution thus obtained was used to prepare
the carrier and standards solutions. Also, the tin chloride reducing
solution was purified by passage of a nitrogen stream for 30 min
under constant stirring [30].

2.3. Apparatus

The liquid driver was a multisyringe burette module with pro-
grammable speed (Multiburette 4S, Crison, Alella, Barcelona). A
three-way solenoid commutation valve was mounted in the head of
each syringe. The proposed system used only two syringes. Syringe
S1, connected to valve E1, was used to dispense the sample together
with 1.5% (m/v) HCl and the carrier solution. Syringe S3, connected
to valve E3, was employed to dispense the reducing solution. Fig. 1
depicts the experimental set-up used.

The multisyringe was equipped with four additional, indepen-
dent solenoid valves (Takasago Electric, Nagoya, Japan). The valves
required using a solenoid protection system (Sciware, Palma de
Mallorca, Spain) in order to minimize heat production and extend
their useful life.

SV1 was connected to a sample coil and syringe S1 (5 mL) for
sample pick-up. In its NC position, it was connected to the sample
input, and in its NO position to the manifold. SV2 was connected
to syringe S2 (2.5 mL). In its NC position it was connected to SV3
and in its NO position to the UV lamp output in order to facilitate
reaction with decomposed methylmercury. SV3 was connected to
the membrane in its NO position; this afforded a higher operat-
ing pressure than its NC position, where it was connected to the
membrane by-pass in order to facilitate injection of the sample
and carrier while avoiding passage through the membrane. This
afforded total mercury determination. Finally, SV4 was connected
to the UV lamp in its NO position and to the lamp by-pass in its NC
position.

The manifold used to process samples and reagents was con-
structed from 1.5 mm i.d. and 0.8 mm i.d. PTFE tubing. The 1.5 mm
i.d. tubing was used for the reagent pick-up, sample coil, spray gen-
eration coil and gas–liquid separator. A sample–reagent mixer was
additionally constructed from 0.8 mm i.d. tubing. A three-channel
cross-fitting was used to facilitate mixing of the sample and reagent
in the reaction coil. Also, a mixing tee reported in a previous paper
[25] was used for gas–liquid mixing and connection with the spray
generation coil.

The gas–liquid separator used was Perkin-Elmer model
B0507959. An exchangeable PTFE membrane (25 mm diameter,
1 �m, Schleicher and Schuell, Dassel, Germany) placed in the screw
cap of the separator was employed to prevent any liquid from reach-
ing the detector cell. The choice of this specific type of separator was
dictated by the results of a previous study [31]. Removal of excess
liquid from the gas–liquid separator was controlled via a solenoid
micropump (Biochem Valve, Inc., Boonton, NJ).

The solenoid micropump was computer controlled via a module
available from Sciware (Palma de Mallorca, Spain) and consisting
of an I/O digital interface card, eight digital relay output chan-
nels and an internal 12 V power source required to activate the
solenoid micropumps. The module was connected to a PC through
an RS485/RS232 interface.A Heraeus Noblelight model TNN 15/32
15 W UV lamp was used to decompose methylmercury into inor-
was used for this purpose. The water passed through the membrane
wall and evaporated into the surrounding air or gas. This process
was driven by the moisture gradient between the inside and outside
of the tubing.
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C: re
apu

retain mercury onto the membrane was studied over the range
Fig. 1. Proposed MSFIA–CV-AFS system. SC: sample coil; GL: gas–liquid separator; R
normally open position; SGC: spray generator coil; PC: personal computer; GD: perm

A model 10.023 mercury atomic fluorescence spectrophotome-
ter from P.S. Analytical (Orpington, UK) was used for detection. This
instrument has four internal gains and an external, fine gain, which
allows it to operate over a broad concentration range.

System control, data acquisition and processing were all done
with the aid of the software package Autoanalysis 5.0 [32], from
Sciware (Palma de Mallorca, Spain).

2.4. General procedure

The sample, initially picked up to the holding coil, was propelled
through the membrane. In this way, the chloro complex of inorganic
mercury was retained onto the membrane while methylmercury
was delivered to the UV lamp for decomposition into mercury (II).
This facilitated reduction to elemental mercury with tin chloride.

A UV lamp was previously used by some authors to decom-
pose methylmercury [12,26]. We chose UV based oxidation for this
purpose as it requires no chemical oxidant such as KBr/KBrO3 or
KCr2O7, which contain small amounts of mercury and can raise the
blank signal.

Valve SV4 was switched when the sample was in the UV lamp
coil. While methylmercury was being discomposed by the UV lamp,
tin chloride was dispensed through the membrane in order to
reduce retained mercury. As a consequence, mercury was released
and delivered to the UV lamp by-pass. SV3 was then switched to
have the carrier propel the mixture at a flow rate of 12 mL/min. This
avoided too high a flow rate through the membrane and extended
its useful life as a result.

The liquid phase was merged in a three-way connector through
which a continuous stream of argon was passed to obtain a
spray. The spray afforded optimal separation of elemental mercury
from the liquid phase. The gas–liquid mixture was separated in a
gas–liquid separator. The gas phase, containing elemental mercury,
left the gas–liquid separator through a PTFE membrane to the mer-

cury detector. Moisture in the carrier gas was removed by passage
through a Perma Pure device, which prevented any water vapour
from reaching the detection cell and quenching the analytical signal
as a result [33]. The liquid phase was removed from the gas–liquid
action coil; MP: micropump; SV: solenoid valve; NC: normally closed position; NO:
re gas dryer.

separator by means of a software controlled micropump. In order
to keep a constant liquid volume in the gas–liquid separator, the
micropump system was only allowed to operate while the multisy-
ringe burette was dispensing some liquid. In this way, the gas phase
was never removed to waste and the sensitivity preserved. How-
ever, overfilling might result in some liquid reaching the detector
and causing it to malfunction.

Valves SV2 and SV4 were actuated to in order to propel the car-
rier and reducing solution for the determination of methylmercury.
Decomposed methylmercury and tin chloride were merged at the
UV lamp output. The flow in the reaction coil was stopped for 30 s in
order to increase the reaction yield. Then, the reaction mixture was
propelled at 12 mL/min to the spray generation coil and subjected
to the same procedure as inorganic mercury.

2.5. Solid samples pre-treatment

The certified reference material used in this study was DORM-2
(dogfish muscle, National Research Council, Canada).

For extraction of mercury compounds, an amount of 0.1 g of
sample was leached with 2 mL of 37% HCl overnight, followed by
dilution to 25 mL with water. A volume of 2 mL of the resulting
solution was diluted to 50 mL with 1.5% HCl and filtered through
0.45 �m mesh prior to analysis. Environmental and digested solid
samples required 3 min UV irradiation to ensure acceptable recov-
ery.

3. Results and discussion

3.1. Influence of the hydrochloric acid concentration and sample
volume

The effect of the concentration of hydrochloric acid used to
0.5–2% (m/v). For this purpose, 1% (m/v) tin chloride and 1 �g/L
Hg were prepared at each acid concentration, and variable sample
volumes from 0.25 to 1.5 ml of standard solution injected. Fig. 2
shows the signals thus obtained for a 1 �g/L Hg concentration. As
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Table 1
Analytical figures of merit of the proposed method.

Gain 10 Hg MeHg
Slope 17.24 12.48
Intercept −0.14 −0.26

Council, Canada). The results of the analyses are shown in Table 2.
This procedure requires using no organic solvents to determine

methylmercury and thus reduces waste production. The proposed
approach is therefore “green” inasmuch as it uses no organic sol-
vents such as toluene or dichloromethane. Use of the alkaline

Table 2
Analysis of a certified reference material.

Parameter Certified (mg/kg) Found (mg/kg) Recovery (%)
Fig. 2. Influence of the sample volume and hydrochloric acid concentration.

an be seen, raising the acid concentration resulted in stronger
etention by formation of an increased amount of chloro complex;
owever, it also increased the blank signal. This led us to choose
1.5% hydrochloric acid concentration since a 2% concentration

esulted in similar retention.
As can also be seen from Fig. 2 shows, increasing the sample

olume up 1.25 mL increased the analytical signal. With 1.5 mL of 1.5
r 2% HCl, however, the signal decreased through elution of mercury
y the carrier. A sample volume of 1 mL was therefore adopted as
compromise between sensitivity and sample throughput; in fact,
olumes above 1 mL required inserting an additional pick-up step
n the procedure and detracted from throughput as a result.

.2. Influence of the eluted volume

The effect of the volume of reductant was examined over the
ange 0.125–1 mL. To this end, 1 mL of 1 �g/L Hg(II) in 1.5% (m/v) HCl
as preconcentrated onto the membrane and a 1% (m/v) tin chlo-

ide solution used to elute mercury. The highest signal was obtained
ith a volume of 0.25 mL of reducing solution; both smaller and

arger volumes resulted in dilution of mercury. With small volumes,
he contact time between the membrane and tin chloride was inad-
quate to elute all retained mercury. Also, lowering the flow rate in
rder to extend the contact time resulted in decreased throughput.

.3. Influence of the reductant concentration

Once the effect of the reagent volume on the analytical signal
as established, the influence of the tin chloride concentration was

xamined. For this purpose, a volume of 1 mL of 1 �g/L Hg(II) was
reconcentrated onto the membrane and mercury eluted from it
ith variable volumes of tin chloride from 0.25 to 5% (m/v). Based

n the results, the signal increased slightly (10%) from 1 to 2% (m/v),
ut no further with higher concentrations of reductant. In order to
nsure the presence of excess tin chloride, a 2% (m/v) concentration
as adopted for subsequent testing.

.4. Influence of the preconcentration and elution flow rates

The best flow-rate for mercury preconcentration and elution
as found by examining their effect over the range 1.5–8.1 and
–6 mL/min, respectively. To this end, a volume of 1 mL of a 1 �g/L
g(II) standard solution in 1.5% (m/v) HCl was preconcentrated and

hen reduced with 2% (m/v) tin chloride. No relationship between
ither flow rate and the mercury signal was observed over the stud-

ed ranges. This led us to adopt a preconcentration flow rate of
.1 mL/min and an elution flow rate of 6 mL/min in order to increase
he throughput. Pons et al. [22] previously found a chelating mem-
rane disc to exhibit the same response to the flow rates. Thus,
nlike resins, retention by membranes is flow rate-independent.
Linear range (�g/L) 0.046–11.6 0.054–16.02
RSD (%) 1.14 1.28
LOD (ng/L) 14 16
r2 0.9989 0.9987

3.5. Analytical figures of merit

The analytical figures of merit of the proposed method were
determined under the previously established optimum operating
conditions. Only one of the four internal gains of detector was used
for this purpose. Gain 10 provided a wider linear range and sim-
ilar detection limit as gains 100 or 1000, which exhibited higher
sensitivity but also higher noise in the readings. The slopes of the
calibration curves obtained with gains 100 and 1000 were calcu-
lated as 10 and 100 times, respectively, that for gain 10. The results
are shown in Table 1.

The limit of detection (LOD) was calculated as three times the
standard deviation of 10 blank signals divided by the slope of the
calibration curve (3�/S). The relative standard deviations (RSD) for
the signals were evaluated from 10 successive injections of a solu-
tion containing 8 �g/L Hg and 8 �g/L MeHg. The throughput was
14 injections/h. A preconcentration factor of 1.9 was obtained for
inorganic mercury. The reproducibility between membranes was
3.68 % as RSD. Finally, the membrane was able to withstand up to
20 injections with RSD values less than 3%.

3.6. Interferences

We examined the effect of the presence of nitrate, sulphate and
phosphate on the retention of mercury onto the membrane. Based
on the results, concentrations up to 1000 mg/L of these anions had
no effect on the retention of 1 �g/L Hg.

We also studied the effect of various interfering anions on the
reduction of mercury by tin chloride and its retention by the mem-
brane. To this end, we added variable concentrations of I− and Br−

to a 1 �g/L solution of Hg and a 1 �g/L solution of MeHg. The max-
imum tolerated concentrations of I− and Br− were found to be 10
and 100 mg/L, respectively—higher concentrations of either anion
reduced the analytical signal. The interfering effect of bromide
and iodide was lessened by the membrane; in fact, previous tests
without a membrane had revealed the tolerated concentrations of
bromide and iodide to be 10 and 1 mg/L, respectively [25].

3.7. Analysis of reference materials and environmental samples

The proposed method was validated by analysing solid certi-
fied reference material DORM-2 (fish muscle, National Research
MeHg 4.5 ± 0.3 4.1 ± 0.3 92.4
Total Hg 4.6 ± 0.3 4.2 ± 0.4a 89.9

The results are expressed as the mean of four replicates± standard deviation (n = 4).
a Total mercury was calculated as the combination of methylmercury and inor-

ganic mercury.
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Table 3
Percent recoveries of mercury from spiked real samples.
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[32] E. Becerra, A. Cladera, V. Cerdà, Lab. Rob. Autom. 11 (1999) 131.
nalyte Seawater Leachate Groundwater

g 92.4 95.1 101.3
eHg 99.5 103.3 90.0

igestion procedure of Liang et al. [34], which involves KOH and
ethanol, with no extraction led to poor recovery; this was possi-

ly a result of the presence of methanol, which quenches the atomic
uorescence signal of mercury [35].

In order to evaluate the usefulness of the proposed system for Hg
peciation in environmental samples, we assessed mercury recov-
ry from spiked environmental samples of three different types,
amely: seawater, rain leachates from a demolition recycling plant
nd groundwater. Because the Hg and MeHg levels found were
ll below the limit of quantitation, the samples were spiked with
�g/L Hg and 1 �g/L MeHg. The recoveries obtained with the pro-
osed system are shown in Table 3.

. Conclusions

The proposed MSFIA system uses an anion-exchange membrane
hat allows the preconcentration, clean-up and speciation of mer-
ury. Reductive elution of mercury allows its direct released from
he membrane, thereby affording elution and reduction in a single
tep, and minimizing dilution of inorganic mercury. The ensuing
ethod was applied to a certified reference material and spiked

eal samples, both with good recoveries. The membrane dispenses
ith the need to use organic solvents for digested solid samples,

hereby dramatically reducing waste production. The membrane
dditionally reduces the interfering effects of iodide and bromide
n the reduction of mercury by tin chloride. Also, unlike conven-
ional resins, the membrane can be easily replaced by an unskilled
perator and retention of the analyte onto the membrane is not
nfluenced by the particular flow rate used.
cknowledgements
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Although colorless ionic liquids (ILs) are most desirable, as synthesized they frequently bear
color, despite appearing pure by most analytical techniques. It leads to some uncertainties and
limits for the fundamental research and applications of ILs, such as spectroscopy. Using 1-butyl-3-
methylimidazolium bromide (BMIMBr), 1-butyl-3-methylimidazolium tetrafluoroborate (BMIMBF4) and
1-hexyl-3-methylimidazolium bromide (HMIMBr) as models, we demonstrated that following classic
preparing method except that the water was added as solvent, colorless ILs could be facilely prepared.
onic liquids
olorless
n water
reen chemistry
pectroscopy

Neither critical pre-treatment of starting materials and pre-cautions during the reaction nor time-
consuming and costly post-decolor-purification was needed. The effects of “on water” reaction conditions
on preparing colorless IL and the reason why using water as solvent could produce colorless ILs were also
preliminary investigated. It was found that the reactant solubility played an important role in the prepa-
ration of colorless ILs. Not only as a method to evaluate the quality of as-synthesized ILs, but also as a
spectroscopic analytical applications, UV–vis spectra showed that the ILs by this “on water” method was

nt for
spectral pure and sufficie

. Introduction

Recently room temperature ionic liquids (RTILs) have attracted
onsiderable interest in many fields of chemistry and chemical
ndustry. Their unique physicochemical properties such as negli-
ible vapor pressure, nonflammability, and thermal stability make
hem as “green” alternatives to conventional organic solvents in
range of synthesis, catalysis, electrochemistry and liquid–liquid

xtraction [1–4]. Although common ILs should be colorless, they
requently bear color as synthesized [1,5]. After much investigation
ver the last two decades, the source(s) of color have not been def-
nitely identified [6]. For example, 1,3-dialkylimidazolium halides,
ypically used as starting ILs to synthesize other ILs bearing other
ounteranions, are often yellow or even brown, despite appearing
ure by most analytical techniques (e.g. NMR, mass spectrometry,
PLC and ion chromatography) other than UV–vis spectroscopy

1,6]. Hence, to date, the chemical structure of the colored impuri-
ies is still difficult to be determined. Although until now there is no
irect evidence that the colored impurities will affect the chemical

r physical properties of ionic liquids, they have a major influence
pon measurements containing light absorption or emission. This
ill lead to many uncertainties and even limitations in various

Ls applications such as analytical chemistry [12], photochemistry

∗ Corresponding author. Tel.: +86 431 8526 2425; fax: +86 431 8526 2800.
E-mail address: lniu@ciac.jl.cn (L. Niu).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.056
future fundamental spectroscopic research and applications.
© 2009 Elsevier B.V. All rights reserved.

[7–11], and in situ UV–vis spectroscopy [13–17], thus colorless ILs
are most desirable.

There are two general approaches for the preparation of less col-
ored ILs. The first method mainly includes some special purification
of starting materials before the synthesis besides simple distilla-
tion and controlling the reaction in low temperature (e.g. in ice
bath). The special purification of starting materials usually con-
tains extracting the alkyl halide with concentrated sulfuric acid,
followed by neutralizing with a concentrated NaHCO3-solution and
drying with MgSO4 [17]. The second method is post-treatment of
the as-prepared colored ILs, i.e. discolor-purification by charcoal or
alumina columns [1,6,18].

In this paper we present a new facile method to prepare colorless
ILs by using water as solvent (i.e. in an “on water” reaction system
[19–24]) without any special pretreatment of the starting materi-
als. The colored species did not appear during the whole reaction,
thus further time-consuming and costly discolor-purification was
also excluded. The approach described here would offer a conve-
nient model system to obtain colorless ILs for spectroscopic analytic
researches and applications.

2. Experimental
2.1. Materials

1-Bromobutane (98%), 1-bromohexane (98%) and NaBF4 (98%)
were purchased from Sinopharm Chemical Reagent Co. Ltd., China
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Table 1
Preparation conditions and yields of BMIMBr under N2 protection.

Rxn Molar ratioa Solvent v/vb Time (h) Temp. (◦C) Yield (%)

1 2:1 Water 0.85:1 24 60 61
2 2:1 Water 0.85:1 24 70 96
3 2:1 Water 0.85:1 24 80 98
4 2:1 Water 0.85:1 12 70 72
5 2:1 Water 0.85:1 48 70 97
6 2:1 Water 0.42:1 24 70 94
7 2:1 Water 1.70:1 24 70 87
8 1.2:1 Water 0.85:1 24 70 91
9 2.5:1 Water 0.85:1 24 70 98

10 2 No solvent – 24 70 99
11 1.2 No solvent – 24 70 97
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a Molar ratio of 1-bromobutane to 1-methylimidazole.
b v/v (volume ratio) of water to reactant.

nd used as-received. 1-methylimidazole (99+%) was obtained from
aile Chemical Factory (China) and newly distilled before use. All

he water used in experiments was purified using a Millipore-Q
ystem.

.2. Preparation of BMIMBr, HMIMBr and BMIMBF4

The general procedure for the synthesis of 1-butyl-3-
ethylimidazolium bromide (BMIMBr) “on water” was similar
ith previously published procedures [1,25], excepting using water

s the solvent. Typically, a mixture of 1-methylimidazole and
-bromobutane with different ratios was heated under N2 protec-
ion with water as the solvent (Table 1). When the reaction time
as completed, the excessive phase-separated 1-bromobutane was
rst decanted. Then, the residual 1-bromobutane and water were
emoved under reduced pressure at 70 ◦C. The preparation of 1-
exyl-3-methylimidazolium bromide (HMIMBr) “on water” was
imilar to that of BMIMBr.

The general procedure for the synthesis of 1-butyl-3-
ethylimidazolium tetrafluoroborate (BMIMBF4) was according to

he references[1]. BMIMBr (21.9 g, 0.1 mol) was dissolved in 100 mL
f acetone, to which an equimolar amount of NaBF4 was added.
he mixture was then stirred for about 1 h upon which the white
recipitate was formed at the bottom of the beaker. The acetone

ayer was filtered, and the solvent was evaporated under reduced
ressure at 50 ◦C.

.3. Instruments

UV–vis-NIR spectra and photographs of 1,3-dialkylimidazolium
alides in liquid were recorded on a CARY 500 UV–vis-NIR spec-
rometer and a Kodak DX6340 digital camera, respectively. 1H
MR spectra were obtained on a Varian Unity-400 (400 MHz) NMR

pectrometer with tetramethylsilane (TMS) as an internal standard
n per-deuterated dimethyl sulfoxide (DMSO-d6), where chemical
hifts were reported with the indicated solvent as an internal ref-
rence. Coupling constants were reported in Hz. The full names of
plitting abbreviations were listed as follows: s, singlet; d, doublet;
, triplet; q, quartet; m, multiplet.

.4. NMR results

1H NMR (DMSO-d6, 400 MHz) for BMIMBr prepared without sol-
ents and from “on water” reaction were the same: ı 9.16 (s, 1H),

.78 (s, 1H), 7.71 (s, 1H), 4.16 (t, J = 7.15 Hz, 2H), 3.85 (s, 3H), 1.76 (m,
H), 1.25 (m, 2H), 0.90 (t, J = 7.35 Hz, 3H).

1H NMR (DMSO-d6, 400 MHz) for HMIMBr prepared without
olvents and from “on water” reaction were also the same: 1H NMR
DMSO-d6, 400 MHz) for HMIMBr prepared without solvents: ı 9.14
Fig. 1. Photographs (a) and UV–vis absorption spectra (b) of BMIMBr in liquid pre-
pared on water (lower) and without any solvent (upper).

(s, 1H), 7.77 (s, 1H), 7.70 (s, 1H), 4.15 (t, J = 7.20 Hz, 2H), 3.85 (s, 3H),
1.77 (m, 2H), 1.26 (m, 6H), 0.86 (t, J = 6.88 Hz, 3H).

3. Results and discussion

In a typical experiment of preparing colorless BMIMBr on water,
a conventional oil bath with magnetic stirring bar was used.
The biphasic liquid mixture was stirred vigorously under N2 at
70 ◦C for 24 h. Because the product BMIMBr was soluble in water,
the progress of the reaction could be visually monitored. It was
observed that the volume of the 1-bromobutane phase gradually
decreased and the mixture became more clarified with time. Excess
un-reacted 1-bromobutane phase was colorless and could be eas-
ily removed and recycled by the phase split. At last, water and
residual 1-bromobutane were removed under reduced pressure at
70 ◦C. Unlike the conventional synthesis with organic solvents (e.g.
toluene) or without solvents (only with excessive alkyl halide), in
which the IL is insoluble, our reaction system did not form a viscous
product-rich layer, which was favorable to stirring and heat transfer
[1].

Both BMIMBr prepared “on water” and that without solvents
(the control experiment) were found to be pure by 1H NMR (see
Section 2). However, they appeared distinct in color by naked eye.
BMIMBr prepared “on water” was clear and transparent (Fig. 1a,
lower), with no appreciable absorption in the visible range (Fig. 1b,
lower). The control reaction under similar conditions but without
water yielded an orange/yellow product (Fig. 1a, upper) with strong
absorption in the range 400–600 nm (Fig. 1b, upper).
To investigate applicability of “on water” reaction to prepare
other similar ILs, HMIMBr was also synthesized using water as sol-
vent in a similar way as described above. As shown in Fig. 2, colorless
product with no appreciable absorption in the visible range was
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ig. 2. Photographs (a) and UV–vis absorption spectra (b) of HMIMBr in liquid pre-
ared on water (lower) and without any solvent (upper).

gain obtained in the “on water” reaction, while the control reaction
ave a yellow product.

Because the counteranion-exchange process did not introduce
olor, via well-developed metathesis method, colorless ILs bearing
ther counteranions could be facilely obtained based on the col-

rless halide salts as the starting material. For example, colorless
MIMBF4, one of most common commercially available ILs, could
e obtained from the “on water” colorless BMIMBr via metathesis

n NaBF4/acetone solution (Fig. 3) [1].

ig. 3. UV–vis absorption of BMIMBr prepared on water (red line) and without any
olvent (blue line), and BMIMBF4 synthesized from BMIMBr (on water) via anion
etathesis (black line). (For interpretation of the references to color in this figure

egend, the reader is referred to the web version of the article.)
Fig. 4. UV–vis absorption of BMIMBr prepared in ethanol, toluene, cyclohexane and
water.

It should be noted, for a long time, it has been widely believed
that in preparation of ILs, e.g. imidazolium halides, the reaction
mixture should be kept dry during the reactions because they are
extremely hygroscopic. However, water is usually used in subse-
quent metathesis or purification of other ILs. It hinted that it was
not necessary to absolutely exclude water in the reaction mixture,
if the existence of water did not cause unwanted side reactions.
Moreover, on the basis of economical and ecological criteria, the
use of water as a solvent for organic reactions is highly desirable
for organic chemists [19,22–24]. These two facts suggested water
might be a suitable solvent to prepare IL. Here 1H NMR and UV–vis
absorption spectra results did surprisingly indicate that water not
only could be used as a green solvent (to disperse reactants without
causing unwanted side reactions), but also significantly eliminated
formation of color impurities. To further understand this surprising
result, effects of “on water” reaction conditions on preparing color-
less IL, and the reason why using water as solvent could eliminate
color were further investigated.

Table 1 lists a series of subsequent reactions, in which parame-
ters were systematically varied to investigate effects on the reaction
rate and BMIMBr quality. Twofold dilution of the reactants led to
a yield decrease from 96% to 87% (2 and 7, respectively). Concen-
trating the reactants twofold (6) did not give any increase in yield,
and reactions with less than 0.42:1 (v/v) water-to-reactant ratio
showed light yellow color. A kinetic study at 70 ◦C (2, 4, and 5)
showed that the reaction was still in progress at 12 h and equili-
brates by 24 h. BMIMBr yield improved significantly as temperature
increased from 60 ◦C to 70 ◦C and further increased only slightly
at 80 ◦C (1, 2, and 3). Below 50 ◦C, yield was negligible, while
above 80 ◦C, the product again took on light yellow hue. Finally,
a concentration study showed that increasing the molar ratio of 1-
bromobutane to 1-methylimidazole from 1.2:1 to 2.5:1 led to yield
improvement (2, 8, and 9) with most gain realized between 1.2:1
and 2:1. A similar trend was seen in water-free reactions 10 and 11,
which, despite having marginally higher yield than the correspond-
ing on-water reactions, gave colored product.

To investigate the reason why using water eliminated color,
more control reactions by replacing water with a different protonic
solvent (i.e. ethanol) or with one of two nonprotonic solvents (i.e.
cyclohexane and toluene) were investigated under similar condi-

tions described above. It was found that IL synthesized in toluene
or ethanol was yellow, while that synthesized in cyclohexane was
colorless (absorption spectra shown in Fig. 4). This observation
indicated that solvents with proton-dissociation equilibria did not
prevent the formation of colored product. Moreover, it was noted
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hat IL was soluble in water or ethanol, but not in cyclohexane
r toluene. Thus, it seemed that IL solubility in the solvents had
eglected effects on the IL color. Therewith, the effect of reactant
olubility in solvents on color formation was further considered.
nly one of the reactants was soluble in water (1-methylimidazole)
r in cyclohexane (1-bromobutane), and these reaction mixtures
ontained two liquid phases. However, both reactants were readily
oluble in toluene and ethanol, forming a homogenous, single-
iquid-phase reaction mixture. Also, in solvent-free reactions, only
ne liquid phase was present. In single-phase systems, the reac-
ants have higher concentration, i.e. presumably higher reaction
ate, than in biphasic systems. This may allow local hot spots (the
eaction is mildly exothermic) and formation of trace impurities,
hich can lead to discoloration of the final product. Therefore, the

ffect of reactant solubility played an important role in preparation
f colorless ILs. As shown, both water and cyclohexane could dis-
olve only one of the reactants, and they could eliminate the colored
mpurities. But water was much “greener” than cyclohexane, it was

ore preferred to be selected as solvent.
Even in the “on water” reaction, it was necessary to exclude

xygen to obtain colorless IL. To investigate whether exposure
f reactants to oxygen can cause product coloration, pure 1-
ethylimidazole or alkyl halide was heated to 70 ◦C in air for 24 h,

espectively. No color developed, indicating that only when both
he reactants were present, colored impurities were produced. This
esult was also in accord with the above-mentioned effect of reac-
ant solubility on color formation, i.e. higher concentration of both
eactants in one phase more easily led to colored product.

Characterizations by other methods such as electrochemical
ethod to determine electrochemical window and investigations

f physical properties such as melting point and viscosity of ionic
iquids from different synthetic methods are very important for
heir future applications. Our method is similar to classic method
o prepare ILs, except that the water was added as solvent, and
he purity of as-prepared ionic liquids from our method had been
roved by NMR and UV–vis spectroscopy. Thus, if water was
emoved completely in the final ILs, the electrochemical and phys-
cal properties of ILs from this method should not be altered.

In comparison with previous successful examples to prepare
olorless ILs, the careful pre-treatment (distill, washing and dry)
f starting materials and critical precautions during the reaction
17] or with time-consuming and costly post-decolor-purification
6] were no longer needed by using water as solvent. For exam-
le, commercial alkyl-halides (98%) were used as-received and
-methylimidazole was only fresh distilled, because it was easy to
roduce color impurities during storing. And the use of organic
olvents for reaction and purification was also eliminated. For
xample, here for preparing imidazolium halides (the staring ILs for
ther ILs bearing other counteranions), only excessive alkylhalides
ere used, and moreover, the remainder could be recovered and

ecycled. Furthermore, the as-produced ionic liquids products in
ur method were colorless, which did not need further discoloring
tep, which was somewhat time-consuming and costly. In addition,
he reaction steps, time and manpower in our method was similar
ith the classic method to prepare ILs (without efforts to eliminate

olored impurities).
As shown in Figs. 1–3, UV–vis spectra not only prove the quality

f the as-prepared ILs, but also shown the examples of applying
hese colorless ILs in the UV–vis spectroscopic analysis. Moreover,
s described aforementioned, colorless ILs from “on water” reaction

as more economic. Thus, it would greatly enrich the applications
f ILs (especially in large quantity), which were previously hindered
y colored impurities.

However, in the current investigation, only the most “popular”
olorless imidazolium-based ILs with alkyl group was prepared

[
[
[

[

(2009) 805–808

without color by “on water” reaction. Investigations of other type
of ILs, such as imidazolium-based ILs bearing other halides (e.g.
chlorides and iodines) or other cations-based ILs is very impor-
tant to illustrate whether our method is suitable for all types of
ILs. Currently this part of work together with spectroscopic analytic
researches and applications of these colorless ILs are ongoing.

4. Conclusion

In conclusion, using 1,3-dialkylimidazolium salts as models, we
have demonstrated that water can replace organic solvents for IL
preparation and more importantly the “on water” reaction itself
did not produce colored impurities, which has been a longstand-
ing challenge in the field. This reaction scheme was relatively green
and simple to implement. Besides, the effects of “on water” reaction
conditions on preparing colorless IL and the reason why using water
as solvent could produce colorless ILs were also preliminary investi-
gated. It was found that the reactant solubility played an important
role in the preparation of colorless ILs. It will not only pave the way
for economical synthesis of a broad variety of colorless ILs for spec-
troscopy so as to eliminate the uncertainties and limits, but also
motivate theoretical and experimental studies to deepen funda-
mental understanding of the source(s) of color in ILs and enrich the
applications of ILs in spectroscopic analytic researches and appli-
cations.
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A conductive biocomposite film (MWCNTs-NF-Hb) containing multi-walled carbon nanotubes (MWCNTs)
incorporated with entrapped haemoglobin (Hb) in nafion (NF) has been synthesized on glassy carbon
electrode (GCE), gold (Au), indium tin oxide (ITO) and screen printed carbon electrode (SPCE) separately
by potentiostatic methods. The presence of both MWCNTs and NF in the biocomposite film enhances
the surface coverage concentration (� ), and increases the electron transfer rate constant (Ks) to 132%.
The biocomposite film exhibits a promising enhanced electrocatalytic activity towards the reduction of
O2, H2O2 and CCl3COOH. The cyclic voltammetry has been used for the measurement of electrocatalysis
ultiwall carbon nanotubes
odified electrodes

lectrocatalysis
ydrogen peroxide
richloroacetic acid
xygen

results of analytes by means of biocomposite film-modified GCEs. The MWCNTs-NF-Hb-modified GCEs’
sensitivity values are higher than the values obtained for other film modified GCEs. The surface mor-
phology of the biocomposite films which have been deposited on ITO has been studied using scanning
electron microscopy and atomic force microscopy. The studies have revealed that there was an incorpo-
ration of NF and immobilization of Hb on MWCNTs. Finally, the flow injection analysis has been used
for the amperometric studies of analytes at MWCNTs-Hb and MWCNTs-NF-Hb film modified SPCEs. The
amperometric study results have shown higher slope values for MWCNTs-NF-Hb biocomposite film.
. Introduction

A wide variety of applications of matrices made of carbon
anotubes (CNTs) for the detection of bioorganic and inorganic
ompounds such as insulin, ascorbic acid, etc. were already reported
1–4]. The rolled-up graphene sheets of carbon, i.e., CNTs, exhibits
�-conjugative structure with a highly hydrophobic surface. This
roperty of CNTs allows them to interact with some organic
romatic compounds through �–� electronic and hydrophobic
nteractions [5–7]. These interactions were used for preparing
omposite sandwiched films for electrocatalytic studies [8] and
n the designing of nanodevices with the help of non-covalent
dsorption of enzyme and proteins on the side walls of CNTs. This
ethod resulted in the development of CNT-based nanostructures,
hich contain biochemical units in them [9]. Some attempts were

lso made to prepare hydrophilic surface CNTs to overcome the
ispersion problems in aqueous medium for bio-electrochemical

pplications [10]. Electrodes which are modified with composite
lms are widely used not only in the preparation of capacitors,
atteries, fuel cells, chemical sensors and biosensors but also in
he field of material science and photoelectrochemistry [11–13].

∗ Corresponding author. Tel.: +886 2270 17147; fax: +886 2270 25238.
E-mail address: smchen78@ms15.hinet.net (S.-M. Chen).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.063
© 2009 Elsevier B.V. All rights reserved.

Even though the electrocatalytic activity of the CNTs with pro-
tein matrices individually shows good results; some properties like
mechanical stability, sensitivity for different techniques and elec-
trocatalysis for multiple compound detections are poor. Besides
CNTs and proteins, there are other interesting polymer materials,
and one such material is nafion (NF). Due to the presence of a sul-
fonated group in NF and it is strong acidic character, it has been
used as a solid catalyst in organic synthesis. Extensive studies have
been already carried out using hybrid thin films of CNTs-NF. These
film-modified electrodes are being used for the electrocatalytic oxi-
dation of biochemical compounds [14–16].

Haemoglobin (Hb) consists of four subunits of polypeptide
enzymes. A haem (iron porphyrin) group in each subunit acts
as an active center. Haemoglobin usually shows slow rates of
electron transfer on a bare metal electrode surface. The idea of
enhancing the electron transfer rate of haemoglobin using medi-
ators and solid electrodes have been explored, for example, using
methylene green [17]. The enhancement of the electron transfer
rate of haemoglobin were reported using polyion surfactants of
dihexadecylphosphate and poly(diallyldimethylammonium) (DHP

and PDDA) [18,19], didodecyldimethylammonium bromide (DDAB)
[20,21], poly(ester sulfonic acid) [22], dimyristoylphosphatidyl-
choline (DMPC) [23], clay films [24,25], etc. [26–30]. Interestingly,
the catalytic activity towards different compounds using direct
electron transfer between Hb-modified electrode from aqueous
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Fig. 1. (A) Consecutive CVs of MWCNTs-NF GCE modified from 0.1 mM Hb present
in pH 2.5 H2SO4 aqueous solution, scan rate at 50 mV s−1. (B) CVs of GCE modified
from NF-Hb, MWCNTs-NF, MWCNTs-Hb and MWCNTs-NF-Hb film in pH 2.5 H2SO4
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olution were already investigated [31,32]. These reports are
oncerned with analytical applications and the properties of
aemoglobin during the electrocatalytic oxidation or reduction of
lectroactive haemoglobin on electrode surfaces. Further, the lit-
rature survey reveals that there were no previous attempts made
or the synthesis of biocomposite film composed of CNTs, NF and
b for sensor applications. In this paper, we report a novel bio-
omposite film (MWCNTs-NF-Hb) made of multi-walled carbon
anotubes (MWCNTs) incorporated with NF and Hb, its character-

zation and its enhancement in functional properties, peak current
nd electrocatalytic activity. We have reported also, it’s application
n the electrocatalysis of O2, H2O2 and CCl3COOH. The film forma-
ion process involves the modification of glassy carbon electrode
GCE) with uniform well dispersed MWCNTs on it and drying it.
hen electrodeposition of NF and immobilization of Hb from neu-
ral aqueous solution on the MWCNTs modified GCE have been done
ubsequently.

. Experimental

.1. Apparatus

Cyclic voltammetry (CV) was performed in an analytical system
odel CHI-611, CHI-400 and CHI-1205A potentiostat. A conven-

ional three-electrode cell assembly consisting of an Ag/AgCl
eference electrode and a Pt wire counter electrode were used
or the electrochemical measurements. The working electrode was
ither an unmodified GCE or GCEs modified with NF-Hb, MWCNTs-
F, MWCNTs-Hb or MWCNTs-NF-Hb biocomposite films. In these
xperiments, all the potentials have been reported versus the
g/AgCl reference electrode. The gold working electrode was an
MHz AT-cut quartz crystal coated with a gold plating. The diame-

er of the quartz crystal was 13.7 mm; the gold electrode diameter
as 2.4 mm. The flow injection analysis (FIA) of the analytes at

creen printed carbon electrode (SPCE) were done using Alltech
26 HPLC pump containing an electrochemical cell. The morpho-

ogical characterizations of the films were examined by means of
EM (Hitachi S-3000H) and atomic force microscopy (AFM) (Being
ano-Instruments CSPM4000). All the measurements were carried
ut at 25 ◦C±2.

.2. Materials

Hb, MWCNTs (OD = 10–20 nm, ID = 2–10 nm and length =
.5–200 �m), NF and potassium hydroxide obtained from Aldrich
nd Sigma–Aldrich were used as received. All other chemicals used
ere of analytical grade. The preparation of aqueous solution was
one with twice distilled deionized water. Solutions were deoxy-
enated by purging with pre-purified nitrogen gas. Buffer solutions
ere prepared from H2SO4 for the pH 2.5 aqueous solution.

.3. Preparation of MWCNTs and MWCNTs-NF-Hb-modified
lectrodes

There was an important challenge in the preparation of MWC-
Ts. Because of its hydrophobic nature, it was difficult to disperse it

n any aqueous solution to get a homogeneous mixture. Briefly, the
ydrophobic nature of the MWCNTs was converted in to hydrophilic
ature by following the previous studies [10,33]. This was done by
eighing 10 mg of MWCNTs and 200 mg of potassium hydroxide in

o a ruby mortar and grained together for 2 h at room temperature.

hen, the reaction mixture was dissolved in 10 ml of double distilled
eionized water then precipitated many times in to methanol for
he removal of potassium hydroxide. Then, the obtained MWCNTs in
0 ml water were ultrasonicated for 6 h to get a uniform dispersion.
his functionalization process of MWCNTs is to get a hydrophilic
aqueous solution, scan rate at 20 mV s . (C) Plot of Hb peak current at MWCNTs-
NF-modified GCE vs. number of cycles of NF growth by consecutive CVs. (D) CVs of
gold electrode modified from MWCNTs-NF-Hb, MWCNTs-Hb and MWCNTs-NF films
in pH 2.5 H2SO4 aqueous solution, scan rate at 20 mV s−1.

nature for the homogeneous dispersion in water. This process not
only converts MWCNTs to hydrophilic nature but this helps to
breakdown larger bundles of MWCNTs in to smaller ones too. This
was confirmed using SEM, which is not shown in the figures. A
homogeneous 0.005 wt% NF solution was used for depositing NF
on the electrodes.

Before starting each experiment, GCEs were polished by BAS
polishing kit with 0.05 �m alumina slurry and rinsed and then
ultrasonicated in double distilled deionized water. The GCEs stud-
ied were uniformly coated with 75 �g cm−2 of MWCNTs then
dried. The concentration of homogeneously dispersed MWCNTs
was exactly measured using a micro-syringe. The electrochemi-
cal deposition of NF on MWCNTs modified GCE was performed
from the 0.005 wt% NF solution in pH 2.5 by consecutive CV over a
suitable potential region of −0.6 to 0.5 V, 40 cycles and scan rate
at 100 mV s−1 (figure not shown). Then, the modified MWCNTs-
NF electrode was carefully washed with double distilled deionized
water and dried. The immobilization of Hb on the MWCNTs-NF-
modified electrode was performed from 0.1 mM Hb in pH 2.5 H2SO4
aqueous solution by consecutive CV over a suitable potential region
of −0.6 to 0.3 V, 30 cycles and scan rate at 50 mV s−1. Then, the

modified MWCNTs-NF-Hb electrode was carefully washed with
double distilled deionized water to perform other studies. Solu-
tions were deoxygenated by purging with pre-purified nitrogen gas
for about 1 h. For a detailed comparison of electrocatalysis reac-
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solution. Whereas in MWCNTs and MWCNTs-NF, reversible redox
peaks at formal potential E0 ′ =−0.13 V has been obtained for FeIII/II

redox reaction corresponding to the immobilized Hb. Among MWC-
NTs and MWCNTs-NF, MWCNTs-NF modified GCE shows higher
peak current for FeIII/II redox reaction of the immobilized Hb. The
cheme 1. Schematic representation of possible interaction between MWCNTs, NF
nd Hb in the formation of MWCNTs-NF-Hb biocomposite film-modified electrodes.

ions, we studied different types of modified electrodes such as
WCNTs-NF, MWCNTs-Hb and MWCNTs-NF-Hb. In all these exper-

ments, the electrodes were first modified by MWCNTs and then
lectrodeposited with NF and immobilized with Hb. These com-
arative characterization studies were done to reveal the obvious
ecessity of the presence of MWCNTs in the NF-Hb biocomposite
lm.

The electrocatalytic reduction studies of O2 were carried out
sing O2 saturated aqueous solutions (pH 2.5 H2SO4) at various
lectrodes mentioned in Section 2.1. The concentration of O2 in
he aqueous solution was varied by de-aerating with pre-purified
2 gas. The variation of O2 concentration for each experiment was
easured using O2 meter (Oxi 323-A/set WTW 82362, Germany). In

hese studies, electrochemical cells were properly sealed with ven-
ilation, and a continuous flow of N2 gas was maintained over the
olution during the electrochemical measurements to avoid the O2
nterference from atmosphere. Similarly, the electrocatalysis stud-
es of H2O2 and CCl3COOH were also carried out in N2 atmosphere.

. Results and discussions

.1. Electrochemical synthesis and its characterization of
WCNTs-NF-Hb biocomposite film

The immobilization of Hb (from 0.1 mM Hb) on MWCNTs-NF
odified GCE using pH 2.5 H2SO4 aqueous solution has been per-

ormed by consecutive CVs as shown in Fig. 1(A). In this figure,
he redox couple found growing on subsequent cycles, which indi-

ates that during the cycle the immobilization of Hb took place
n MWCNTs-NF-modified GCE at suitable potential range of 0.3 to
0.6 V. In the following experiments, each newly prepared biocom-
osite film on GCE has been washed carefully in deionized water
o remove the loosely bounded Hb on the modified GCE, and then

able 1
urface coverage concentrations (� ) of Hb at different types of modified electrodes
sing CV technique in H2SO4 aqueous solution (pH 2.5).

lectrode type Modified film � (pmol cm−2)

CE NF-Hb 96.2
MWCNTs-Hb 155
MWCNTs-NF-Hb 169

old MWCNTs-Hb 252
MWCNTs-NF-Hb 318
Fig. 2. CVs of MWCNTs-NF-Hb film on GCE synthesized at similar conditions and
transferred to various pH solutions; scan rate: 50 mV s−1. The inset shows the for-
mal potential vs. pH (2.5–11), the slope −41 mV/pH is almost nearer to Nernstian
equation for non-equal number of electrons and protons transfer.

transferred to pH 2.5 aqueous solutions for other electrochemical
characterizations. Fig. 1(B) shows the electrochemical signal of Hb
at 20 mV s−1 on NF modified GCE with irreversible cathodic peak
current at Epc =−0.19 V versus Ag/AgCl in pH 2.5 H2SO4 aqueous
Fig. 3. SEM images of (A) NF-Hb and (B) MWCNTs-NF-Hb biocomposite film on ITO
electrode. The insets are (a′) NF and (b′) Hb on ITO electrode.
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Fig. 4. AFM images of (A) NF, (B) Hb, (C) NF-Hb and

ig. 1(B) shows no redox peaks at MWCNTs-NF in the absence of
b. The optimization of the number of cycles for NF deposition
as been done using the plots shown in Fig. 1(C). Where, differ-
nt MWCNTs-NF-Hb films have been synthesized using different
ycling of NF deposition, and then the CVs of MWCNTs-NF-Hb have
een obtained using pH 2.5 H2SO4 aqueous solution and the peak
urrents have been plotted against number of cycles. It is obvious
hat, above and below 20 cycles, the peak current decreases, which
hows that the optimum deposition of NF took place at 20 cycles.
imilarly, the optimization of NF concentration has also been stud-
ed, in which the deposition of NF from 0.005 wt% solution shows
igher redox peak current for Hb (figures not shown). The possi-
le interaction between MWCNTs, NF and Hb in the formation of
WCNTs-NF-Hb biocomposite film is given in Scheme 1.
From the CVs in Fig. 1(B), the surface coverage concentration

� ) values have been calculated and given in Table 1. In this cal-
ulation, the charge involved in the reaction (Q) has been obtained
rom CVs and applied in the equation � = Q/nFA where, the num-
er of electron transfer involved in the Hb redox reaction has been
ssumed as two (one electron for each heme group, that is two
b molecules) [34]. These values indicate that the presence of
WCNTs increases the surface area of the electrode, which in turn

ncreases the � of Hb. The different scan rate studies of MWCNTs-
b and MWCNTs-NF-Hb biocomposite films on GCE using pH 2.5
2SO4 aqueous solution (see supplementary data) shows that the

edox peak currents of both the films increases linearly with the
ncrease of scan rate. The results demonstrated that the redox pro-
ess is not controlled by diffusion. Plots from different scan rate

esults (supplementary data) show that MWCNTs-NF-Hb posses
aster electron transfer rate than MWCNTs-Hb film. Further, the
lectron transfer rate constant (Ks) have been calculated from these
ifferent scan rate results based on Laviron theory [35]. Where,
s = 0.08 and 0.19 s−1 for MWCNTs-Hb and MWCNTs-NF-Hb bio-
WCNTs-NF-Hb biocomposite film on ITO electrode.

composite film, respectively. From these Ks values the increase in
the ability of electron transfer between the electrode surface and
the Hb in presence of NF is ≈132%. These results too show that,
there is an enhancement in the functional properties of the bio-
composite film at lower scan rates in presence of both NF and
MWCNTs [36]. Gold electrodes have also been used to characterize
the biocomposite films in pH 2.5 H2SO4 aqueous solution. Fig. 1(D)
represents the redox peak of Hb on MWCNTs-NF-Hb, MWCNTs-Hb
and MWCNTs-NF-modified gold electrode, where MWCNTs-NF-Hb
shows higher redox peak current for Hb then other two films. These
results revealed the importance of the presence of both MWCNTs
and NF in the biocomposite film, where MWCNTs enhances the
electron transfer on different electrodes which in turn widen the
sensor-based applications. Fig. 2 shows the CVs of MWCNTs-NF-Hb
on GCE in various pH aqueous buffer solutions without the presence
of Hb. This shows that the film is stable in the pH range between
2.5 and 11, and the values of Epa and Epc depends on pH value of
the buffer solution. The inset in Fig. 2 shows the formal potential
of MWCNTs-NF-Hb plotted over a pH range of 2.5–11. The response
shows a slope of −41.6 mV/pH, which is close to that given by the
Nernstian equation for two electron one proton transfer [37].

Four different films; Fig. 3(a′) NF, (b′) Hb, (A) NF-Hb and (B)
MWCNTs-NF-Hb have been prepared on the indium tin oxide (ITO)
with similar conditions and potential as that of GCE and were char-
acterized using SEM. From Fig. 3, it is significant that there are
morphological differences between all these four films. The mor-
phological structure in (a′) shows uniform patches of NF has been
formed on ITO. The same uniform patch morphological structure

can be seen in (A) and (B). Similarly, (b′) shows Hb film with pores
as reported previously [38]. When compared (b′) with (A) and (B)
almost similar morphology could be seen. The presence of MWC-
NTs is obvious in (B) with highly uneven surface. Comparing all
the images, the immobilization of Hb and the incorporation of NF
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Table 2
Comparison of Epc and Ipc of analytes in electrocatalysis reactions using CV tech-
nique at different types of modified electrodes in pH 2.5 H2SO4 aqueous solution.

Analytes Reaction type pH Ep (mV) Ip (�A)

Hba Hbb Hba Hbb

O2 Reduction 2.5 −190 −200 4.5 10.6
H2O2 Reduction 2.5 −210 −200 4.2 5.1
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Fig. 5. (A) CVs of MWCNTs-NF-Hb biocomposite film in pH 2.5 H2SO4 aqueous solu-
tion with various concentration of O2 = (a) 25.7, (b) 36.2, (c) 131.9 and (d) 240 �M.
Where, (a′) bare GCE, (b′) MWCNTs-NF and (c′) MWCNTs-Hb in the highest con-
centration of the analyte, scan rate at 50 mV s−1. The inset in (A) shows the plot of
current vs. different concentration of O2. (B) RRDE voltammograms of MWCNTs-

T
S

A

O
H
C

Cl3COOH Reduction 2.5 −240 −250 9.6 11.6

a MWCNTs-modified GCE.
b MWCNTs-NF-modified GCE.

n MWCNT modified ITO in (B) shows both uniform NF and Hb
lm pores. It is a well-known fact that the prolonged exposure to
he electron beam will damage the Hb films, so, at most care has
een taken in measuring these images. The same modified ITO elec-
rodes have been used to measure the AFM topography images, and
hese measured morphological structures are similar to that of SEM.
ig. 4(A) shows the patches of NF, whereas (B) shows Hb film with
ores, (C) and (D) show the NF-Hb and MWCNTs-NF-Hb biocom-
osite films, respectively. These SEM and AFM results have revealed
he formation of a MWCNTs-NF-Hb biocomposite film.

.2. Electrocatalysis studies of oxygen at MWCNTs-NF-Hb
iocomposite film

The electrocatalytic reduction of O2 has been carried out at bare
CE, MWCNTs-NF, MWCNTs-Hb and MWCNTs-NF-Hb biocompos-

te film modified GCEs at pH 2.5 H2SO4 aqueous solutions. Fig. 5(A)
hows the electrocatalytic reduction of O2 at different modified
lectrodes. In all the modified electrodes, the cathodic peak cur-
ent of Hb at the potential of about 0.2 V increases noticeably, as
he concentration of O2 increased. However, for bare GCE the elec-
rocatalytic reduction peak current of O2 is at −0.6 V. These results
how that the MWCNTs-NF-Hb biocomposite film possess higher
eak current for O2 reduction when comparing all other modified
CEs (Ipc and Epc values given in Table 2). The above-mentioned
lm modified electrodes catalytic phenomenon must be because of
he presence of Hb in the modified electrode. From the slopes of the
inear calibration curves, the sensitivity of the biocomposite modi-
ed GCEs and their correlation coefficient have been calculated and
re given in Table 3. From this table, it is clear that the sensitivity of
WCNTs-NF-Hb biocomposite film is higher for O2 reduction. The

lectrochemical reduction of the O2 to H2O by FeII present in the
WCNTs-NF-Hb biocomposite film could be given by

Hb (FeII)+ 4H+ +O2 → 2Hb (FeIII)+ 2H2O (1)

Fig. 5(B) shows the electrochemical reduction of O2 by MWCNTs-
F-Hb biocomposite film-modified GCE disk electrode (at 0.2 V)
nd electrochemical oxidation of H2O2 by bare platinum ring elec-
rode (at 0.75 V) in an aqueous buffer solution at pH 2.5. The
ncrease in concentration of O2 increases the disk current (ID). How-

ver, the platinum ring current (IR), does not show obvious increase
uring the increase of O2 concentration, which shows that the reac-
ion in Eq. (2) does not occur at ring electrode. This result shows that
2O2 is not formed during the reduction of O2. From this argument,

he reduction mechanism of O2 at the MWCNTs-NF-Hb biocompos-

able 3
ensitivity and correlation co-efficient of different modified electrodes for various analyt

nalytes Reaction type Sensiti

MWCN

2 Reduction −0.14
2O2 Reduction −0.67
Cl3COOH Reduction −0.92
NF-Hb biocomposite film (at 1600 rpm) in pH 2.5 H2SO4 aqueous solution with
various concentration of O2 = (a) 6.1, (b) 25.3, (c) 48 and (d) 240 �M; scan rate
at 15 mV s−1. Where, ID and IR are GC disk electrode and platinum ring electrode
currents (ER = 0.75 V vs. Ag/AgCl), respectively.

ite could be proposed by Eq. (3).

H2O2 → O2 + 2e− + 2H+ (2)

O2 + 4e− + 4H+ → 2H2O (3)

3.3. Electrocatalysis studies of H2O2 and trichloroacetic acid at
MWCNTs-NF-Hb biocomposite film
Fig. 6(A) and (B) shows the electrocatalytic reduction of H2O2
and trichloroacetic acid (CCl3COOH), respectively. The electrolytes
used for the electrocatalytic reactions were pH 2.5 H2SO4 aqueous
solutions. The CVs have been recorded at the constant time interval
of 1 min with nitrogen purging before the start of each experi-

es in CV technique.

vity (mA mM−1 cm−2) [Slope’s correlation coefficient]

Ts-Hb MWCNTs-NF-Hb

[0.7138] −0.52 [1]
[0.9341] −0.76 [0.9964]
[0.9741] −1.02 [0.995]
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Fig. 6. CVs of MWCNTs-NF-Hb biocomposite film in pH 2.5 H2SO4 aqueous solution
with various concentration of (A) H2O2 = (a) 0.0, (b) 0.2, (c) 0.6 and (d) 0.8 mM;
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Fig. 7. FIA signal of MWCNTs-NF-Hb biocomposite film with various concentration
of (A) H2O2 = (a) 10, (b) 20, (c) 40 and (d) 80 mM; (B) CCl3COOH = (a) 11, (b) 56 and (c)
145 mM. The potential applied =−0.2 V for H2O2 and−0.25 V for CCl3COOH, and the
carrier stream used was pH 2.5 H2SO4 aqueous solution; flow rate = 0.03 ml s−1 and
B) CCl3COOH = (a) 0.0, (b) 0.4, (c) 0.8 and (d) 1.2 mM. Where (a′) bare GCE, (b′)
WCNTs-NF and (c′) MWCNTs-Hb in the highest concentration of the analytes; scan

ate at 50 mV s−1. The insets in (A) and (B) show the plot of current vs. different
oncentration of H2O2 and CCl3COOH, respectively.

ents. The scan rate used for these electrocatalysis experiments
as 20 mV s−1. In both the sections of Fig. 6, a′ represents bare
CE, b′ represents MWCNTs-NF film and c′ represents MWCNTs-
b film-modified GCEs. The CVs of MWCNTs-NF-Hb in Fig. 6(A)
nd (B) exhibits a reversible redox couple for Hb (FeIII/II) in the
bsence of analytes, upon the addition of analytes a new growth in
he reduction peak of H2O2 and CCl3COOH appeared at Epc =−0.2
nd −0.25 V, respectively. These peak currents show that electro-
atalytic reduction of both the analytes took place at Hb (FeII) and
ould be represented by the following equations:

Hb(FeII)+H2O2 + 2H+ → 2Hb(FeIII)+ 2H2O (4)

Hb(FeII)+ CCl3COOH+H+ → 2Hb(FeIII)+HCCl2COOH+ Cl− (5)

During the electrocatalysis experiments, an increase in the con-
entration of analytes simultaneously produced a linear increase
n the reduction peak currents of the analytes with good film sta-

ility as shown in the insets in Fig. 6(A) and (B). It is obvious that,
he MWCNTs-NF-Hb shows higher peak current for both the ana-
ytes when comparing to all other modified GCEs. The values of
pc and Epc for the analytes at different films are given in Table 2.
rom the slopes of the linear calibration curves, the sensitivity of
injected volume = 30 �l. (C) and (D) show the plot of current vs. different concentra-
tion of H2O2 at MWCNTs-Hb and MWCNTs-NF-Hb biocomposite films, respectively.
Similarly, (E) and (F) show the plot of current vs. different concentration of CCl3COOH
at MWCNTs-Hb and MWCNTs-NF-Hb biocomposite films, respectively.

the biocomposite modified GCEs and their correlation co-efficient
have been calculated and given in Table 3. It is clear that, the sensi-
tivity of MWCNTs-NF-Hb is higher for both the analytes and there
is no electrocatalysis reaction at MWCNTs-NF-modified GCE. These
results clearly show that, the MWCNTs-NF-Hb biocomposite film
can be efficiently used for the detection of H2O2 and CCl3COOH.

3.4. Flow injection analysis of H2O2 and CCl3COOH at
MWCNTs-NF-Hb biocomposite film

Fig. 7(A) and (B) shows the FIA studies of H2O2 and CCl3COOH,
respectively at MWCNTs-NF-Hb biocomposite films, which have

been synthesized on SPCE at similar conditions to that of GCE.
Before the start of each experiment, the modified SPCE electrodes
have been washed carefully with deionized water to remove the
loosely bounded Hb on the modified SPCE. The carrier stream used
was pH 2.5 H2SO4 aqueous solution with the flow rate of 0.03 ml s−1
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nd the volume of analytes injected at each cycle was 30 �l at
he time interval of 50 s. Fig. 7(A) represents the successive addi-
ion of H2O2 in the concentration range from 10 mM to 80 mM
t the potential of −0.2 V; these are the optimized experimental
onditions obtained from CV studies. Similarly, Fig. 7(B) repre-
ents the successive addition of CCl3COOH in the concentration
ange from 11 mM to 145 mM at the potential of −0.25 V. In both
ases, the rapid amperometric response of the MWCNTs-NF-Hb
iocomposite film is proportional to the respective analyte con-
entrations. For comparative study, MWCNTs-Hb modified SPCEs
ave also been used for H2O2 and CCl3COOH FIA (figures not
hown). The results obtained from all the FIA have been plot-
ed as shown in Fig. 7(C–F), where (C) and (D) represents H2O2
t MWCNTs-Hb and MWCNTs-NF-Hb biocomposite films respec-
ively, whereas (E) and (F) represents CCl3COOH at MWCNTs-Hb
nd MWCNTs-NF-Hb biocomposite films, respectively. The slopes
btained from these above-mentioned insets show that MWCNTs-
F-Hb biocomposite film has higher values for both H2O2 and
Cl3COOH than that of MWCNTs-Hb film. These insets also rep-
esent error bars, where each concentration of every analyte was
tudied three times. These error bars show that the MWCNTs-
F-Hb biocomposite films have good reproducibility for both the
nalytes.

. Conclusions

The developed biocomposite material using MWCNTs, NF and
b (MWCNTs-NF-Hb) at GCE, Au, ITO and SPCE electrodes shows
ood electrochemical properties in pH 2.5 H2SO4 aqueous solutions.
he MWCNTs-NF-Hb biocomposite film for the electrocatalysis
ombines the advantages of ease of fabrication, high reproducibil-
ty and sufficient long-term stability. The SEM and AFM results
how the differences between NF-Hb, MWCNTs-Hb, MWCNTs-NF
nd MWCNTs-NF-Hb biocomposite film’s morphological data. Fur-
her, it is observed that the MWCNTs-NF-Hb biocomposite film has
xcellent functional properties with good electrocatalytic activity
n O2, H2O2 and CCl3COOH. The experimental methods of CV and
IA with biocomposite film sensor integrated into the GCE and
PCE which are presented in this paper provide an opportunity

or a qualitative and quantitative characterization. Therefore, this
ork establishes and illustrates, in principle and potential, a sim-
le and novel approach for the development of voltammetric and
mperometric sensor based on the modified GCE, ITO, Au and SPCE
lectrodes.
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a b s t r a c t

ATP determination is of great importance since this compound is involved in a number of vital biological
processes. To monitor ATP concentration levels, we have developed a microbiosensor based on cylin-
drical platinum microelectrode, covered with a layer of poly-m-phenylendiamine (PPD), and layer of
co-immobilised glucose oxidase and hexokinase. Conditions for biosensor measurement of ATP (pH, Mg2+

and substrates concentration) in vitro and microbiosensor characteristics such as sensitivity, selectivity,
reproducibility, storage stability were studied and optimized. Under optimal conditions the microbiosen-
sor can measure ATP concentrations down to a 2.5 �M detection limit with response time about 15 s.
o-immobilised glucose oxidase and
exakinase
latinum microelectrode
mperometric microbiosensor
TP-analysis
eproducibility

Interferences by electroactive compounds like biogenic amines and their metabolites, ascorbic acid, uric
acid and l-cystein are rejected in general by the PPD layer. The microbiosensor developed is insensitive to
ATP analogues (or substances with similar structure), such as ADP, AMP, GTP and UTP, too. It can be used
for ATP analysis in vitro in the reactions consuming or producing macroergic triphosphate molecules to
study kinetics of the process and in drug design concerning development of inhibitors specific to target

enzy
perational and storage stability kinases and others target

. Introduction

Adenosine-5′-triphosphate (ATP), a well known macroergic sub-
tance in all living organisms, plays a key role in the energy
urnover of a cell. Its additional functions (the regulation of muscle
ontraction and platelet aggregation [1], vascular tone and neu-
otransmission [2]) have been revealed as a result of extensive
esearch in several branches of biology and biomedicine over the
ast decades.

ATP determination is of great importance since this compound
s involved in a number of vital biological processes. The variation
n ATP concentration can exert strong modulatory effects in cen-
ral nervous system of mammalian. ATP can influence transmitter
elease, synaptic plasticity, neurone–glia interactions, nociception,
leep–wake cycles, respiratory and locomotor rhythms, anxiety,
epression, aggression and addiction (see Ref. [3] and correspond-

ng references from this paper). Moreover, ATP detection can be

fficiently used in food industry as a marker of micro-fungal con-
amination and in drug design at development of inhibitors for
pecific kinases and others enzymes.

∗ Corresponding author. Tel.: +380 44 2000328; fax: +380 44 5260759.
E-mail address: a soldatkin@yahoo.com (A.P. Soldatkin).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.008
mes.
© 2009 Elsevier B.V. All rights reserved.

Consequently, there is an actual demand for ATP assays. ATP
concentration is usually analyzed using spectrophotometry [4], liq-
uid chromatography [5], fluorescence [6], chemiluminescence [7],
bioluminescence [8] methods, potentiometric [9–11] and amper-
ometric [12–18] biosensors. Among these techniques, biosensors
seem to be the most promising tools owing to their characteristics
(Table 1).

With the help of ATP-biosensors, different biochemical pro-
cesses can be studied and visualised directly. An analysis of the
characteristics presented in Table 1 shows that ATP potentiometric
biosensors demonstrated rather low sensitivity to ATP and strong
dependence on buffer capacity. These disadvantages do not permit
to use them for ATP measurement in real biological fluid sam-
ples at its micromolar physiological concentrations. Concerning
amperometric biosensors, there are two main approaches to their
fabrication: application of the bi-enzyme system based on (1) glyc-
erol oxidase and glycerol kinase (GO/GK) or glycerol kinase and
glycerol-3-phosphate oxidase (GK/G-3-PO), and (2) glucose oxidase
and hexokinase (GOD/HK). Both approaches give rather good results
regarding sensitivity of the developed microbiosensors, however,

measurement selectivity and stability presented in Table 1 are not
satisfactory enough (unless shown at all). We preferred the devel-
opment of the GOD/HK microbiosensor since in this case the system
needs glucose for ATP detection, which exists practically in all bio-
logical samples. So, second approach is used in our work to develop
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Table 1
The main characteristics of developed ATP biosensors.

Enzymatic system Type of transducer and
dimensions

Time of response and
sensitivity

Linear dynamic
range

Selectivity, interferences Stability (residual
enzyme activity)

Ref.

H+–ATPase ISFET 1–1.5 min 0.2–1.0 mM Dependence on buffer
capacity

10% after 18 day [9]

Choline kinase Choline-sensitive
membrane electrode

1–2 min, 50 mV/100 �M 10–75 �M No interferences from ADP,
AMP, Na, K

No data presented [10]

Apyrase (ATP dihydrolyase) ISFET 5 min, 80 V M−1 0.2–1 mM Dependence on buffer
capacity

No data presented [11]

GOD + HK Oxygen electrode 2 min 0.2–3.0 mM Not presented Not presented [12]
GOD + HK Pt electrode, size was not

presented
2–3 min, cannot be
calculated

50–500 �M Not presented 30% after 1 week [13]

GOD + HK Pt disk electrode Ø 1 mm 5–80 s, 1 A M−1 cm−2 a 10–200 nM Not presented 40% after 2 weeks [14]
GOD + HK Pt disk electrode Ø 25 �m 150 ms,

100 �A M−1 cm−2
0–1 mM Not presented 40% after 2 weeks [14]

GK + G3POx Pt/Ir electrode (90/10), Ø
25–100 �m

≤10 s, 250 mA M−1 cm−2 200 nM–50 �M Lowb, AA, urate, AcPh, 5HT Not presented [15]

GOD + HK Glassy carbon electrode, Ø
3 mm

≤15 s, 85 mA M−1 cm−2 0.5–20 �M Not presented 65% after 22 days [16]

EF0F1–H+–ATPase Au electrode, 2 mm×2 mm 50 mA M−1 cm−2 2.5–6.0 mM Not presented Not presented [17]
Commercial product, no

information about
enzyme system

Pt/Ir electrode (90/10),
L = 2 mm or 0.5 mm, Ø
50 �m

≤10 s, 0.5 mA M−1 0.5–50 �M Selective vs. UTP, ADP and
adenosine, no information
concerning electroactive
compounds

Shelf-life (dry) ≥6
months

[18]

nd no
[
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a It seems for us that density of current obtained by the authors [14] is too high a
14], but it seems for us that all data have to be recalculated.

b Measurement in differential mode with null sensor; shortening: G3Pox–glycero

he amperometric microbiosensor for ATP measurement in dif-
erent biological samples. We apply the bi-enzyme system with
OD/HK co-immobilised on the surface of platinum microelec-

rode preliminarily covered by poly-m-phenylendiamine (PPD) that
llows to create microbiosensors with improved main characteris-
ics, i.e. highly sensitive, with good selectivity, reproducibility and
ong-term stability. Such microbiosensor developed can be used
or detection of low micromolar concentration of ATP in small tens

icrolitre volumes.

. Experimental

.1. Reagents

The following chemicals and preparations were used: glu-
ose oxidase (GOD) from Aspergillus niger, EC 1.1.3.4 (190 U mg−1

olid), hexokinase (HK) from Saccharomyces cerevisiae, EC 2.7.1.1
35.8 U mg−1 solid), apyrase, grade I from potato (7.7 U mg−1

olid), bovine serum albumin (BSA), glutaraldehyde (GA) (50%
w/v) aqueous solution), hydrogen peroxide (HP) (3% (w/v) aque-
us solution), glucose, magnesium acetate tetrahydrate, sodium
nd potassium chlorides, m-phenylenediamine (PD), adenosine-
′-triphosphate (ATP), guanosine-5′-triphosphate (GTP) and uracil-
′-triphosphate (UTP). All these chemicals were purchased from
igma–Aldrich SARL (France). Working HEPES buffer 0.025 M, pH
.4, was prepared from HEPES [N-(2-hydroxyethyl) piperazine-N′-
-ethanesulfonicacid] (free acid) and deionised water and then was
djusted to needing pH by NaOH.

.2. Microelectrode preparation

Microelectrodes constructed from platinum wire (25 �m in
iameter; 90% Pt/10% Ir wire (Goodfellow, Huntington, UK) were
eveloped and manufactured by the authors [20]. The electrodes

ere then washed 30 min in 0.5 M KOH and 20 min in ethanol.

Poly (phenylenediamine) layer was subsequently deposited on
he electrode surface from a quiescent solution of 0.1 M phosphate
uffer (pH 7.0) containing 0.1 M PD. The film was grown electro-
hemically on the platinum surface at a constant potential (+0.7 V)
t possible. Authors presented erratum [19] concerning only last Fig. 7 in the paper

osphate oxidase; AA, ascorbate; AcPh, acetaminophen; 5HT, serotonine.

for 45 min. Before use, PD solutions were deoxygenated by bubbling
with argon for 15 min. The modified electrode surface was thor-
oughly washed with distilled water prior to bioselective membrane
creation.

2.3. Bioselective-membrane preparation

The bioselective enzymatic membranes of ATP and glucose sen-
sitive microbiosensors were prepared by using a GOD–HK–BSA
mixture prepared in a 0.1 M phosphate buffer at pH 7.0. The final
concentration of each enzyme was of 40 mg ml−1 while that of
BSA was of 20 mg ml−1. For glucose only sensitive biosensor, the
same buffer solution was used with the final concentration of GOD
40 mg ml−1 and BSA 60 mg ml−1. In cases of both microbiosensors
creation glycerol was also added to each mixture (3% w/v) in order
to stabilize the enzymes during their immobilization, to prevent
early membrane drying and to improve membrane adhesion to the
transducer surface. GA was used as a cross-linker (final concentra-
tion at 0.2% w/v). The mixture containing GA was deposited on the
sensitive part of the transducer and afterwards cured for 1 h at room
temperature. Before use microbiosensors were washed by working
buffer.

2.4. Measurement procedure

Measurements were performed at room temperature using a
model solution (25 mM HEPES buffer, pH 7.4, with 127 mM NaCl
and 2.7 mM KCl and necessary concentrations of Mg2+ ions). The
required substrates concentrations were obtained by the addition
of specific volumes of stock solutions.

Amperometric measurements were performed in open and
closed cells filled with working buffer comprising the following
conventional three-electrode amperometric system: the platinum

working electrode (microbiosensor), an Ag/AgCl reference and a
platinum auxiliary electrode. The PalmSens potentiostat equipped
with a CH-8 multiplexer devise (Palm Instruments BV, the Nether-
lands) was used in all experiments. The measurements for the ATP
biosensor were carried out at a constant potential of +0.6 V.
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Fig. 1. Typical responses of bi-enzyme microbiosensor to glucose and ATP injections
in the measuring cell (A) and calibration curve calculated for ATP measurements
(B) (final concentrations of glucose and ATP in the cell are marked on the curve).
Additionally apyrase (enzyme hydrolyzing ATP to phosphate and ADP and AMP)
was added in measuring cell to show that ATP responses of microbiosensor directly
dependent on ATP concentration. Measured in 25 mM HEPES buffer, pH 7.4, at con-
stant potential +0.6 V vs. Ag/AgCl reference electrode.
O.O. Soldatkin et al. / T

. Results and discussion

The bioselective element of the amperometric microbiosensor
eveloped consists of two co-immobilized enzymes (GOD and HK).
he basic enzymatic reactions are:

-glucose+O2
GOD−→D-gluconic acid+H2O2 (1)

2O2
+600 mV−→ 2H+ +O2 + 2e− (2)

-glucose+ ATP
HK−→D-glucose-6-phosphate+ ADP (3)

As can be seen, this biosensor is sensitive to both the sub-
trates, glucose and ATP, owing to competition between GOD and
K towards substrate glucose. If only glucose is injected in the
nalyzed medium, reactions (1) and (2) take place, and the elec-
rochemical response proportional within certain range to glucose
oncentration is generated by the microbiosensor, its value being
aken as 100%. When ATP is injected, the reaction (3) takes place
esulting in a decrease of the response obtained to glucose injec-
ion in the ATP absence, the reduction value being proportional to
he ATP concentration in the solution tested.

Therefore, determination of ATP concentration requires the glu-
ose concentration to be kept constant which is possible only under
n vitro conditions. In the case of biological samples containing
nknown glucose concentration the measurements cannot be per-
ormed by a single bi-enzyme biosensor since in this case the
esponse depends on both substrates, glucose and ATP. It is though
ealizable if two microbiosensors are used, one of which is GOD-,
nother GOD/HK-based. In such set, the first device gives infor-
ation on glucose concentration, the second shows a difference

etween the responses to glucose and ATP, thus, the ATP concen-
ration can be evaluated using the data simultaneously obtained
rom two microbiosensors.

Firstly, the characteristics of the developed bi-enzyme micro-
iosensor were studied in vitro in model solutions. The typical
esponses of GOD/HK-based microbiosensor to glucose and ATP are
resented in Fig. 1. As can be seen, the response to glucose injection
as obtained in 20–25 s, while the corresponding responses to ATP
ere obtained in 15–20 s. The kinetics of generating responses is

vidently almost similar in both cases. Addition of apyrase (enzyme
ydrolyzing ATP to phosphate and ADP and AMP) in measuring cell
hows that ATP responses of microbiosensor directly depend on the
TP concentration.

The calibration curve (Fig. 1B) calculated for ATP measurements
rom data presented in Fig. 1A shows a possibility to measure ATP
tarting from 2.5 �M concentration at least.

At the next stage, pH-dependence of the responses of bi-enzyme
icrobiosensor to glucose and ATP injection was studied. The inves-

igation was carried out in a complex multicomponent buffer (5 mM
ris, 5 mM KH2PO4, 5 mM citric acid, 5 mM sodium tetraborate)
haracterized by identical buffer capacity within a wide pH range
from 5 to 9) [21]. The reason to use such complex buffer in these
xperiments was to avoid an influence of the buffer composition
n different enzymes functioning at various pH values. The results
btained testify the low pH-dependence of the sensor response to
lucose with the optimum near pH 7.0 (Fig. 2, curve 1) while in ATP
ase pH-dependence was more evident and the bell-shaped curve
ad optimum at pH 7.5–8.0 (Fig. 2, curve 2). This is in very good
ccordance with the information on pH-dependence of free hex-
kinase (see Catalog Sigma 2008, Sigma is producer of preparation

sed in this work). We were afraid that hexokinase co-immobilised
ith GOD can change pH optimum in comparison to free hexoki-
ase. As the biosensor is supposed for analyses of biological liquids,
he 25 mM HEPES buffer, pH 7.4, was utilized in further in vitro
xperiments.

Fig. 2. pH-dependence of microbiosensor responses to 0.5 mM glucose (1) and to
0.5 mM ATP (2). Measurements in polymix buffer at constant potential +0.6 V vs.
Ag/AgCl reference electrode.
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to increasing sensor responses to glucose and ATP in almost 2
times. But at subsequent increasing temperature from 45 to 60 ◦C
the response of bi-enzyme microbiosensor to ATP was decreased
almost to zero, whereas response to glucose continued to increase
ig. 3. Mg2+-dependence of bi-enzyme microbiosensor response to 0.5 mM glu-
ose (1) and 0.5 mM ATP (2). Measured in 25 mM HEPES buffer, pH 7.4, at constant
otential +0.6 V vs. Ag/AgCl reference electrode.

Since hexokinase is known as an enzyme dependent on the
oncentration of ions of magnesium which is an enzyme activator
Km = 2.6 mM for free enzyme, see Catalog Sigma 2008 and [22,23]),

number of experiments were carried out to ascertain optimal
oncentration of magnesium ions as regards the bi-enzyme micro-
iosensor operation. The value of microbiosensor response to ATP
ppeared to be actually dependent on magnesium concentration
Fig. 3). An increase in Mg2+ concentration from 0 to 2 mM resulted
n 4.5-fold higher response to injection of 250 �M ATP.

As to the response of bi-enzyme microbiosensor to glucose, an
pposite effect was revealed. An increase in Mg2+ concentration
rom 0 to 2 mM resulted in decreasing sensor response to injection
f 500 �M glucose. Further rise of concentration of magnesium ions
ad no remarkable impact on the biosensor responses to ATP and
lucose injection. These results were very unexpected and impor-
ant for optimisation of glucose and ATP analysis. Subsequent in
itro experiments on study of microbiosensor characteristics were
erformed in working buffer with 2 mM Mg2+.

The working buffer with optimal values of pH and magnesium
on concentration was used to study the dependence of micro-
iosensor responses to ATP and glucose at different concentrations
Fig. 4A and B). The slope of linear part of calibration curves and
ensitivity of the microbiosensor for ATP detection were regularly
he same within the range of glucose concentrations of 0.1–1.6 mM,
hough it is noteworthy that the linear range differed remark-
bly (the higher glucose concentration, the wider linear range).
owever, increase in glucose concentration to more than 1.6 mM

esulted in substantially weaker ATP sensitivity (Fig. 4A, curve 5).
t can be caused by the saturation of sensor responses to glucose at
he concentrations more than 1.6 mM (Fig. 4B) and, consequently,
he absence of response/concentration proportionality. At high glu-
ose concentration and low ATP concentrations, HK consumes small
mounts of glucose and this does not influence notably the sen-
or response to glucose since is at excess concentration. Further
ncrease in ATP concentration results in reducing response to glu-
ose and, correspondingly, in higher ATP sensitivity (see Fig. 4A,
urve 5). Therefore, in vitro determination of ATP requires that glu-
ose concentration would be within the range of linear dependence
f the biosensor response on glucose concentration. At physiologi-
al glucose concentration in the sample (3.6–6.4 mM and more), the

ample should be diluted and glucose should be controlled by the
lucose sensor (the second sensor) prior to bi-enzyme (GOD/HEX)
iosensor can be used for measurement of ATP concentration. It

s obviously that ATP concentration in diluted samples can be
ssessed if ATP initial value is sufficiently high. For ATP in vivo
78 (2009) 1023–1028

analysis, the developed bi-enzyme biosensor cannot be used or it
should have a wider linear range of glucose measurement covering
physiological glucose concentrations. Such microbiosensor is quite
feasible by usage of additional polymer membranes in biosensor
design [24].

Operational stability and reproducibility are important char-
acteristics of biosensors. The dependence of bi-enzyme micro-
biosensor responses to ATP and glucose on duration of continuous
operation was studied under optimal working conditions, i.e. pH 7.4
and 2 mM Mg2+ (Fig. 5). Reproducibility test for one microbiosensor
is presented in Fig. 5A, and for series of microbiosensors—in Fig. 5B.
It was shown that during 8.5-h continuous work at 25 ◦C responses
of one microbiosensor are very slightly varied in the case of glucose
measurement and for ATP analysis. Reproducibility is very high.
Variation of sensor response inside of group of 4 microbiosensors
is not so high, but quite good (see Fig. 5B).

To compare sensor responses at room and physiological temper-
atures (22 and 37 ◦C) and to understand what enzyme in bi-enzyme
system (GOD/HK) is more responsible for stability of developed
microbiosensor, the study of temperature dependence of sensor
response was done (Fig. 6). It was shown, that at increase tem-
perature from 22 to 45 ◦C sensor responses to glucose and ATP
were increased. Increase of temperature from 22 to 37 ◦C leaded
Fig. 4. (A) Calibration curves for ATP biosensor at different glucose concentrations:
1–0.1; 2–0.3; 3–0.8; 4–1.6; 5–2.5 mM. (B) Dependence of microbiosensor responses
to glucose (1) and to 0.5 mM ATP (2) at different glucose concentration. Measured in
25 mM HEPES buffer with 2 mM Mg, pH 7.4, at constant potential +0.6 V vs. Ag/AgCl.
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Fig. 5. Reproducibility and operational stability test during 8.5 h for one biosensor
sensitive to glucose and ATP (A) and for group (n = 4) biosensors with the same con-
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tivity to ATP analogues (or substances with similar structure), such
as ADP, AMP, GTP and UTP. Practically no response was obtained
at the concentration of the mentioned interfering substances in
the tested medium even as high as 500 �M while the response to

Fig. 7. (A) Responses of bare platinum electrode and (B) one covered with poly-
m-phenylendiamine to hydrogen peroxide and different electroactive interfering
tructions (B). Measurements were done in 25 mM HEPES buffer with 2 mM Mg2+,
H 7.4, at constant potential +0.6 V vs. Ag/AgCl reference electrode.

nd only after 65 ◦C it sharply starts to decrease. It is quite clear, that
n this bi-enzyme system GOD is more stable enzyme than HK, and
o increase general stability of the system it is necessary to stabilize
K.

As to storage stability of the bi-enzyme microbiosensor, the
esponses to glucose and ATP did not change at least for 3 months
hile stored in dry at T =−20 ◦C.

Selectivity is also a vitally important characteristic for any
iosensor or sensor device. This characteristic is determined by
he transducer selectivity, on the one hand, and the enzyme
electivity—on the other. The selectivity of platinum electrodes,
sed in our case, toward hydrogen peroxide is not high enough
nless special approaches are applied. Special surface modification

s required because numerous electroactive substances are oxidized
n the electrode surface at a potential of +600 mV generating an
lectrochemical signal [20,25]. That is why the platinum electrode
ith a PPD film electrodeposited on its surface was used in this
ork as a transducer. This procedure allowed to obtain a transducer
hich was almost insensitive to the presence of electroactive sub-

tances (ascorbic acid, uric acid, aspartic acid, dopamine, l-cysteine
nd acetaminophen) at their physiological concentrations in the

edium analyzed (Fig. 7). It is remarkable that PPD film is stable

nough and selectivity of microbiosensors covered by such films to
lectroactive interferences remains unaffected during at least 6-h
ontinuous work [20,25].
Fig. 6. Temperature dependence of microbiosensor responses to 0.5 mM glucose (1)
and to 0.5 mM ATP (2). Measurements in 25 mM HEPES buffer, pH 7.4, at constant
potential +0.6 V vs. Ag/AgCl reference electrode.

As for selectivity of the enzymatic system applied, the
bi-enzyme microbiosensors were tested with regard to their sensi-
compounds. Microelectrode covered with poly-m-phenylendiamine demonstrated
negligible responses to aspartic and uric acids, dopamine and APAP. Measurements
in 25 mM HEPES buffer, pH 7.4, at constant potential +0.6 V vs. Ag/AgCl reference
electrode.
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Table 2
Influence of interfering analogues of ATP on the glucose and ATP microbiosensors responses. Measurements were done in 25 mM HEPES buffer, pH 7.4, at a constant potential
of +0.6 V vs. Ag/AgCl reference electrode.

Responses of glucose microbiosensor (nA) Responses of bi-enzyme ATP microbiosensor (nA)

To 0.5 mM glucose
without interfering

To 0.5 mM glucose + interfering
agentsa

To 0.5 mM glucose
without interfering

To 0.5 mM ATP + 0.5 mM
glucose without

To 0.5 mM glu-
cose + interfering

To 0.5 mM ATP + 0.5 mM
glucose + interfering
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[

[

[22] A. Sols, G. De La Fuente, C. Villarpalasi, C. Asensio, Biochim. Biophys. Acta 30
(1958) 92.

[23] D.C. Hohnadel, C. Cooper, Eur. J. Biochem. 31 (1972) 180.
[24] O.M. Schuvailo, O.O. Soldatkin, A. Lefebvre, R. Cespuglio, A.P. Soldatkin, Anal.
agentsa agentsa

.043±0.045 3.029±0.086 3.026±0.045

a Interfering agents: 0.5 mM GTP + 0.5 mM UTP.

00 �M ATP remained the same both in the presence of interfering
ubstances and in their absence (Table 2).

Considering the obtained selectivity results a conclusion can be
one that the developed bi-enzyme microbiosensor by its charac-
eristics is suitable for ATP analysis in biological samples. Moreover,
n the case of biological samples consisting glucose to measure ATP
t is necessary to use two biosensors: based on glucose oxidase (glu-
ose biosensor) and based on glucose oxidase and hexokinase (ATP
iosensor).

. Conclusion

The microbiosensor based on cylindrical platinum microelec-
rode and co-immobilized glucose oxidase and hexokinase have
een developed for in vitro analysis of ATP concentrations. The
icrobiosensor can measure ATP concentrations down to the

.5 �M detection limit with response time about 15–20 s. The
pplied PPD layer allows rejecting almost completely interferences
aused by electroactive compounds like biogenic amines and their
etabolites, ascorbic acid, uric acid and L-cystein. Moreover, the
icrobiosensor developed is insensitive to ATP analogues, such as
TP and UTP too. Thus, the microbiosensor method is potential

or in vitro study of ATP concentration in low micromolar range
n microvolumes to study kinetics of the process of consumption
r production of macroergic triphosphate molecules. Moreover,
he ATP microbiosensor developed can be efficiently used in food
ndustry as a tool for detection of micro-fungal contamination as

ell as in drug design at development of inhibitors for specific
inases and others target enzymes.
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Hydrazine (HZ) and sodium borohydride (BH) are commonly used reagents for the production of palla-
dium nanoparticles (PdNP) in aqueous solution and also for the reduction of arsenic from higher oxidation
state to lower oxidation state. A methodology based on the quantitative adsorption of reduced arsenic
species on PdNP generated in situ by BH and HZ is described to characterize As (V) and As (III) in environ-
mental water samples. It was observed that PdNP obtained by BH gave quantitative recovery of As (V) and
(III) and the PdNP obtained by HZ could account for As (III). The reduced palladium particles are collected
and dissolved in minimum amount of nitric acid. The quantification of arsenic was carried out using
rsenic (III)
rsenic (V)
peciation
alladium nanoparticles
odium borohydride
ydrazine
raphite furnace atomic absorption

GFAAS. Optimization of the experimental conditions and instrumental parameters were investigated in
detail. The proposed procedure was validated by applying it for the determination of the content of total
As in Certified Reference Material BND 301-02 (NPL, India). The detection limit of arsenic in environmental
water samples was 0.029 �g L−1 with an enrichment factor of 50. The relative standard deviation (R.S.D.)
for 10 replicate measurements of 5 �g mL−1 was 4.2%. The proposed method was successfully applied for
the determination of sub ppm to ppm levels of arsenic (V), (III) in environmental water samples.
pectrometry

. Introduction

Ground water is the main source of potable water for a large
umber of people all over the world. Arsenic is a constituent in some
ommon minerals like arsenopyrite (FeAsS), orpiment (As2S3),
ronpyrites (FeS2) and it has been established that desorption or
eductive dissolution of arsenic from arsenic bearing minerals have
ed to dissolved arsenic concentrations greater than 50 �g L−1 in
round water. Under certain conditions some sources have reported
quifiers in West Bengal have levels greater than 300 �g L−1.
rsenic is known to be a natural carcinogen and the manifestations
f arsenic toxicity in the communities dependent on this ground
ater for their sustenance have been well documented [1].

Arsenic in ground water exists in two oxidation states: As (V)
rsenate, which is predominant in oxidizing condition and As (III)
rsenite, under reducing conditions. Generally, inorganic arsenic is
ore toxic than organic arsenic, and trivalent arsenite is more toxic

han pentavalent arsenate and zero-valent arsenic. Arsenic, partic-

larly in its trivalent form, inhibits critical sulfhydryl-containing
nzymes. In the pentavalent form, the competitive substitution of
rsenic for phosphate can lead to rapid hydrolysis of the high-
nergy bonds in compounds such as ATP. The carcinogenic effects of

∗ Corresponding author. Tel.: +91 22 25595691; fax: +91 22 25505151/19613.
E-mail address: acudas@barc.gov.in (A.C. Udas).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.027
© 2009 Elsevier B.V. All rights reserved.

inorganic arsenic in drinking water and the consequent worldwide
human health implications have led the environment protection
agencies to establish a maximum concentration limit of 10 �g L−1

[1,2]. Quantification of total arsenic and the differentiation of As (III)
and As (V) in real samples remains a challenge at the lower limit of
detection [3,4].

Conventional analytical techniques like spectrochemical, elec-
trochemical, atomic spectroscopic, ED-XRF and mass spectrometric
methods have been used for the determination of low concentra-
tions of arsenic. Measurement of the volatile arsine by AAS [5],
ICP-AES [6], ICP-MS [7,8] is also commonly used for determinations
of trace levels of arsenic.

For the differential quantification of As (V) and As (III), method-
ologies based on the arsenomolybdate chemistry, ammonium
pyrrolidinedithiocarbamate chemistry and arsine formation by As
(V) and As (III) at different acidities have been modified and
adopted. Measurement based on the gas phase chemilumines-
cence’s (CL) reaction of arsine and ozone [9], purple colour of
nanoparticles of ethyl violet with an isopolymolybdate-iodine
tetrachloride complex [10] has been reported. Differential estima-
tion of As (V), As (III) using Ag diethyldithiocarbamate (SDEDTC)

[11,12], diethyldithiophosphate on C-18 bonded Si-column [13],
Ni and Pb pyrrolidinedithiocarbamate [14,15], 12-molybdoarsenic
acid [16], Cloud Point Extraction using APDC, Triton X-114 [17],
PTFE turnings [18,19], immobilized yeast [20], TiO2 nanoparticles
immobilized on silica gel [21], mesoporous TiO2 [22] has also been
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eported. Recently, a separation of As (V), (III) by adsorption on CTAB
odified alkyl silica sorbent has been reported [23]. Chromato-

raphic separation techniques like IC and HPLC hyphenated with
AS, ICP-AES, and ICP-MS have been utilized for identification and
uantification of arsenic species; however, the low levels of As (III)
nd As (V) in environmental samples necessitate preconcentration
24,25].

Transition metal nanoparticles have been widely synthesized
nd studied due to their applications in the area of catalysis, opto-
lectronics, etc. [26–29]. Palladium is known to be a versatile
atalyst and reducing agents like sodium borohydride (BH) [30],
ydrazine (HZ) [31] ascorbic acid (ASA) [32] are used to produce
alladium nanoparticles (PdNP). Palladium particles generated in
itu have been used as a carrier for the separation and preconcentra-
ion of trace elements from a variety of matrices like nickel-based
eat resisting superalloys, steels and several metals [33], high purity

ron [34] and natural waters [35]. It was seen that, trace ele-
ents adsorbed on palladium, depended on the reducing agent

sed to generate the palladium particles [35]. Recently palladium
anoparticles have been used for the reduction, preconcentration
nd estimation of Cr (VI), Cr (III) in tested soil and aqueous media
36].

GFAAS is a sensitive technique and is routinely used for the
etermination of trace impurities in a variety of matrices. The long
esidence times and efficient sample delivery enable low detec-
ion limits [37]. However, this technique is prone to interference
rom matrix. Also arsenic compounds are known to be volatile
ence chemical matrix modifiers are used to stabilize the analyte
o higher temperatures to obtain separation from background and
btain reproducible analytical results. Ni, Pd, Pd–Mg modifiers have
een investigated and are routinely used in arsenic estimations by
FAAS [38,39].

In this paper we have developed the idea of in situ reduction and
dsorption of arsenic on palladium nanoparticles for the character-
zation and quantification of As (V) and As (III) in environmental
amples. It was seen that under our experimental conditions BH,
Z and ASA reduced Pd (II) to Pd (0), however Pd particles gen-
rated by BH showed recovery of both As (V) and As (III), and Pd
articles generated by HZ and ASA showed recovery of only As (III).
ptimization of the experimental conditions including pH of reduc-

ion, concentration of reducing agents, amount of palladium, effect
f common ions present in sample and instrumental parameters
ike furnace conditions were investigated in detail. The proposed

ethod has been successfully applied for the quantification of
rsenic (V), (III) in environmental water samples. The proposed pro-
edure was validated by applying it for the determination of total
s in Certified Reference Material BND 301-02 (National Physical
aboratory, India).

. Experimental

.1. Instrumentation

GBC 906AA AAS unit with deuterium-arc background correction,
F 3000 ElectroThermal Atomizer and an auto sampler PAL-3000
ere used in the present investigation. Pyrolytic graphite coated

urnace tubes (GBC part no. 99-0059-00) were used in all the stud-
es. All measurements were performed using integrated absorbance
peak area). The elemental hollow cathode lamp of Arsenic � 193.7,
BC, Australia was used.
.2. Reagents

Supra pure nitric acid 65%, Supra pure hydrochloric acid 35%
rom E. Merck Darmstadt, Germany were used for all sample
78 (2009) 1122–1128 1123

treatments. Nanopure water of 18.3 M� delivered from Barn-
stead Thermolyne Water Purification System was used for all
dilutions and washings. Standard solutions of As (V) were pre-
pared by suitable dilution of certified AAS standard solution
(1 mg mL−1) from E. Merck Darmstadt. Arsenic (III) solution was
prepared by dissolving sodium arsenite in 5% hydrochloric acid.
Palladium solution was prepared by dissolving weighed quan-
tities of palladium metal (99.99%) in 10 mL conc. nitric acid
and making up to volume. 10% sodium borohydride (Riedel-
de Haen, AG 96%), 10% ascorbic acid (AR Grade, Thomas Baker,
India) and 10% hydrazine nitrate (E. Merck, AG, Darmstadt) were
prepared by dissolving weighed quantities and making up to
volume.

All containers and glassware were cleaned by soaking succes-
sively in three baths of 10%, 1% and 0.1% double distilled nitric acid
in nanopure water. All glassware was stored in 0.1% nitric acid baths
till further use.

2.3. General procedure

2.3.1. Estimation of As (V, III)
A suitable aliquot of sample solution (10–50 mL) was taken in

a beaker to which 2 mg Pd (II) was added. The pH of the solution
was adjusted to 3 using dilute ammonia and hydrochloric acid. 10%
freshly prepared BH was added to reduce palladium completely.
The beaker was kept aside for 0.5 h. The contents were transferred
to centrifuge tubes and centrifuged. The supernatant solution was
discarded and the collected palladium particles were dissolved
in 0.1 mL conc. HNO3 and 0.02 mL HCl and made up to volume
(1 mL).

2.3.2. Estimation of As (III)
A similar aliquot of sample solution (10–50 mL) was taken in

a beaker to which 1 mg Pd (II) was added. The pH was adjusted
to 3 and 10% freshly prepared HZ was added drop wise. The
reduced palladium was treated as above and made up to volume
(1 mL).

Sample blanks were prepared by running aliquots of deionised
water through the sample procedure.

The processed samples, blanks, aqueous standards and modifier
were injected into the graphite furnace using an auto sampler. The
required amounts were adjusted using the auto mix function of the
auto sampler.

3. Results and discussion

3.1. Optimization of graphite furnace atomic absorption
spectrometer

3.1.1. Ashing and atomization temperature
Optimization of furnace conditions was carried out so that

effective ashing and atomization temperatures were arrived at, to
eliminate any matrix effect and ensure extended life of tube. Arsenic
compounds are known to be volatile hence palladium was used to
stabilize arsenic to provide a reliable analyte signal. To optimize the
pyrolysis temperature the recommended atomization temperature
of 2300 ◦C was chosen and the pyrolysis temperature was varied in
steps of 100 ◦C, starting from 600 ◦C to 1600 ◦C showed a decline
in absorbance from 600 ◦C to 1000 ◦C after which there was a rise
which remained constant from 1200 ◦C to 1400 ◦C. Pyrolysis tem-
perature of 1300 ◦C was selected and the atomization temperature

was then varied in steps of 100 ◦C from 2000 ◦C to 2500 ◦C. It was
observed that in the analyte signal reached a well-defined plateau
between 2200 ◦C and 2400 ◦C after which a decrease in signal was
seen. Though the absorbance in the peak height was higher than
in the peak area mode, the results in the area mode showed better
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Table 1
Effect of reducing agents on recovery of As (V) and As (III).

Reducing agents Added (ng) Found

As (III) As (V)

Sodium borohydride, n = 3 200 – 200±5
– 200 198±4
200 200 403±3

Hydrazine dichloride, n = 3 200 – 203±6
– 200 ND
200 200 206±4

Ascorbic acid, n = 3 200 – 198±5
– 200 ND
200 200 205±8
ig. 1. Relationship between (a) ashing and (b) atomization temperature and
bsorbance of arsenic. Each point represents absorbance for 0.2 �g L−1 of arsenic
Pd modifier): (�) peak height; (�) peak area.

recision and linear calibration. Pyrolysis temperature of 1300 ◦C
nd atomization temperature of 2300 ◦C and peak area mode was
sed in all further studies (Fig. 1).

.1.2. Effect of modifier
In present investigation arsenic was collected by its adsorption

n colloidal palladium and hence the samples contained inher-
ntly dissolved palladium. Studies were carried out to ascertain
hat the range of the concentration of modifier did not alter and
ffect the analyte signal. The amount of Pd (II) added was from
�g to 80 �g Pd per atomization cycle. It was observed that there
as no change in the absorbance for 200 ng mL−1 arsenic, when

0–25 �g Pd (II) was used. Less than 10 �g and more than 25 �g

d resulted in decrease in absorbance (Fig. 2). The Pd in our experi-
ent varied from 10 �g to 20 �g and hence did not affect the analyte

ignal.

ig. 2. Relationship between concentration of modifier and absorbance of arsenic.
ach point represents absorbance for 0.2 �g L−1 of arsenic.
ND = not detected, n = no. of replicates.

3.2. Effect of BH, HZ and ASA on the reduction and adsorption of
arsenic on PdNP

A study of the effect of BH, HZ, and ASA on the reduction and
adsorption of arsenic on PdNP was carried out using recommended
procedure. It was observed that there was quantitative recovery
of arsenic (V) and (III) on PdNP from the solutions reduced by BH,
while only As (III) was recovered in solution reduced by HZ and ASA
(Table 1). Ascorbic acid and hydrazine showed effective reduction
of palladium but could not reduce As (V) under the experimental
conditions.

3.3. Effect of Pd concentration

A study on the effect of the concentration of palladium on the
recoveries of As (V), As (III), was carried out. Increasing amount of
palladium i.e. 0.5–6 mg was added to solutions containing 2 �g As
(V) and 2 �g As (III). 10% BH, 10% HZ and 10% ASA were added to
the solutions which were treated as in the recommended proce-
dure. It was found that for the BH reduction quantitative recovery
of As (V) started with 2 mg Pd and remained constant up to 6 mg
Pd. For the HZ reduction of As (III) it started from 0.5 mg Pd and
remained constant up to 6 mg Pd and for ASA reduction of As
(III) started at 4 mg Pd and was constant till 6 mg of Pd. There
was no recovery of As (V) in solutions reduced by HZ and ASA
(Fig. 3). ASA reduction required 4 mg Pd for quantitative recov-
ery of As (III) while HZ reduction showed 100±2% recovery with
0.5 mg Pd.

Adsorption capacity is a surface property and is a function of
surface area. The higher adsorption shown by PdNP generated
by HZ may be due to a higher active surface area. Adsorption
capacity of PdNP (HZ) is 4 mg g−1, ASA is 0.5 mg g−1 while that
of PdNP (BH) is 1 mg g−1. Since PdNP generated using hydrazine
had a higher adsorption capacity than ascorbic acid, hydrazine was
used for the estimation of As (III) and BH for the estimation of
As (V).

For all subsequent investigations 1 mg Pd was used for quantifi-
cation of As (III) by HZ, and 2 mg Pd was used for quantification of
As (V) + As (III) using BH.

Regeneration of palladium: The sample solutions containing
reduced palladium with adsorbed arsenic are acidified with nitric
acid and warmed gently. All the arsenic is oxidized to (V). The

pH of solution is adjusted to 3 with dilute ammonia and pal-
ladium in the solution is reduced by hydrazine. The reduced
palladium is reused after washing and dissolving in nitric acid.
The regeneration and reuse of palladium greatly reduces the
effective cost per analysis and makes it an economical viable
procedure.
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ig. 3. Relation between concentration of palladium and recoveries of As 2 �g: (�)
s (V) using sodium borohydride, (�) As (III) using hydrazine, and (�) As (III) using
scorbic acid.

.4. Characterization of palladium particles

The particles obtained by reduction of palladium by BH and HZ
ere collected and washed free of reducing agent. These particles
ere taken in isopropyl alcohol (IPA) and dispersed by ultrasonifi-

ation. A drop was taken on a glass slide and the sample was coated
ith 5 nm Au with Baltec-Tec sputter coater model SCD 050. The
articles were examined in secondary electron mode at 30 kV beam
cceleration. Micrograph (Fig. 4a and b) indicates the presence of
gglomerated particles. The BH generated particles had an average
ize of 50–100 nm (Fig. 4a) while those generated by reduction with
ydrazine had an average size of 80–110 nm (Fig. 4b).

.5. Characterization of arsenic adsorbed on PdNP

The particles obtained by reduction of palladium by BH and HZ
n the presence of As (V) and As (III) were collected and washed free
f reducing agent. XPS measurements were performed on the par-
icles using a Clam-II analyzer equipped with a magnesium anode
Mg K�) and operating at a pressure of 10−9 Torr. It was seen that
he PdNP obtained by reduction with HZ in the presence of As (III)
Fig. 5a) and that reduced by BH in the presence of As (V) + As (III)
Fig. 5b) showed a peak corresponding to binding energy 45 eV.
inding energies between 43.4 eV and 45.0 eV have been reported

or different oxygen containing As (III) species, the exact value of
hich depends on the corresponding anions [40–44]. The quanti-

ative recovery of As (V) and As (III) on palladium is explained thus,
hat BH reduces the As (V) to As (III) which is then chemisorbed
n the surface of palladium. This corroborates the experimental
ndings.

.6. Optimization concentration of reducing agents
To solutions containing appropriate amount of Pd and As (V),
s (III) varying amounts of BH and HZ was added. These were then

reated as in the general procedure. It was observed that addition
f 100 mg of BH (1 mL of 10%) showed recovery of As (V) + As (III)
Fig. 4. Scanning electron micrograph images of PdNP prepared using (a) sodium
borohydride and (b) hydrazine.

while 100 mg HZ (1 mL of 10%) showed recovery of As (III). Based on
these results 1 mL of 10% BH and 10% HZ were employed in further
investigations.

3.7. Effect of pH

Reduction reactions are known to be pH dependent therefore
the effect of pH for the quantitative recovery of arsenic was stud-
ied adopting the general procedure to the BH and HZ sets after
adjusting the pH of the solution from 1 to 9 using dilute ammo-
nium hydroxide or hydrochloric acid. It was observed that As (V)
and As (III) were quantitatively recovered by BH reduction from pH
1 to pH 9, while As (III) showed 100% recovery by HZ reduction, from
pH 3 to pH 9.

3.8. Effect of sample volume

The low levels of arsenic in samples make enrichment of the
analyte necessary for quantification. Hence the effect of sample
volume on the recovery of arsenic was studied. Two sets of syn-
thetic sample solution, of volume ranging from 10 mL to 1000 mL

which contained 1 �g As (V) + 1 �g As (III), were taken and were run
through the protocol of the recommended BH and HZ procedure.
It was observed that the recovery of As (V), (III) by BH and HZ was
98–100% in sample volumes from 10 mL to 50 mL and decreased
in sample solutions from 100 mL to 1000 mL. The reduced palla-
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The calibration curve obtained using processed standards and
aqueous standards showed that there was no significant difference
in their absorbance values. The graph was linear up to 400 ng mL−1

arsenic. The slopes for aqueous standard and processed standard

Table 2
Effects of foreign ions on the determination of As (V) and As (III).

Ions (mg L−1) Recovery (%) aAs (III) Recovery (%) bAs (III + V)

Na+ 1000 101 99
K+ 10 102 100.5
Ca2+ 1000 104 101.0
Mg2+ 1000 101 94.5

(�g L−1)
Cu2+ 200 101 98
Mn2+ 200 98 100.5
Zn2+ 200 99 102
Al3+ 200 103 98
Fe3+ 200 102 99

(mg L−1)
Cl− 1000 101 101
NO3

− 1000 103 100.5
2−
ig. 5. (a) X-ray photoemission spectrum of As (V) on PdNP prepared using sodium
orohydride. (b) X-ray photoemission spectrum of As (III) on PdNP prepared using
ydrazine.

ium was collected and solution was made up to 1 mL; hence the
nrichment factor approached 50.

.9. Effect of time

To establish the minimum time required for quantitative adsorp-
ion of arsenic on PdNP, the recommended procedure was applied
o sample and the PdNP are collected at time intervals of 0–8 h. It
as seen that BH and HZ reduction showed 95–100% recovery at
.5 h (Fig. 6).

.10. Interferences studies
The effect of common cations and anions present in natural
round water/environmental waters on the uptake of arsenic on
alladium particles was carried out by spiking samples with Na+,
+, Ca2+, Mg2+, Cl−, NO3

−, SO4
2−, Fe3+, Cu2+, Zn2+, Mn2+, Al3+, PO4

3−

t concentration reported in ground water [45]. It was seen that
Fig. 6. Relationship of time and recovery of arsenic on PdNP. (�) % recovery of As
(V, III) using sodium borohydride; (�) % recovery of As (III) using hydrazine.

these extreme concentrations of foreign ions did not interfere in the
recovery of trace concentrations of arsenic in groundwater samples
(Table 2).

3.11. Calibration, precision and figure of merit

Standard arsenic (V) and arsenic (III) solutions were used to
obtain the calibration curve for As (V) and As (III). Aliquots con-
taining 5 ng As (V), 5 ng As (III) to 1 �g As (V), and 1 �g As (III)
were taken and processed according to the recommended BH and
HZ procedure. The processed solutions and aqueous standard solu-
tions were injected into the graphite furnace using an auto sampler.
The required amounts of each were adjusted using the auto mix
function of the auto sampler. Palladium was used as modifier and
optimized furnaces programme was employed for carrying out the
analysis.
SO4 1000 96 97
(�g L−1)

PO4
3− 250 97 101.5

a As (III): 1 �g L−1 (HZ).
b As (V): 1 �g L−1 + As (III): 1 �g L−1 (BH).
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Table 3
Comparison of the published methods with the proposed method in this work.

Extractant Detection method Enrichment factor Detection limit (�g L−1) Reference

Butane-1-ol GFAAS 20 0.2 [16]
PTFE turnings GFAAS 44 0.008 [18]
PTFE turnings HG AAS 10 0.02 [19]
Immobilized nanometer TiO2 GFAAS 50 0.024 [21]
Modified mesoporous TiO2 ICP-AES 50 0.11 [22]
CTBA modified alkyl silica microcolumn ICP-OES 26.7 0.15 [23]
Pd-nanoparticles GFAAS 50 0.029 This work

Table 4
Determination of arsenic (V), (III) in ground water samples.

Sample Added (�g mL−1) GFAAS (�g mL−1) ICP-MS (�g mL−1)

As (III) As (V) As (III) As (III, V) As (III) As (III, V)

BND 301-02a, n = 7b – – ND 1.01±0.03 ND 1.01±0.02
Groundwater, n = 3b – – ND 4.09±0.03 ND 4.3±0.2
Groundwater, n = 3b 0.5 0.5 0.53±0.02 5.08±0.02 0.48±0.01 5.12±0.02
Processed water, n = 3b – – 0.23±0.03 0.58±0.04 0.25±0.02 0.61±0.01
Processed water, n = 3b 0.5 0.5 0.74±0.01 1.60±0.02 0.74±0.02 1.62±0.02

ND = not detectable.
a CRM provided by National Physical Laboratory, India.
b Number of replicates.

Table 5
Determination of arsenic (V), (III) in groundwater samples received from National Institute of Miners Health, Ministry of Mines, Government of India.

Sample code no. Present method Ammonium molybdate method [16]

Total (As) (�g mL−1) As (III) (�g mL−1) As (V) (�g mL−1) Total (As) (�g mL−1) As (V) (�g mL−1) As (III) (�g mL−1)

B-1 1.20±0.04 0.61±0.03 0.58±0.03 0.98±0.05 0.42±0.01 0.59±0.04
B-2 2.82±0.3 1.35±0.04 1.47±0.04 2.83±0.02 1.51±0.05 1.33±0.03
B 5±0.0
B 0±0.0
B ±0.0
B
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-3 1.63±0.05 0.69±0.01 0.9
-4 0.64±0.02 0.22±0.02 0.4
-5 1.94±0.05 0.47±0.03 1.47
-6 <10−4 <10−4 <10−4

ere 0.00172 and 0.00189, respectively. The regression and stan-
ard deviation of the two lines were 0.999 and 0.998, and 0.017 and
.018, respectively. Since the properties of the calibration curve are
imilar, aqueous standards were used for quantification of arsenic
n all the experiments.

The limit of detection defined as CL = 3SB/m (where CL is the limit
f detection, SB is the standard deviation for 10 replicate measure-
ent of the blank and m is the slope of the processed calibration

urve, respectively) was 0.029 �g L−1 for As (III). The relative stan-
ard deviation (R.S.D.) for 10 replicate measurements of 5 ng mL−1

f processed sample was 4.2%. The enrichment factor of present
ethod is 50. The analytical data i.e. enrichment factor and detec-

ion limit obtained by the present method compares favorably with
hose reported in literature [16,18,19,21–23] (Table 3).

.12. Validation of proposed method and application for analysis
f samples

To validate the proposed method, the procedure has been
pplied for the determination of the content of total As in water
ertified Reference Material BND 301-02 (National Physical Labo-
atory, India) The determined value 1.0±0.03 �g mL−1 (n = 7) was
n good agreement with the certified value of 1.0±0.02 �g mL−1.
he t value at 95% confidence was 2.1. The critical value of t0.05,6 is
.45 validating that the estimated value and the certified value are

he same.

This protocol was applied to ground water samples received by
ur laboratory. The samples were filtered through a 0.45 �m mem-
rane filter. Known amounts of As (V) and As (III) were spiked in
hese samples and run through the BH and HZ protocols. Arsenic
2 1.64±0.03 0.98±0.02 0.63±0.04
3 0.63±0.02 0.41±0.01 0.25±0.03
1 1.93±0.04 1.52±0.05 0.41±0.04

<10−4 <10−4 <10−4

was quantified by GFAAS. The results indicated that the recoveries
of spiked As (V) and As (III) obtained were from 98% to 102%. These
samples were also analyzed by ICP-MS (Table 4).

The BH and HZ analytical protocol was applied to another set of
ground water samples received from National Institute of Miners
Health, Ministry of Mines, Government of India, which contained
unknown concentrations of As (V) and As (III). Our laboratory has
developed a procedure for the analysis of As (V) and As (III) using the
ammonium molybdate chemistry which has been published earlier
by the same authors [16]. Arsenic (V) is known to form heteropoly-
acid with ammonium molybdate in acidified aqueous solutions
which was quantitatively extracted into butane-1-ol. Sample solu-
tions were gently warmed with nitric acid and As (III) oxidizing to
As (V) and total arsenic was estimated. The samples were analyzed
applying the present procedure and also the ammonium molyb-
date procedure. The present method distinguishes As (III) and total
arsenic, while the ammonium molybdate protocol estimates As (V)
and total arsenic. The analytical results, which are presented in
Table 5, establish that the differential determination of As (V) and
As (III) using both the protocols are in good agreement with each
other.

4. Conclusions

We have presented here a novel, simple, economic, sensitive and

accurate method for an offline differential determination of trace
amounts of arsenic in ground water samples. A methodology based
on the quantitative adsorption of reduced arsenic species on PdNP
generated in situ by BH and HZ is described to characterize and
quantify As (V) and As (III) in environmental water samples. The
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uantification of arsenic was carried out using GFAAS. The detection
imit of arsenic in environmental water samples was 0.029 �g L−1

y GFAAS by the present technique which has an enrichment fac-
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a b s t r a c t

The electrochemical behaviors of guanosine on the ionic liquid of N-butylpyridinium hexafluorophos-
phate (BPPF6) modified carbon paste electrode (CPE) was studied in this paper and further used for
guanosine detection. Guanosine showed an adsorption irreversible oxidation process on the carbon
ionic liquid electrode (CILE) with the oxidation peak potential located at 1.12 V (vs. SCE) in a pH 4.5
Britton–Robinson (B–R) buffer solution. Compared with that on the traditional carbon paste electrode,
small shift of the oxidation peak potentials appeared but with a great increment of the oxidation peak
current on the CILE, which was due to the presence of ionic liquid in the modified electrode adsorbed the
guanosine on the surface and promoted the electrochemical response. The electrochemical parameters
such as the electron transfer coefficient (˛), the electron transfer number (n), and the electrode reac-

−4 −1
yclic voltammetry
lectrooxidation

tion standard rate constant (ks) were calculated as 0.74, 1.9 and 1.26×10 s , respectively. Under the
optimal conditions the oxidation peak current showed a good linear relationship with the guanosine con-
centration in the range from 1.0×10−6 to 1.0×10−4 mol/L by cyclic voltammetry with the detection limit
of 2.61×10−7 mol/L (3�). The common coexisting substances showed no interferences to the guanosine
oxidation. The CILE showed good ability to distinguish the electrochemical response of guanosine and
guanine in the mixture solution. The urine samples were further detected by the proposed method with

satisfactory results.

. Introduction

Ionic liquids (ILs) are molten salts with the melting point close
o or below room temperature. They are composed of two asym-

etrical ions of opposite charges that only loosely fit together
nd have been used as a new class of green solvents, which can
e used in different fields of chemistry [1]. RTILs exhibit many
irtues such as high chemical and thermal stability, negligible vapor
ressure, high conductivity and wide electrochemical windows.
herefore RTILs have been used in different fields of chemistry
uch as electrochemistry, organic synthesis, catalysis, electrode-
osition and separation, etc. [2–8]. Recently, RTILs were proposed
s an efficient binder in place of nonconductive organic binders
or the preparation of carbon ionic liquid electrodes (CILEs), which

as regarded as a new kind of chemical modified electrode with

he advantages such as high conductivity, fast electron transfer rate
nd low overpotential for biomolecules. Several groups had applied
ifferent ILs modified electrodes to the detection of electroactive

∗ Corresponding author. Tel.: +86 532 84023927; fax: +86 532 84023927.
E-mail address: sunwei@qust.edu.cn (W. Sun).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.034
© 2008 Elsevier B.V. All rights reserved.

molecules [9–13] and the protein electrochemistry [14–18]. Maleki
et al. [19–21] developed an ionic liquid modified carbon paste elec-
trode with 1-octylpyridinium hexafluorophosphate (OPFP) for the
detection of some molecules. Zhao et al. [22] also used single-
walled carbon nanotube (SWCNT)-IL gel modified electrode for the
p-nitroaniline detection. Zhang et al. [23] also applied a 1-amyl-
3-methylimidazolium bromide (AMIMBr) modified carbon paste
electrode for the sensitive voltammetric detection of rutin. Laszlo
et al. [24] had investigated the ability of hemin, microperoxidase-11
and Cytochrome c to oxidize 2-methoxyphenol in the different ILs
and the results showed markedly higher activities in the IL media
compared to molecular solvents.

Guanosine is one of the important nucleosides present in nucleic
acids and is important in various biological processes such as the
mediation of the RNA splicing process and the protection dur-
ing brain ischemia [25]. The levels of nucleosides in urine have
been shown to be related to carcinoma [26] or as the marker in

liver diseases [27]. So it is important to establish sensitive meth-
ods for the guanosine detection. Different analytical methods had
been proposed for the analysis of guanosine, including high per-
formance liquid chromatography (HPLC) [28], ultra-performance
liquid chromatography (UPLC) [29], ion-pair HPLC [30], etc. Elec-
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rochemical methods can also be used for the investigation of
uanosine. But in general a relatively high oxidation potential is
equired to accomplish the oxidation reaction, which limits the
ensitivity and selectivity. Different kinds of chemical modified
lectrodes were devised for guanosine detection with the results
s the decrease of the electrochemical potential and the enhance-
ent of the sensitivity due to catalytic activity of the modifier. For

xample Goyal et al. [31,32] used a fullerene-C60-modified glassy
arbon electrode and nanogold modified indium tin oxide electrode
or the detection of guanosine and adenosine, respectively. Fortin
t al. [27] applied a boron doped diamond electrodes to study the
irect oxidation process of guanosine.

In this paper an ionic liquid N-butylpyridinium hexafluorophos-
hate (BPPF6) modified carbon paste electrode was fabricated for
he investigation of the electrochemical behaviors of guanosine.
s indicated in Refs. [19–21], the pyridinium-based ionic liquid
odified carbon paste electrode had shown many advantages and

isplayed very promising electrochemical reactivity toward dif-
erent compounds. Due to the �–� interaction of pyridinium ion
ith graphite and a layer of cationic pyridinium film present in

he electrode, the electrode was stable with the characteristics of
on-exchange and adsorptive ability. The electrochemical behav-
ors of guanosine on the CILE were carefully studied and the results
ndicated an adsorption behavior appeared. Based on the electro-
hemical response of guanosine, a new electrochemical method for
uanosine detection was established and further applied to the real
rine sample detection.

. Experimental

.1. Apparatus

All the electrochemical measurements were performed with
CHI 1210A electrochemical analyzer (Shanghai CH Instrument,

hina). Electrochemical studies were performed using a conven-
ional three-electrode system composing of a saturated calomel
lectrode (SCE) as a reference electrode and a platinum wire as
he auxiliary electrode. The working electrode was a home-made
-butylpyridinium hexafluorophosphate (BPPF6) modified carbon
aste electrode with the diameter of 4 mm. All the experiments
ere carried out at 25±1 ◦C.

.2. Chemicals
Guanosine (99%, Sigma), guanine (98%, Sigma), N-butyl-
yridinium hexafluorophosphate (BPPF6, Hangzhou Kemer Chemi-
al Limited Company, China) and graphite powder (average particle
ize 30 �m, Shanghai Colloid Chemical Plant) were used as received.
uanosine and guanine stock solutions were prepared by dissolv-

ig. 1. (A) Cyclic voltammograms on CILE for 0.2 mol/L pH 4.5 B–R (a) and 5.0×10−5 mol
H 4.5 B–R (c) and 5.0×10−5 mol/L guanosine in buffer solution (d). Scan rate: 100 mV/s.
(2009) 695–699

ing them into 0.1 mol/L NaOH solution. 0.2 mol/L Britton–Robinson
(B–R) buffer solution with various pH values was used as supporting
electrolyte. Aqueous solutions were prepared with doubly distilled
water. All other chemicals are commercially available with analyt-
ical grade and used without further purification.

2.3. Preparation of modified electrode

The traditional carbon paste electrode was prepared by mix-
ing 1.6 g of graphite powder and 0.5 mL of paraffin in a mortar and
grounded homogeneously. The resulting paste was packed into a
cavity (4 mm diameter) at one end of a glass tube. The electrical
contact was provided by a copper wire connected to the paste in
the inner hole of the tube.

The preparation process of the CILE was similar to that of the CPE
by mixing 2.1 g of graphite powder with 0.75 g of BPPF6 together
in a mortar and heated at 80 ◦C. Prior to use, the surface of the
well-prepared electrode was smoothed on a weighing paper.

2.4. Electrochemical measurements

The three-electrode system was immersed in a 10-mL electro-
chemical cell containing proper amount of guanosine and 0.2 mol/L
B–R buffer solution (pH 4.5). After accumulation at 0.6 V in a
still solution for 300 s, cyclic voltammetric experiments were per-
formed in the potential range from 0.50 to 1.30 V with the scan rate
as 100 mV/s.

2.5. Sample preparation

Urine samples received from laboratory personnel were col-
lected in tubes and then diluted 50 times with 0.2 mol/L B–R buffer
solution (pH 4.5). The diluted urine samples were spiked with cer-
tain amounts of guanosine standard solution and detected by the
proposed method.

3. Results and discussion

3.1. Cyclic voltammograms of guanosine

Cyclic voltammograms of 50 �M guanosine in pH 4.5 B–R buffer
solution on the different electrodes were recorded and shown in
Fig. 1. On traditional carbon paste electrode (CPE) an irreversible

oxidation peak appeared at +1.13 V (vs. SCE) with the oxidation peak
current as 6.644×10−6 A (curve d), which was contributed to the
electrochemical oxidation of guanosine. While on CILE, the oxida-
tion peak located at +1.12 V (vs. SCE) with the oxidation peak current
as 2.780×10−4 A (curve b), which was 41.84 times higher than that

/L guanosine in buffer solution (b); (B) Cyclic voltammograms on CPE for 0.2 mol/L
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peak area for guanosine oxidation, the values of n and � T were
obtained with the results as 1.9 and 5.02×10−9 mol/m2, respec-
tively. The value of n indicated that two electrons took part in the
oxidation reaction, which was similar with Refs. [34,35].
Scheme 1. The proposed electrooxidation mechanism of guanosine.

n CPE. It can be seen that the oxidation peak potential moved a lit-
le to the negative direction with a great increase of the oxidation
eak current, which was attributed to the presence of ionic liq-
id as the modifier in the carbon paste electrode. According to the
ecent reports [19,33], CILE showed the properties such as higher
onductivity, fast electron transfer rate, good anti-fouling proper-
ies, inherent catalytic ability and adsorptive behaviors. So more
uanosine can be accumulated on the surface of CILE and the pres-
nce of the IL can act as a very efficient promoter to enhance the
inetics of the electrochemical process. At the same time the back-
round current was increased, which maybe due to the increasing
apacitance of the highly viscous IL on the carbon electrode surface
11].

Based on the related Refs. [34,35], the electrochemical oxidation
echanism of guanosine implies an overall four electrons and four

rotons process in two steps. The primary electrooxidation step
ncluding two step of one electron and one proton process with
he free radical form involved an oxidation at N7 N8 position to
ive an 8-hydroxyguanosine, which can be further oxidized into
n unstable diimine with the following chemical reaction step. So
he proposed mechanism on the CILE may be expressed with the
ollowing equation, which involved a two electrons and two protons
xidation process (Scheme 1).

.2. Influence of buffer pH

The influence of the buffer pH on the electrochemical response
f guanosine was investigated in the pH range from 3.0 to 6.0
ith the results shown in Fig. 2. With the increase of buffer pH,

he oxidation peak potential moved to negative direction (curves
–g), indicating protons took part in the electrode reaction. The pH
ependence on the oxidation peak potential of guanosine resulted

n the linear regression equation as Epa (V) =−0.041 pH + 1.257 (n = 7,
= 0.998). The buffer pH also showed the influence on the oxida-

ion peak current and the maximum current value was got at pH
.5. So pH 4.5 buffer solution was selected for all the experiments.

.3. Influence of scan rate

The influences of potential scan rate on the electrochemical
esponses of guanosine in pH 4.5 B–R buffer were further studied
y cyclic voltammetry and the results were shown in Fig. 3. With
he increase of the scan rate, the oxidation peak current increased
radually and the oxidation peak potential moved toward more
ositive values. The oxidation peak current was directly propor-

ional to the scan rate in the range from 10.0 to 300.0 mV/s with the
inear regression equation as Ipa (�A) = 9.311� (V/s) + 105.7 (n = 13,
= 0.996), which indicated that electrode reaction of guanosine on

he CILE was an adsorption-controlled process. So the guanosine in
he solution was adsorbed and accumulated on the surface of the
Fig. 2. Influence of buffer pH (from a to g: 3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0) on the cyclic
voltammetric response of guanosine at the scan rate of 100 mV/s.

CILE firstly, then the electrochemical oxidation reaction was took
place.

The adsorbed amount (maximum surface concentration) of
guanosine on the CILE can be calculated according to the following
equation [36,37]:

Ip = nFQ�

4RT
= n2F2A�T �

4RT

where n is the number of electron transferred, F (C/mol) is the Fara-
day’s constant, A (cm2) is the area of the electrode, � T (mol/cm2) is
the surface concentration of the electroactive guanosine, Q (C) is the
quantity of charge consumed during the electrooxidation reaction
and � (V/s) is the scan rate.

Based on the relationship of Ipa with � and by integrating the
Fig. 3. Cyclic voltammograms of 5.0×10−5 mol/L guanosine in pH 4.5 B–R buffer
solution with different scan rates (from a to m: 20, 30, 40, 50, 60, 80, 100, 120, 140,
160, 180, 200, 220 mV/s).
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Fig. 4. Cyclic voltammograms of different guanosine concentrations (from a to g: 0,
10, 20, 30, 40, 50, 80 �mol/L) in the presence of 1.0×10−5 mol/L guanine in pH 4.5
B–R buffer solution at the scan rate of 100 mV/s.

Table 1
Analytical recovery of guanosine added to urine samples.

Added (�M) Found (�M) Recovery (%)

Sample 1 10.0 10.27 102.7
30.0 29.22 97.4
50.0 51.90 103.8
80.0 83.44 104.3
98 W. Sun et al. / Tala

The relationship of Epa with ln � was further constructed for
he calculation of the electrochemical parameters. In the scan
ate range from 10.0 to 300.0 mV/s, the linear regression equation
as expressed as Epa (V) = 0.049 ln � (V/s) + 1.228 (n = 13, � = 0.991).
ased on the Laviron’s equations [38]:

pa = E0′ + RT

(1− ˛)nF
ln �

og ks = ˛ log(1− ˛)+ (1− ˛)log ˛− log
RT

nF�
− (1− ˛)˛nF �Ep

2.3RT

Then the values of the electron transfer coefficient (˛) and the
lectrode reaction standard rate constant (ks) were calculated as
.74 and 1.26×10−4 s−1, respectively.

.4. Effect of accumulating conditions

Since the electrode process of guanosine was adsorption-
ontrolled on the CILE, the effect of accumulating conditions for the
.0×10−5 mol/L guanosine at the CILE was investigated. With the

ncrease of accumulating time the oxidation peak current increased
ithin 300 s and then leveled off, which indicated that the adsorp-

ion of guanosine on the CILE was saturated. The accumulating
otential was also investigated in the range from +0.1 to +0.8 V and
he maximum peak current was got at +0.6 V. So the accumulating
otential of +0.6 V was used for guanosine detection.

.5. Calibration curve

A series of guanosine solutions were measured by cyclic voltam-
etry in order to test the feasibility of the proposed procedure

nder the selected conditions. The oxidation peak currents were
ncreased linearly to guanosine concentration in the range from
.0×10−6 to 1.0×10−4 mol/L with two sections. The linear regres-
ion equations were got as Ipa (�A) = 12.66C (�mol/L)−5.2 (n = 10,
= 0.990) in the range of 1.0×10−6 to 1.0×10−5 mol/L and Ipa

�A) = 2.58C (�mol/L) + 117.1 (n = 11, � = 0.993) in the range from
.0×10−5 to 1.0×10−4 mol/L. The detection limit of guanosine with
ILE was estimated to be 2.61×10−7 mol/L (S/N = 3) and the rela-
ive standard deviation (R.S.D.) for 1.5×10−6 mol/L guanosine was
.5% with 7 times parallel determinations.

.6. Interferences

The influences of some foreign substances on the determina-
ion of 1.0×10−5 mol/L guanosine were investigated. The proposed

ethod showed good selectivity for guanosine detection without
he interferences from common coexisting compounds. For exam-
le, 1.0×10−4 mol/L of metal ions (e.g. Al3+, Mg2+, Cu2+, Zn2+), uric
cid, ascorbic acid and dopamine barely influenced the current
esponse of 1.0×10−5 mol/L guanosine (signal changes below 5%).

.7. Electrochemical response of guanosine and guanine

The CILE also showed excellent ability to distinguish the electro-
hemical responses of guanosine and guanine in the mixed solution.
ig. 4 showed the cyclic voltammograms of different concentrations
f guanosine with a fixed concentration of guanine on the CILE in
.2 mol/L pH 4.5 B–R buffer solution. Two well-defined oxidation
eaks appeared at 1.12 V and 0.84 V (vs. SCE), respectively, which

ere corresponded to the oxidation of guanosine and guanine. The
eak-to-peak separation was 280 mV, which was large enough for
he simultaneous determination. With the increase of the guano-
ine concentration the oxidation peak currents of guanosine also
ncreased gradually. Thus, electrochemical signals of guanosine and
Sample 2 10.0 9.82 98.2
30.0 30.87 102.9
50.0 48.25 96.5
80.0 83.68 104.6

guanine were independent of each other at CILE and hence CILE
showed good ability to distinguish the electrochemical response.

3.8. Stability and reproducibility of the modified electrode

The stability of the modified electrode was further evaluated.
After the modified electrode was stored for 3 weeks, only a small
decrease of peak current with a relative standard deviation (R.S.D.)
of about 4.7% for 5.0×10−5 mol/L guanosine was observed, which
could be attributed to the excellent stability of the modified elec-
trode. Four modified electrodes were prepared with the same
procedure and used for 5.0×10−5 mol/L guanosine detection. The
results showed an acceptable reproducibility with a R.S.D. of 3.2%.

3.9. Analytical applications

The practical analytical application of the method was further
established by the selective measurement of guanosine in human
urine. Two human urine samples obtained from laboratory person-
nel were preliminary treated according to the general procedure.
Then the samples were spiked with certain amounts of guano-
sine standard solution directly. The results of the determination
were listed in Table 1. The recovery of the spiked guanosine was
determined and the results were ranged from 96.5 to 104.6%,
demonstrating the accuracy of the proposed method.
4. Conclusions

In this paper the electrochemical behaviors of guanosine on the
N-butylpyridinium hexafluorophosphate (BPPF6) modified carbon
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a b s t r a c t

Organic compounds in ambient particulate matter (PM) samples are used as tracers for PM source appor-
tionment. These PM samples are collected using high volume samplers; one such sampler is an impactor
in which polyurethane foam (PUF) and polypropylene foam (PPF) are used as the substrates. The poly-
mer substrates have the advantage of limiting particle bounce artifacts during sampling; however these
substrates may contain background organic additives. A protocol of two extractions with isopropanol fol-
lowed by three extractions with dichloromethane (DCM) was developed for both substrate precleaning
and analyte extraction. Some residual organic contaminants were present after precleaning; expressed
as concentrations in a 24-h ambient PM sample, the residual amounts were 1 �g m−3 for plasticizers
and antioxidants, and 10 ng m−3 for n-alkanes with carbon number lower than 26. The quantification
limit for all other organic tracer compounds was ≈ 0.1 ng m−3 in a 24-h ambient PM sample. Recovery
experiments were done using NIST Standard Reference Material (SRM) Urban Dust (1649a); the aver-

age recoveries for polycyclic aromatic hydrocarbons (PAHs) from PPF and PUF substrates were 117± 8%
and 107± 11%, respectively. Replicate extractions were also done using the ambient samples collected
in Nogales, Arizona. The relative differences between repeat analyses were less than 10% for 47 organic
tracer compounds quantified. After the first extraction of ambient samples, less than 7% of organic tracer
compounds remained in the extracted substrates. This method can be used to quantify a suite of semi-
and non-polar organic tracer compounds suitable for source apportionment studies in 24-h ambient PM

samples.

. Introduction

Airborne particulate matter (PM) has been shown to be harmful
o human health [1–4] and the US Environmental Protection Agency
EPA) has set air quality standards for PM concentrations. PM can
e emitted directly into the atmosphere (primary PM), or formed in
he atmosphere by gas-to-particle conversion (secondary PM) [5].
rimary PM and PM-precursors are released by a large number of
ources and may be extensively transformed in the atmosphere.

dentification of the main sources of ambient PM is a first step in the
ffective and efficient control of ambient PM. Primary organic PM is
mitted from natural and anthropogenic sources, including diesel
ngine exhaust, gasoline engine exhaust, cooking exhaust, cigarette
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tates. Tel.: +1 480 2157488.
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J.O. Allen).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.039
© 2009 Elsevier B.V. All rights reserved.

smoke, road dust, tire wear and vegetative detritus. Primary organic
PM contributes approximately 10–30% of the total PM mass present
in urban and rural locations in the U.S. [6–9].

Source apportionment is a method for quantifying the contribu-
tion that different emission sources make to the PM concentrations
at a receptor location [10,11]. Previous studies have demonstrated
that organic species quantified using gas chromatography/mass
spectrometry (GC/MS) may be used as organic tracer compounds
for source apportionment of primary organic PM [7,12–16]. Those
organic tracers include polycyclic aromatic hydrocarbons (PAHs)
and oxygenated polycyclic aromatic hydrocarbons (OPAHs) from
incomplete combustion, n-alkanes from vehicle exhaust, and
hopanes and steranes from vehicle emissions of lubricant oil
[17–24]. Additional organic compounds include 2-(4-morpholinyl)
benzothiazole (24MoBT) from tire wear, levoglucosan and retene

from wood combustion, and cholesterol and oleic acid from food
cooking [25–30].

Organic tracer compounds are present in the atmosphere in con-
centrations of approximately 1 ng m−3, so extended sampling using
high volume samplers is usually required to collect quantifiable
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mounts of these compounds. Ambient PM samples for organic
racer analysis have usually been collected using a high volume
ampler in which particles with aerodynamic diameter, Da, larger
han 2.5 �m are removed by impaction and particles with Da less
han 2.5 �m are collected on quartz fiber filters (QFFs) or glass fiber
lters (GFFs) [7,12–15].

PM sources emit particles with distinct size distributions, fur-
her the behavior and fate of aerosol particles in the atmosphere
re strongly dependent on their size [31]. The connection between
rganic tracer compounds and particle size has motivated the col-
ection of size-segregated PM samples using cascade impactors
32–37]. When impactors are used to collect size-segregated
M samples, particles which strike the impaction substrate may
ebound from it, or they may strike built-up deposits and re-entrain
reviously collected material. These sampling artifacts are indis-
inguishable and are collectively called “particle bounce”. Turner
nd Hering [38] demonstrated that for multi-layered solid particle
eposits, less than 50% of solid particles were collected on uncoated
tages, while more than 90% of solid particles were collected on an
mpaction substrate impregnated with moderate viscosity (30–300
entistokes) oil. Prior to analysis the organic tracer compounds
ust then be separated from the oil, for example by high perfor-
ance liquid chromatography (HPLC) [32].
Demokritou et al. [39] have designed a high volume cas-

ade impactor (ChemVol, Model 2400, Thermo Fisher Scientific,
altham, MA) suitable for high volume size-segregated PM collec-

ion. This impactor has four impaction stages for PM collection in
hese size ranges: Stage 1: Da > 10 �m; Stage 2: Da = 2.5–10 �m;
tage 3: Da = 1.0–2.5 �m; and Stage 4: Da = 0.1–1.0 �m. An after
lter (AF) stage is used to collect particles smaller than the final
ut-off diameter. Polyurethane foam (PUF) is used as the impaction
edia and polypropylene foam (PPF) is used as the after filter
edia. The PUF and PPF are chemically somewhat inert and thus
inimize interference with chemical, biological, and toxicological

ests [40,41]. Like oil-impregnated membranes, PUF substrates have
een shown to efficiently collect particles at high loadings [40,41].
lthough no oil or grease coating is required for the PUF substrates,

he polymer media contain residual organic species including addi-
ives and oligomers which might interfere with later analysis [40].
he PPF filter media also likely contains residual organic species.

Once collected organic tracer compounds are isolated from the
ubstrates by solvent extraction, using either sequential extraction
ith ultrasonication or Soxhlet extraction. Substrates are usu-

lly spiked with isotopically labeled internal standards, extracted,
nd concentrated; organic compounds are then quantified using
C/MS techniques [27,42–44]. Commonly used solvents include
ichloromethane (DCM) [45,14,15]; benzene and isopropanol [46];
exanes, benzene and isopropanol [7]; hexanes [47]; DCM and
ethanol [48]; and toluene [49]. The extraction procedures are

esigned to remove both semi- and non-polar organic tracer
pecies.

The polymer substrates, PUF and PPF, have been used for organic
M sample collection and analysis in previous studies [50,51]. Salo-
en et al. [52] collected ambient PM on a PUF substrate using
high-volume inertial impactor similar to the ChemVol. They

xtracted the PUF substrates first using sonication with methanol;
hese extracts were dried and pooled; the methanol extracts were
hen Soxhlet extracted using DCM. This technique seems primarily
esigned to measure organics in doses for toxicological experi-
ents, not organic concentrations in ambient PM. Pennanen et

l. [53] used a similar extraction method. Initial extraction using

ethanol is not expected to quantitatively recover the entire suite

f organic tracer compounds, particularly higher molecular weight
MW) non-polar species including n-alkanes with carbon number
reater than 25 and PAHs with MW larger than pyrene because
hese have poor solubility in methanol [54].
(2009) 1115–1121

PUF cartridges have also been used following filters to collect
gas-phase semi-volatile organic compounds [55,56,28,21,57,34].
Fraser et al. [55,56] extracted the PUF plugs three times successively
with DCM. Schauer et al. [21,28] extracted PUF cartridges twice with
hexanes followed by three successive benzene/isopropanol (2:1)
extractions. Fernández et al. [34] used Soxhlet extraction with hex-
anes for 24 h to extract PUF plugs. Dachs and Eisenreich [57] used
Soxhlet extraction with petroleum ether for PUF extraction.

In this study, methods for precleaning and extracting a suite
of organic tracer compounds from ambient PM collected on PUF
and PPF substrates are evaluated. Repeated precleaning extractions,
recovery experiments with NIST Standard Reference Material, and
repeated analyses of ambient PM samples are used to evaluate the
methods. Organic contaminants inherent to PUF and PPF substrates
and a range of organic tracer compounds including semi- and non-
polar compounds in ambient samples are quantified. We evaluate
whether the present analytical methods may be used for the anal-
ysis of organic tracer compounds in size-segregated PM samples
collected on polymer substrates over 24 h.

2. Methods

2.1. Polymer substrate preparation

All glassware and laboratory tools were cleaned first using deter-
gent and water, then rinsing three times each with deionized water,
isopropanol (Burdick & Jackson, high purity 99.9%) and DCM (Bur-
dick & Jackson, high purity 99.9%).

PUF substrates (Thermo Fisher Scientific, Waltham, MA) were
annular pieces approximately 5 mm thick designed to collect PM
below the ChemVol slot impingers. Substrates were cleaned as
whole annular pieces. Each impactor stage had three slits arranged
as segments of a circle; PM samples were collected in three arc
sections on the PUF substrates. After sample collection, the PUF
substrates were cut into thirds so that the PM collected under each
slit was a replicate sample. The PPF substrates were also divided
in thirds. In this paper a substrate section refers to one-third of
the whole substrate. The mass of whole PUF substrate for Stage 1
was 0.718 g; Stage 2 was 0.662 g; Stage 3 and Stage 4 use the same
size substrate and the mass was 0.362 g. The mass for whole PPF
substrate was 5.76 g.

PUF substrates were precleaned using sequential solvent extrac-
tion to remove both semi- and non-polar organic compounds. The
substrates were first put in a cleaned, wide mouth, 2 L glass jar
with a Teflon-lined cap. Isopropanol was added to cover and the
substrate was sonicated (Branson model 5510R-MTH 42 KHz) at
room temperature for 15 min. The solvent was discarded. Cleaning
with isopropanol was repeated two times. DCM was then added
to cover and the substrates were sonicated for 15 min. Cleaning
with DCM was repeated three times. The volume of the isopropanol
and DCM added each time depended on the number of substrates
cleaned in each batch. Usually six PUF substrates were cleaned at
the same time and 15–30 ml of solvent was used per substrate for
each cleaning. After each cleaning, substrates were removed from
the solvent using precleaned tweezers; the solvent drained easily
from the open cell PUF. Substrates were spread flat on a piece of
precleaned aluminum foil to maintain shape and covered with a
second piece of precleaned aluminum foil to prevent contamina-
tion. The PUF substrates were dried in a ventilation hood under
atmosphere pressure. The dried substrates were transferred to a

precleaned amber jar and stored at −20 ◦C.

The PPF preparation procedure was similar to that used for PUF.
Different from the PUF substrates, the PPF media was a fiber mat
which retained a large solvent volume. Following each cleaning
with isopropanol and DCM, PPF substrates were spread on a pre-
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leaned inclined stainless steel plate and a precleaned glass tube
as rolled the length of substrate with moderate pressure in order

o squeeze out solvent.
Solvents used for substrate cleaning were normally discarded.

n order to evaluate the substrate cleaning procedure, cleaning
olvents were collected for analysis. For these experiments, two
ections of the Stage 2 PUF substrate were cleaned together. Two
ections of the PPF substrate were also cleaned together. The entire
leaning procedure (two cleanings with isopropanol followed by
hree cleanings with DCM) was then repeated a second and third
ime. Solvents from these repeated cleanings were also collected
eparately for analysis.

.2. Ambient sample extraction

Organic tracers were extracted from the polymer substrates
sing sequential solvent extraction analogous to the substrate
leaning procedure. A one-third section of a polymer substrate was
ut into pieces of approximately 10 mm× 6 mm using precleaned
cissors and the pieces were placed in a precleaned, wide mouth,
00 ml amber jar with a Teflon-lined cap. A 100- �l aliquot of a 10-
g �l−1 solution of perdeuterated internal standards was pipetted
venly to the substrate so that approximately 1 �g of each inter-
al standard was added. The internal standards were n-decane
22, n-tetracosane D50, n-hexatriacontane D74, naphthalene D8,
henanthrene D10, pyrene D10, benzo[e]pyrene D12, chrysene D12,
ibenz[a,h]anthracene D14, n-decanoic acid D19, and palmitic acid
31.

A precleaned stainless steel disk with a stainless steel spring
ttached was placed on top of the substrate in the jar; when the lid
f the jar was closed, the spring was slightly compressed in order to
inimize solvent volume and to keep the substrate submerged in

he solvent during sonication. Isopropanol was added to cover the
ubstrate; the substrate was sonicated for 15 min and the solvent
ollected afterwards. The substrate was extracted with isopropanol
wo times. This was followed by three sequential extractions using
he same procedure with DCM. The volume of isopropanol and DCM
sed for each extraction was 20–40 ml for one-third of a PUF or PPF
ubstrate.

The isopropanol and DCM extracts were combined and concen-
rated under ultra high purity nitrogen (Air Liquide America) until
he extract volume was reduced to approximately 30 ml. The extract
as then filtered using a 0.2- �m PTFE membrane (Life Science), and

oncentrated again to a volume between 100 �l and 1 ml. During
oncentration, the extract was placed on a heated plate maintained
t approximately 35 ◦C.

Extracts were analyzed using an Agilent GC/MS (Model 6890)
quipped with a quadrupole mass detector system (Agilent MSD
973 inert). Separation was completed using a 30 m× 250 �m×
.25 �m HP-5MS capillary column coated with 5% phenyl methyl
iloxane. The temperature program started at 50 ◦C for 1 min; the
olumn temperature was raised at 4 ◦C min−1 to 310 ◦C; tempera-
ure was then held for 15 min at 310 ◦C.

Authentic standard solutions including internal standards were
nalyzed using the GC/MS for identification and quantification of
rganic compounds. Authentic standards were available for all com-
ounds reported here except for bis(2-ethylhexyl) adipate which
as identified by comparison with the NIST mass spectrum library.

he amounts of organic tracer compounds were calculated relative
o the internal standards [44]. The responses of internal standards
nd tracer compounds were measured as the integrated response

or ions of a characteristic and prominent mass-to-charge ratio;
.g., the molecular ion for PAHs and 57 for n-alkanes. The relative
esponse factors (RF) for each organic tracer were determined from
n authentic quantification standard or a standard with similar
olecular weight and functionality. The amounts were calculated
(2009) 1115–1121 1117

as the product of RF, tracer compound response, and amount of
internal standard added divided by internal standard response.

2.3. Ambient PM samples

Recovery of known analytes from standard reference mate-
rial was measured in order to evaluate the extraction procedures.
Approximately 10 mg of NIST Standard Reference Material Urban
Dust (1649a) was added to one-third sections of PUF and PPF sub-
strates. Three replicate samples were analyzed for each substrate.
These samples were extracted and analyzed as described above.

Ambient PM samples were collected for 24 h on 6 and 10 Jan-
uary 2006 in Nogales, AZ, using a ChemVol 2400 [58]. The sampling
site was the air quality monitoring station operated by the Ari-
zona Department of Environmental Quality (ADEQ) at the Nogales
Post Office (latitude 31◦20.240′, longitude 110◦56.232′). This site
is approximately 1 km north of the US–Mexico border and experi-
ences high PM concentrations in winter. The averaged PM2.5 and
PM10 concentrations were 19 �g m−3 and 181 �g m−3 on 6 January
2006 and 31 �g m−3 and 257 �g m−3 on 10 January 2006 [59]. The
impactor was operated with Stage 1 (S1), Stage 2 (S2), and the after
filter (AF) to collect PM with Da between 2.5 �m and 10 �m on S2
and PM2.5 on the AF. One-third sections of the PUF and PPF sub-
strates from each day were extracted in February 2006 and analyzed
in June 2006. In February 2008 another one-third section of the PUF
and PPF substrates were extracted and analyzed in order to test the
reproducibility of the results. The ambient sample substrates which
had been extracted were extracted again and the second extracts
analyzed to evaluate the efficiency of this extraction method.

3. Results and discussion

3.1. PPF and PUF preparation

Two sections each of PPF and PUF substrates were cleaned using
the above procedure (two cleanings with isopropanol followed by
three cleanings with DCM) and this procedure was repeated a sec-
ond and a third time. The solvents were separately collected and
analyzed for organic compounds.

Antioxidants and plasticizers were found in PPF substrates;
these were octadecyl 3(3,5-di-tert-butyl-4-hydroxyphenyl)
propionate (Irganox 1076, CAS number 2082-79-3), tris(2,4-di-
tert-butyl-phenyl)phosphite (Irgafos 168, CAS number 31570-04-
4), and bis(2-ethylhexyl)phthalate (DEHP, CAS number 117-81-7)
(see Fig. 1). The amount of most polymer additives in the extract
from the second cleaning was approximately a factor of 10 lower
than the extract from the first cleaning; the extract from the third
cleaning contained measureable amounts of polymer additives
(see Table 1). One exception was Irgafos 168, the concentration of
which was approximately constant in the first and second extracts;
these results suggest that that Irgafos 168 was not depleted in
the substrate until after the second cleaning. The antioxidant and
plasticizer in the blank PUF substrate were Irganox 1076 and DEHP
(see Fig. 2). The amount of these polymer additives in the extract
from the second cleaning was also approximately a factor of 10
lower than the extract from the first cleaning (see Table 2).

n-alkanes with carbon numbers lower than 26 were also
found in the PPF substrate and n-alkanes with carbon number
lower than 24 were found in the PUF substrate. These were
likely introduced during manufacture as lubricants. The amount
of 13 n-alkanes in the extract from the second cleaning of the

PPF substrate was approximately a factor of 3 lower than the
extract from the first cleaning; the extract from the third clean-
ing contained approximately the same amount as that from
the second cleaning (see Table 1). In PUF the amounts of n-
alkanes in the extracts from all three cleanings were approximately
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Fig. 2. Extracted ion chromatograms for an alkane fragment ion (m
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The precleaning of blank PPF and PUF substrates effectively

reduced the concentration of organic contaminants in the extract
by a factor of approximately 3–10, but the remaining material
would interfere with the quantification of these compounds in
ambient PM samples. The residual amounts can be expressed in

/z = 57) in second cleaning extract of PUF blank substrate.
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Table 1
Mass fraction of antioxidants, plasticizers, and n-alkanes extracted from blank PPF
substrates.

Compound First cleaning
(ppm)

Second cleaning
(ppm)

Third cleaning
(ppm)

Irganox 1076 147 16.1 0.37
Irgafos 168 45.4 45.1 5.31
DEHP 15.7 2.59 0.58
DEHA 15.0 1.82 0.005
C14 n-alkane 0.63 0.21 0.21
C15 n-alkane 1.80 0.74 0.70
C16 n-alkane 2.03 0.66 0.64
C17 n-alkane 1.84 0.54 0.50
C18 n-alkane 2.19 0.50 0.41
C19 n-alkane 0.82 0.23 0.20
C20 n-alkane 0.31 0.10 0.10
C21 n-alkane 0.95 0.25 0.18
C22 n-alkane 1.09 0.24 0.20
C23 n-alkane 0.08 0.07 0.07
C24 n-alkane 20.4 0.25 0.19
C25 n-alkane 0.23 0.11 0.08
C26 n-alkane 1.87 0.51 0.46

Table 2
Mass fraction of antioxidants, plasticizers, and n-alkanes extracted from blank PUF
substrates.

Compound First cleaning
(ppm)

Second cleaning
(ppm)

Third cleaning
(ppm)

Irganox 1076 300 2.00 0.54
DEHP 12.1 6.02 5.82
C14 n-alkane 2.94 2.67 2.86
C15 n-alkane 1.16 1.28 1.07
C16 n-alkane 7.97 6.91 7.24
C17 n-alkane 5.85 5.10 5.64
C18 n-alkane 4.71 4.01 4.17
C19 n-alkane 1.99 2.29 2.45
C20 n-alkane 1.22 1.38 1.27
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Table 3
Recovery of PAHs from NIST Standard Material Urban Dust (1649a) on PPF and PUF
substrates.

PAH Recovery from PPF (%) Recovery from PUF (%)

Benz[a]anthracene 121± 2 102± 6
Triphenylene + chrysene 114± 6 99± 20
Benzo[b+ k]fluoranthene 116± 11 110± 6
Benzo[e]pyrene 123± 5 114± 10
Benzo[a]pyrene 123± 5 113± 9
Indeno[1,2,3-cd]pyrene 106± 6 107± 12
21 n-alkane 1.41 1.05 1.14
22 n-alkane 1.46 1.33 1.07
23 n-alkane 5.46 5.01 5.32
24 n-alkane 1.43 1.09 1.32

quivalent ambient PM concentrations calculated as the organic
ompound mass in the second extract divided by the air vol-
me sampled over 24 h. The equivalent residual amount for
lasticizers and antioxidants is ≈ 1 �g m−3, and for n-alkanes
carbon number lower than 24 for PUF and 26 for PPF) is

10 ng m−3.
Ambient concentrations of individual n-alkanes with carbon

umbers between 23 and 26 have been reported: 3.2–11.2 ng m−3

n Los Angeles of California [7]; 1.81–42.3 ng m−3 in the San Joaquin
alley of California [12]; 0.02–4.00 ng m−3 in southeastern United
tates [13]. These concentrations are of the same magnitude as
he 10-ng m−3 equivalent residual amount; thus PUF and PPF sub-
trates are not recommended for measurement in ambient PM of
-alkanes with lower carbon numbers. However, n-alkanes with
arbon number higher than 24 can be measured in PM sam-
les collected on PUF substrates; and those with carbon numbers
igher than 26 can be measured in PM samples collected on PPF
ubstrates. In source apportionment studies, n-alkanes with car-
on numbers higher than 24 are usually used [7,12,13,15]. Thus,
espite the n-alkane contamination in PUF and PPF substrates,
ufficient n-alkanes can be measured for source apportionment
tudies.

Besides the polymer additives and low carbon number n-

lkanes, no other compounds used as organic tracers were detected
n the blank substrate extracts. Without interference from the sub-
trate, the quantification limits for organic tracer compounds is
imited by instrument sensitivity; for the present method this is

0.5 ng per �l injection. An extract from a one-third section of PM
Benzo[ghi]perylene 119± 2 104± 8

Percentages are relative to NIST-certified concentrations. Means and standard devi-
ations from three replicates are reported.

collected over 24 h and concentrated to 100 �l results in a PM limit
of quantification of ≈ 0.1 ng m−3.

3.2. Recovery experiments

Recoveries of known semi- and non-polar analytes from stan-
dard reference material were measured in order to evaluate the
extraction procedure. Aliquots of 10 mg NIST Urban Dust Stan-
dard Reference Material (SRM 1649a) were added to each of three
sections of PUF and PPF substrates. PAHs were quantified in the
extracts to estimate recovery (see Table 3). The average PAH recov-
ery from PPF was 117± 8% and from PUF was 107± 11%. Extracted
amounts of OPAHs were also quantified; note that certified values
are not available for OPAHs in SRM 1649a. The concentrations of
OPAHs recovered here was within the range published by others
(see Table 4) [60–62]. One source of scatter in these results is likely
due to the relatively low amounts, approximately 50 ng, of PAHs and
OPAHs added here. In contrast, 24-h ambient PM samples contain
approximately 1000 ng of individual PAHs and OPAHs as discussed
below.

3.3. Ambient sample extraction

PM samples were collected using a ChemVol 2400 for 24 h on
two days in January 2006 in Nogales, AZ. One section of the PUF
and PPF substrates from 6 January 2006 and 10 January 2006 were
extracted and analyzed separately; a second section of the PUF and
PPF substrates from both days were later extracted and analyzed
independently.

The concentration of non- and semi-polar organic tracer com-
pounds [7] were quantified; results from the first analyses for
selected analytes are presented in Table 5. These results are
consistent with similar ambient measurements of these com-
pounds [7,12,13,63,64]. In addition these organic tracer compounds
were quantified: 18 ˛ (H)-22,29,30-trisnorneohopane, 17 ˛ (H)-
22,29,30-trisnorhopane, 17 ˛ (H)-21 ˇ (H)-29-norhopane, 18 ˛
(H)-30-norneohopane, 17 ˛ (H)-21 ˇ (H)-hopane, 22S,17 ˛ (H),21
ˇ (H)-30-homohopane, 22R,17 ˛ (H),21 ˇ (H)-30-homohopane,
22S,17 ˛ (H),21 ˇ (H)-30-bishomohopane, 22R,17 ˛ (H),21 ˇ (H)-
30-bishomohopane, 20S,13 ˇ (H),17 ˛ (H)-diacholestane, 20R,13 ˇ
(H),17 ˛ (H)-diacholestane, 20R,5 ˛ (H),14 ˇ (H),17 ˇ (H)-cholestane,
20S,5 ˛ (H),14 ˇ (H),17 ˇ (H)-cholestane, 20R,5 ˛ (H),14 ˛ (H),17
˛ (H)-cholestane, 20S,5 ˛ (H),14 ˇ (H),17 ˇ (H)-ergostane, 20R,5
˛ (H),14 ˇ (H),17 ˇ (H)-ergostane, 22R,5 ˛ (H),14 ˇ (H),17 ˇ (H)-
sitostane, and 22S,5 ˛ (H),14 ˇ (H),17 ˇ (H)-sitostane [58].

Replicate extractions and analyses of organic tracer compounds
collected with ambient PM were done in order to evaluate the

reproducibility of the present analysis technique. Concentrations
of all of the organic tracer compounds (including those not listed
on Table 5) measured in two independent analyses agreed to within
10%, except for levoglucosan. Levoglucosan concentrations mea-
sured in the second analyses were 2–3 times lower than those in
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Table 4
OPAH concentrations (ng g−1) in NIST Standard Material Urban Dust (1649a) extracted from PPF and PUF substrates.

This work Fernandez and Bayona [60] Durant et al. [61] Albinet et al. [62]

9,10-anthraquinone 2051 (–) 220 (40) 2700 (120) 2238 (363)
Benzanthrone 2145 (128) 1310 (20) 4500 (340) 3715 (872)
Benz[a]anthracene-7,12-dione 5588 (1000) 7465 (1100) 2400 (250) 8459 (797)

Means and standard deviations from three replicates are reported.

Table 5
Concentration (ng m−3) of organic tracer compounds from 24-h samples collected in Nogales in January 2006.

Compound 6 January 2006 10 January 2006

PM10−2.5 PM2.5 PM10−2.5 PM2.5

C25 n-alkane 0.50 – 1.56 –
C26 n-alkane 0.27 – 1.08 –
C27 n-alkane 0.47 0.84 1.36 2.65
C28 n-alkane 0.41 1.51 1.31 3.77
C29 n-alkane 1.40 1.67 1.80 2.25
C30 n-alkane 0.45 5.49 0.75 6.93
C31 n-alkane 0.67 1.18 1.61 2.10
C32 n-alkane 0.53 4.83 0.65 8.29
C33 n-alkane 1.00 3.23 0.81 1.18
Benz[a]anthracene 0.25 1.62 0.24 0.18
Triphenylene + chrysene 0.41 1.73 0.23 0.17
Benzo[b+ k]fluoranthene 0.06 3.49 0.10 3.49
Benzo[e]pyrene – 1.59 0.11 1.49
Benzo[a]pyrene – 2.48 0.09 2.44
Dibenz[a,h]anthracene – 0.34 – 0.33
Indeno[1,2,3-cd]pyrene – 0.84 0.10 1.09
Benzo[ghi]perylene – 4.06 0.11 2.78
9H-fluoren-9-one 0.17 0.29 0.33 0.29
9,10-phenanthrenequinone – 1.78 0.89 0.70
9,10-anthraquinone – – 0.42 1.24
Xanthone – 0.97 0.25 0.42
Benz[a]anthracene-7,12-dione – 0.79 0.15 0.39
1,4-Chrysenequinone – – – –
Benzanthrone – – 0.15 2.60
17 ˛ (H)-21 ˇ (H)-hopane 0.21 0.39 0.37 1.40
2-(4-Morpholinyl) benzothiazole – – 2.01 3.70
Cholesterol – 0.13 – 0.14
Levoglucosan – 3.57 0.38 1.17
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etene 0.25
ctadecenoic acid 0.41

nalytes below the limit of quantification are indicated by “–”.

he first set of analyses. This result is consistent with those of Her-
kes et al. [36] and suggests that the addition of isotopically labeled
evoglucosan standard or the derivatization of the extracts would
ead to repeatable quantification of this compound.

Ambient PM sample substrates from the second analyses were
xtracted a second time in order to evaluate the extraction method.
he concentrations of PAHs from the second extraction of the PPF
edia were ≈ 7% of the concentrations from the first extraction.
PAH concentrations from PPF, and PAH and OPAH concentrations

rom PUF in the second extraction were all below the GC/MS limit
f quantification.

. Conclusions

The high volume size-segregated PM samples have been col-
ected on PUF and PPF substrates using the ChemVol impactor.
he polymer substrates have the advantage of preventing par-
icle bounce during high particle loading, but these do contain
xtractable organic additives including antioxidants, plasticizers,
nd n-alkanes.
A cleaning and extraction protocol of two extractions with iso-
ropanol followed by three extractions with DCM was developed
or the preparation and analysis of the PUF and PPF substrates.
hese procedures were evaluated for semi- and non-polar organic
ompounds typically used for PM source apportionment. The clean-
2.02 2.69 7.03
0.26 0.07 0.05

ing procedure reduced the organic additive concentrations in the
extracts by up to a factor of 10. The limits of quantification expressed
as concentrations in a 24-h ambient PM sample collected on pre-
cleaned substrates were ≈ 1 �g m−3 for specific antioxidants and
plasticizers, and ≈ 10 ng m−3 for n-alkanes with carbon numbers
lower than 26 for the PPF substrate and carbon numbers lower
than 24 for the PUF substrate. Repeated cleanings did not reduce
the limits of quantification for these species to below concentra-
tions typical of urban PM. Therefore additional cleaning cycles are
not recommended and the use of these substrates are not recom-
mended for collection of these species.

The extraction procedure is sufficient to recover organic tracer
compounds quantitatively. Enough organic compounds can be mea-
sured for source apportionment study, including n-alkanes with
higher molecular weight (carbon number higher than 24). Besides
the polymer additives and n-alkanes with low carbon number,
no other organic tracer compounds were found in the cleaned
substrates. The quantification limit for the other organic tracer com-
pounds is ≈ 0.1 ng m−3.

Recoveries of PAHs from standard reference material PPF and

PUF were 117± 8% and 107± 11%, respectively. Replicate extraction
and analyses were made of ambient samples collected in Nogales,
AZ, during January 2006. The concentration of 47 organic tracer
compounds, including n-alkanes, PAHs, and OPAHs and excluding
levoglucosan, were reproduced with relative errors less than 10%.
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a b s t r a c t

The paper presents a new method of qualitative identification of gas. It is based on a dynamic response of
sensor array with the emphasis on the processing of discrete measurement data. The information needed
for identification of test samples is obtained in course of profiling the data from calibration measurements.
This operation consists of the following steps: classification of data sets, selection of representative data
sets, parameterization of classifiers associated with representative data sets and determination of data
records. In our work Discriminant Function Analysis was used for data classification. The information
saved in data record describes: the sequential number of discrete measurement, combination of gas
sensors in this measurement which are best for classification of calibration samples, and the parameters
of associated classifier. They are identifiers of gas class. The procedure of data record determination itself
is time consuming. However this operation will be performed only at the stage of the development of the
measurement instrument and when its malfunction is diagnosed. The routine use of the instrument will

be restricted to gas identification task, which only utilizes the results of profiling.

The identification of unknown gas is performed on the base of data records and measurement data
obtained for this gas. Data records guide the preparation of data sets, separately for each class of gases.
These data sets are used as input of the discriminant functions which have parameter values also indicated
by data records. It was shown in the present contribution, that the qualitative identification of nine test
gas samples (vapors of ethanol, acetic acid and ethyl acetate in air) with our method was very accurate

and fast.

. Introduction

Among various types of analytical instruments, the devices
ased on gas sensors offer a number of interesting features. Unfor-
unately, they suffer also from serious shortcomings such as low
electivity, high sensitivity to humidity, drift and slow response [1].
hese disadvantages are still unsolved in spite of extensive studies.

Various attempts are made to improve the measuring charac-
eristics of sensor devices. One approach focuses on perfecting the
erformance of single gas sensors. This method exploits: chemical
roperties of the active materials, physical parameters of the sens-

ng layer, surface modification, sensor design, physical and chemical
odification of the sample (before it contacts with the chemical

ensitive layer) and mode of sensor operation [2–4].
The alternative approach is based on arrays which consist of
as sensors with partially overlapping selectivity to a measured
as. Such arrays yield specific patterns of responses when different
as molecules are in contact with the sensors [5]. These responses
an be analysed using well known pattern recognition algorithms.
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The analysis of the response signals from the sensor array can pro-
vide both qualitative and quantitative information regarding the
composition of measured mixture [6].

Usually, the responses of applied sensors (especially commercial
ones) to various substances are only slightly different. Therefore,
the performance of arrays depends not only on the properties of
individual gas sensors, but on their combinations and array size
(number of sensing elements) in particular. The inadequate choice
of gas sensors can potentially result in insufficient information or
it can lead to noise and information redundancy [7]. For these rea-
sons, the selection of the optimal set of gas sensors is necessary for
engineers and designers of sensor systems [8–10]. A considerable
efforts have been made recently to solve this problem.

Currently developed sensor arrays are mostly dedicated to
strictly defined gas mixtures. The selection of gas sensors addresses
the particular application and it is performed at the stage of sensor
system design. Optimisation takes advantage of statistical methods,
which are applied for the analysis of measured calibration data sets.

Various multivariate techniques such as principal component anal-
ysis, cluster analysis, genetic algorithms, artificial neural networks
and others are used to achieve this goal [11–14].

The alternative to sensor arrays dedicated to strictly defined
chemical species are devices of more universal applicability. These
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rrays require to use a broad spectrum of sensing elements, so that
arge number of gases could be measured by one sensor array. Due
o progress in sensor technology the construction of relatively cheap
rrays, consisting of many sensing elements is already possible.
t allows to expand the scope of applicability of measuring sys-
ems based on gas sensors. However, a large size of such systems
omplicates measuring procedure, increases calibration effort and
ime demand for data collection and processing. Addressing these
spects is very important from the practical point of view.

This paper describes an effective method of qualitative identifi-
ation of gases using sensor array which consisted of many sensors.
hey were not selected with a particular application in mind, but
hey covered as broad range of substances as possible in a partially
elective manner. The dynamic mode of sensor array operation
as applied in our work, but the conception could be extended to

ther operation modes. The proposed method was based on the
dea of data profiling. The data was obtained during calibration

easurements and its profiling was carried out in respect of the
lassification of measured gases. In course of profiling operation,
ata records were determined. They were structures, which were
esigned for the purpose of identification of unknown gas samples
ased on test measurements.

To show the details of this method an example of array consist-
ng of 15 gas sensors was considered for identification of several
nknown gas samples. These were vapors of one of the following
ubstances: ethanol, acetic acid or ethyl acetate in air. Concentra-
ions of volatile organic compounds (VOCs) in tested gases were
arious. We believe, that the presented method will provide a useful
ool for designers and users of sensor systems.

. Experimental

The schematic diagram of the experimental setup used in our
ork is presented in Fig. 1. This system was composed of the follow-

ng elements: (1) pure air generator, (2) system for the preparation
f gas mixtures (measured samples), (3) unit containing measure-
ent chambers with gas sensors inside, (4) voltage supplier, (5)

nterface circuits containing reference resistors, (6) digital multi-
eter with multiplexer module and data acquisition card, and (7)

C with HP BenchLink Datalogger software.
Pure air generator (Horiba) consisted of compressor and car-

ridges filled with silica gel, activated carbon, soda lime and
olecular sieve. Ambient air passing through these filters was

urified and dried. The degree of purification was sufficient that
he sensors applied in this work did not detect VOCs in the used

ir. Gas mixtures were prepared in the dedicated system by an
vaporation method. Ethanol, acetic acid and ethyl acetate were
hosen as gas mixture components of interest. Desired amounts of
hese compounds were continuously injected as a liquid into the
eated vessel and then vaporized in a stream of air from Horiba

ig. 1. Schematic diagram of the experimental setup. (1) Pure air generator, (2) sys-
em for the preparation of gas mixtures, (3) unit containing measurement chambers
nd gas sensors, (4) voltage supplier, (5) interface circuits containing reference resis-
ors, (6) digital multimeter with multiplexer module and data acquisition card, and
7) PC with HP BenchLink Datalogger software.
78 (2009) 840–845 841

generator. The flow rate of air was precisely adjusted and con-
trolled by a mass flow controller. The system had the capability of
generating different concentrations of volatile organic compounds
using two-step dilution. The concentration of these substances
in air was determined by dosage, airflow and dilution rate. The
sensors were exposed to 38–610 mg/m3 (18–297 ppm) of ethanol,
47–423 mg/m3 (18–158 ppm) of acetic acid and 34–490 mg/m3

(9–125 ppm) of ethyl acetate. In those ranges the concentrations
of investigated mixtures followed approximately the geometrical
progression with the ratio of two. This method of selection was jus-
tified by the logarithmic character of sensor response. Both, pure
air generator and system for preparation of gas mixtures were
designed for the dynamic and continuous supply of gases. They
were connected by teflon tubes with the unit containing gas sen-
sors.

In our work, measurements were performed using a parallel
set of sensors with different sensitivities to volatile organic com-
pounds. The array consisted of 15 commercially available Taguchi
Gas Sensors made by Figaro Engineering Japan. The following TGS
sensors were applied in this work TGS821, TGS822, TGS824, TGS825,
TGS826, TGS880, TGS883, TGS800, TGS2201, TGS2201, TGS2106,
TGS2104, TGS2602, TGS2620 and TGS2600. These devices were
heated to a constant temperature, by applying voltage of 5 V to the
sensor heater.

Sensors were placed inside cells with feed-through electrical
wires used for electrical supply and measurements. Each sensor
had its own small aluminium chamber. Since these elements were
connected parallel, all sensors were exposed to the same gas mix-
ture. The chambers were connected to a gas delivery system, voltage
supplier and measuring module.

The transient response of gas sensor over time (a resistance
change) was measured sequentially and converted into an output
electrical signal (a voltage variations on the load resistance con-
nected to the sensor). This operation was performed by means of
interface circuits containing a series of reference resistors. The out-
put signal was a sequence of raw voltage measurements that were
related by time, used as an ordinal variable. The measured quanti-
ties were digitized and stored for further processing and analysis.
The data acquisition board from Agilent was used to record the tran-
sient output of sensors. The sampling rate during data acquisition
was one point per second (1 s−1). Output signals generated by the
data acquisition board were transmitted to PC.

Before each set of measurements, chambers containing sensors
were cleaned with pure air. The measurement process involved two
stages: exposition and regeneration. In the first step, the gas sample
was allowed to continuously flow through the chambers. The total
gas flow was set to 2 dm3/min and it was kept constant. The exposi-
tion ran for 10 min. This time was sufficient to attain the steady state
in signal output. After this step of experiment, regeneration of sen-
sors was performed. In that phase, the whole system was flushed
with a stream of pure air until readouts from sensors reached the
level as before exposition.

3. Methods of measurement data analysis

Identification of test gas by the sensor array can be defined as the
procedure that assigns a sensor array output to a class [15]. In other
words, it allows to associate unknown mixture with one of the cali-
bration patterns. In this paper, the class was defined as a group of gas
mixtures featured by identical qualitative composition (chemical
constitution). Substances in mixtures which belonged to one class

could have different concentration values. However, quantification
was not attempted at this stage of research. It is proposed here to
perform the qualitative identification of unknown gas in mixture
with air on the basis of dynamic responses of the sensor array and
using data records obtained from calibration data profiling.
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.1. Dynamic mode of sensor array operation

In this work, we decided to use dynamic mode of sensor oper-
tion. We anticipated it could be a source of information, which
mproved the discriminating ability of gas sensor array. As a conse-
uence of applied measurement procedure, the output signal was
aused by time-dependent gas composition in the atmosphere sur-
ounding sensors. There was a delay between turning on the flow
f measured gas through the apparatus and transfer of maximum
oncentration of tested substances through the sensor array. There-
ore gas concentration over sensors was continuously changed until
he equilibrium was reached.

It is known, that the conductivity changes in semiconductor
ensors are caused by the transport of the reactive species into
he sensor, the diffusion of the gas molecules inside pores of the
ensing material, adsorption and desorption, the catalysed redox
eactions on the surface of the sensing layer (mainly their kinet-
cs) and the electrical/electronic effects in the semiconductor [2].
hese processes depend strongly on the properties and concentra-
ion of measured substances. For that reason, the transient output
ignal in our experiment carried information about tested gases.
he information content, as well as its change over time was surely
ot identical for all sensors in the array. Therefore, depending on
he time point in the response signal different sensors sets could
rovide valuable data for the identification and/or quantification of
easured gas.

.2. Measurement data matrix

In the dynamic mode of operation the sensor output signal is a
unction of time and it can be sampled by a sequence of discrete

easurements with a defined time step. The dynamic response of
ensor array may be presented in the following matrix notation:

=

⎡
⎢⎢⎣

r11 . . . r1j . . . r1n

. . . . . . . . .
rk1 . . . rkj . . . rkn

. . . . . . . . .
rm1 . . . rmj . . . rmn

⎤
⎥⎥⎦ (1)

here k = 1, . . ., m and it corresponds to different time points of the
xposure interval, j = 1, . . ., n and it indicates sensors in the array.
ingle matrix element rkj is the discrete measurement of gas mix-
ure by the jth sensor at the kth time point of exposure. The kth row
n matrix R describes the state of sensor array in kth moment of
xposure. In our work this data arrangement was considered a fixed
emplate of dynamic sensor array response to a measured gas. Sep-
rate data matrix was obtained for each gas which was examined
uring calibration or test measurements.

The actual size of data matrix R is determined by the size of
ensor array, duration of time response and the sampling rate.
herefore, the amount of data collected in the dynamic mode of
ensor array operation may be large. Usually not all the data are
ecessary to form the distinct pattern of the measured gas. It is
dvantageous to consider exclusively the data, which is relevant for
attern recognition purpose [7]. A simple elimination of redundant

nformation can be done for example by selecting a subset of the
vailable parameters of time response, e.g. time-to-threshold, tran-
ient slope, initial saturation value, deep saturation value [16–18].
hey are usually easily measured, time-independent and provide
ompact representation of the measurement data. Unfortunately,
n parametric representation of sensor response part of relevant

nformation about chemical species is lost or inaccessible. There-
ore we have chosen another approach. It was based on a specially
rranged data records, which referred to the elements of measure-
ent data matrix. In the presented method, they were treated as

nformation units in the identification process.
78 (2009) 840–845

3.3. Data records

In our work, data record was a set, which elements were impor-
tant for gas identification. It should be noted, that each record was
an entity and had a meaning independent of other data records. For
the optimum performance of gas identification process, data record
was defined as a fixed and consistent structure DR = (k, s, c), where
k was the serial number of measurement during single exposure;
s described a combination of sensors and c were the parameters of
classifier associated with the data set indicated by k and s in mea-
surement data matrix R. The objective of this work was to find a
method for the determination of data records content, which would
be most useful for the identification of unknown gas samples. We
have proposed data profiling as the base for this method.

3.4. Data profiling

In general, data profiling is the process of auditing (examining
and analyzing) data, available in an existing database, and collecting
statistics and information regarding its quality. This process also
involves the discovery of patterns and insights in data distribution
to determine its structure and internal relationships.

In this work, the profiling was performed on the database con-
taining calibration data structured in data matrices R. The data was
used in the form of sets. The data set was a combination of elements
rkj of matrix R. We assumed that all components of a single data set
originate from the same measurement (time point of exposure).
The number of data sets associated with a single kth time point of
exposure is given by

nk =
n∑

j=1

j!
n!(n− j)!

= 2n − 1 (2)

where nk are all combinations of j elements selected from n ele-
ments. The total number of data sets which were obtained from one
calibration measurement was m×nk, where m was the number of
time points in the time response of sensor array.

The data profiling proposed in this paper was a multistage pro-
cess. It included:

• classification of data sets;
• selection of representative data sets;
• parameterization of classifiers associated with representative

data sets;
• determination of data records for identification of unknown gas

samples.

In course of classification, data sets were categorized in classes
corresponding to the various chemical patterns showed by the mea-
sured gases. The patterns of interest were associated with classes of
measured gases. We used a supervised method, Discriminant Func-
tion Analysis (DFA) to indicate pattern grouping. It is a statistical
method based on maximum likelihood for determining boundaries
that separate the data into categories. Details of the method can
be found in [19,20]. On many occasions DFA was shown to have a
comparable performance to more sophisticated classifiers like for
example ANN, GA [21–23]. In our case the principal reason for the
employment of DFA was time efficiency [24]. Considering a great
number of data sets which required examination in course of profil-
ing the application of classifiers featured by lengthy training phase

could limit the feasibility of proposed approach.

All data sets were examined in respect of classification of mea-
sured gases. The aim of classification stage was to find the group
of data sets which were most suitable for this task. The data set
was considered successful if it allowed for the allocation of all
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alibration samples between the class and the others, without mis-
lassification. The leave one out mode was employed for validation
nd 100% efficiency of this procedure was required for any of the
uccessful data set.

In our studies, the lowest number of successful data sets for a
lass of gas mixtures was found several dozen thousands. There-
ore, it was impractical to further consider all those data sets for
he identification of unknown gas samples. Taking advantage of
qual performance of successful data sets it was proposed to select
heir representative sample. The representativeness of selection
as secured by using random drawing. It was assumed on the base
f calculation, that the optimum sample size should be � = 43.

After the classification and selection stages were completed,
arameters of classifier were determined separately for each rep-
esentative data set. In our case these were parameters of the
iscriminant function F:

= a0 +
∑

j

akjrkj (3)

here rkj are elements of the representative data set and a0, akj are
he discriminant function parameters, i.e. the classifier parameters.

Ultimately, the results of classification, selection and parame-
erization processes provided for determination of data records.
hey were coupled with classes of gas mixtures and there were
3 data records obtained for each class. In our work, these data
ecords formed the identifier of the gas class. As it was mentioned
arlier the information saved in data record described: the serial
umber of measurement, combination of gas sensors in this mea-
urement which were best from the classification point of view and
he parameters of associated classifier. The procedure of data record
etermination is time consuming. However, to our judgement it is
ufficient to carry out this operation relatively rarely.

.5. Identification of test gas samples

The identification process consisted of two steps. In the first step
ata sets were prepared for the identification of unknown gas mix-
ure. The preparation was performed on the base of data records
etermined in course of profiling (field k and s) and the measure-
ent data matrix obtained for the tested gas. Separate groups of

ata sets were prepared for each class of gases. In the next step,
hey were used as input of the discriminant function (Eq. (3)). Val-
es of parameters of the function were given in the field c of data
ecord. The greater than zero value of discriminant function F indi-
ated the match between the identity of tests sample and the class.
ctually, the identity check was performed using the identifier of
as class (43 data records). To confirm sample identity 71% success
ate was required for the class identifier.

. Results and discussion

The feasibility of data profiling for gas identification was studied
sing the example of three gas classes named: ethanol, acetic acid
nd ethyl acetate. Classes were represented by mixtures of those
ubstances and dry air featured by different concentration values.
t was proposed here to perform the profiling and identification on
he basis of the sensor array responses obtained in the dynamic

ode of operation.
Examples of sensor signals obtained in the dynamic mode of

ensor array operation are shown in Fig. 2. Our array consisted of

5 sensors, but for the sake of clarity the following sensors TGS824,
GS826, TGS883, TGS2106, TGS2602, TGS2620 were selected for the
lot. The presented measurement data were obtained during sen-
or array exposure to 185 mg/m3 of ethanol (Fig. 2a), 180 mg/m3 of
cetic acid (Fig. 2b) and 180 mg/m3 of ethyl acetate (Fig. 2c) in dry
Fig. 2. The preprocessed output signal of selected TGS sensors operating in the
dynamic mode upon exposure to: (a) 185 mg/m3 of ethanol, (b) 180 mg/m3 of acetic
acid, and (c) 180 mg/m3 of ethyl acetate in dry air.

air. The raw output signal was preprocessed by subtraction of the
background (measurement in dry air) and by the subsequent shift

of all values by one.

The sensor signals shown in Fig. 2, change in time and they are
different for measured gases. The presented data is clearly suitable
for discrimination of ethanol, acetic acid and ethyl acetate sam-
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ig. 3. Number of successful data sets which were found during classification
tage of profiling for subsequent measurements (time points in sensor array time
esponse).

les. It is moreover featured by a considerable redundancy. Based
n Fig. 2 many time points could be selected as a base for suc-
essful discrimination of these compounds. Also different sets of
ensors could be of use. These observations encouraged to focus
n a selection of relevant measurements and sensors regarding gas
dentification. To reach this goal, it was proposed to use the method
f data profiling that was earlier described.

The object of profiling was the database of calibration mea-
urements. It was composed of measurement data matrices, which
esulted from the dynamic mode of sensor array operation. The cali-
ration measurements were done for samples of ethanol, acetic acid
nd ethyl acetate in dry air. There were 21 calibration samples of
thanol measured in a concentration range of 38–610 mg/m3. They
ll represented class ethanol. There were 18 samples of acetic acid
easured in a concentration range of 47–423 mg/m3. They formed

he class acetic acid. The ethyl acetate was considered in a range of
4–490 mg/m3 and there were 24 samples measured. They framed
he class ethyl acetate. Concentrations of measured gases were set
eliberately at the measurement stage. Using calibration database,
ata sets were formed as described in Section 3.4. Referring to a
ingle data matrix, we obtained 32,767 data sets for each measure-
ent (Eq. (2)) and 19,660,200 data sets in total (600 measurements

er exposure).
During the first stage of profiling all data sets were exam-

ned concerning classification of calibration samples by means of
FA. This classifier was chosen because it offered satisfactory time
fficiency. A significant number of data sets was found, which sup-
orted successful classification of all calibration samples. These

ata sets were considered successful. The class ethanol was suc-
essfully discriminated by 787,591 data sets, which was 4.0% of all.
nly 76,430 (0.4%) data sets secured errorless classification of acetic
cid. In case of ethyl acetate as much as 6,232,690 (31.7%) data
ets were successful. Clearly, ethyl acetate was easiest to identify

able 1
esults of identification of test gas samples using identifiers of gas classes.

as class Test samples

Ethanol in dry air (mg/m3) Acetic acid in dry

74 300 500 68 168

thanol 43/43 43/43 43/43 0 0
cetic acid 0 0 0 43/43 43/4
thyl acetate 0 0 0 0 0
78 (2009) 840–845

and acetic acid was featured by least distinct patterns. Numbers
of successful data sets, which were found for subsequent mea-
surements (time points of sensor array response) are presented in
Fig. 3.

As shown in Fig. 3 the number of successful data sets changes
from measurement to measurement. This provided an argument
for the time variability of the amount of useful information that
was preserved in sensor signal and could serve pattern recogni-
tion purposes. Interestingly, based on Fig. 3 the distribution of this
information along the time response of sensor array was compound
specific. In case of acetic acid the second minute of time response
was most informative. Most of useful information about ethanol
occurred between 1st and 6th minute of measurement. Contrarily,
ethyl acetate was most distinctly represented in sensor array data
since the 2nd minute of measurement.

The successful data sets formed the base for selection of repre-
sentative data sets in the second step of profiling. It was done by a
random drawing from the pools of successful data sets which were
found at the classification stage for classes: ethanol, acetic acid and
ethyl acetate. There were 43 representative data sets selected for
each class.

Representative data sets were used in course of the third stage of
profiling. At this stage, parameters of discriminant functions were
calculated using representative data sets as classifier input. Dis-
criminant function parameters were obtained separately for each
representative data set. They were calculated under supervised
grouping of all calibration samples into the class, indicated by rep-
resentative data set, and the others.

Finally, data records were determined based on results of clas-
sification, selection and classifier parameterization stages. Class
identifiers of ethanol, acetic acid and ethyl acetate were formed,
which consisted of 43 data records each. The reader is referred
to the Supplementary file ClassIdentifiers.xls for the complete class
identifiers.

The effectiveness of class identifiers was verified in course of
qualitative identification of test gas samples. These were three sam-
ples of ethanol (74, 300, 500 mg/m3), three samples of acetic acid
(68, 168, 305 mg/m3) and three samples of ethyl acetate (70, 165,
370 mg/m3) in dry air. Their choice was guided by the gas classes
considered at the stage of calibration data profiling. In the first
step of identification, data sets were formed based on data matri-
ces obtained during measurement of test samples and using data
records (field k and s) in class identifiers. Obtained data sets were
fed to corresponding discriminant functions, which had parame-
ters as given by data records (field c). The match between sample
identity and the gas classes was evaluated by each data record sepa-
rately. The fraction of data records that indicated class membership
of studied samples is presented in Table 1.

As shown in Table 1 the identification of nine test samples of
gases was very accurate. For each sample there was a class where

100% of data records in class identifier indicated sample member-
ship. Simultaneously, data records associated with other gas classes
indicated lack of sample membership. Therefore there was no doubt
about identity of samples. There was only one test sample, ethyl
acetate at low concentration, which was identified as acetic acid by

air (mg/m3) Ethyl acetate in dry air (mg/m3)

305 70 165 370

0 0 0 0
3 43/43 1/43 0 0

0 43/43 43/43 43/43
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ne data record which was the identifier of acetic acid class. This
rror does not undermine the presented methodology but it actu-
lly is the argument behind the use of multiple data records in class
dentifier as it is done here. One shall add that, upon the availability
f measurement data for test samples, the qualitative identification
rocess itself was immediate.

. Conclusions

This paper presents a new method of qualitative identification
f gas. It was based on the dynamic response of sensor array. We
ave shown that discrete measurements could be directly used for
his purpose. In this approach it was necessary to deal with redun-
ant and useless data. It was proposed to use data profiling to solve
his problem. Data profiling resulted in data records. They included
he information concerning measurement, sensor combination and
arameters of classifier. Therefore, in our studies they were consid-
red as the identifier of gas class. It should be mentioned that data
ecords were determined on the base of calibration data.

The identification of test samples was carried out using data
ets. Their elements originated from measurement data matrices.
ata records obtained in course of profiling provided information

or construction of data sets.
Our studies have proved that the proposed method was very

ccurate and fast when applied for test gas samples identification.
t has to be mentioned that data profiling itself is time consuming
nd computationally intensive. Still the approach is feasible, pro-
ided that the time efficient classifier is applied. In this study we
orked with DFA. Additionally, it shall be stressed that in practical

pplications data profiling operation would be performed relatively
arely.

The present contribution is dedicated to the qualitative identifi-

ation of gases, exclusively. It was the first stage in the development
f our data-based approach to sensor array measurements. In the
ext step our conception will be applied for the quantitative identi-
cation of gas mixtures. The related analysis is in progress and first
esults are very promising.

[

[

[
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Appendix A. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at doi:10.1016/j.talanta.2008.12.055.
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a b s t r a c t

An improved single step microwave digestion procedure is described for providing the fast and easy
exhaustive mineralisation of biological samples concomitantly with the quantitative conversion of any
type of selenium compounds into Se(IV). In such a way, digested samples are directly suitable for the
subsequent Se analysis at trace and ultratrace levels by both spectrometric methods such as HG-ICP-
MS or HG-ICP-OES and differential pulse cathodic stripping voltammetry (DPCSV). It is based on the use,
under suitably optimised microwave irradiation conditions, of a digestion mixture with a carefully tailored
composition such that its redox potential is made lower than that allowing Se(IV) to be oxidized to Se(VI),
icrowave digestion
ydride generation-induced coupled
lasma (HG-ICP)
ifferential pulse cathodic stripping
oltammetry (DPCSV)
elenium in human blood plasma and food

but high enough to permit total destruction of biological or, in general, organic matrices. It consists of a
nitric acid (65%, w/w) and hydrogen peroxide (30%, w/w) mixture in a volume ratio 5:1, frequently adopted
for the mineralisation of organic and biological samples, but added simply with 0.25 g mL−1 of NaCl.
Successful application of the procedure, in terms of both repeatability and accuracy, to the quantification
of selenium by the instrumental methods above in standard compounds and in a certified biological

erfor
ods
sample proved its good p
and in a wide variety of fo

. Introduction

Selenium was recognized to be essential in the nutrition of ani-
als and humans since about 1950s [1,2]. In fact, it is present in a

umber of enzymes as the aminoacid Se-cysteine [3,4] and some
e compounds were found to inhibit tumorigenesis in a variety of
nimal models [5]. In particular, recent studies indicate that supple-
ental Se in human diets may reduce incidence of different types

f carcinoma and prevents cardiovascular disease, male infertility
nd accelerated brain aging [3].

However, while the presence of Se in biological organisms at
ow concentration levels is by now considered profitable, fairly little
igher contents display toxicity. Thus, a safe daily intake of Se rang-

ng from 55 to 75 �g was estimated and recommended for adult
umans and, in particular, an optimal daily intake associated to an
verage diet was estimated to be 62 �g [6]. Conversely, daily intakes
f the order of 350–700 �g are reported to lead to hepatotoxic-
ty and teratogenesis [4]. Moreover, it must be emphasized that,
ith rare exceptions, Se concentrations falling within less than 10
nd not more than few hundreds of �g kg−1 (or �g L−1) are usually
ound in human tissues and body fluids, as well as in food samples
6].

∗ Corresponding author. Tel.: +39 0432 558842; fax: +39 0432 558803.
E-mail address: Gino.Bontempelli@uniud.it (G. Bontempelli).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.045
mance. The application to the Se determination in human blood plasma
is also reported.

© 2008 Elsevier B.V. All rights reserved.

The monitoring of such low concentrations requires highly sen-
sitive, specific and reliable analytical approaches to be available,
together with sample digestion procedures suitable for both an
effective mineralisation of biological matrices and the quantita-
tive recovery of Se under the required form. The needs to meet
with these requirements has prompted a growing interest in Se
analysis at trace levels in biological samples, so that its determina-
tion was the subject of several thorough investigations performed
over the last two decades. Thus, many analytical approaches have
been suggested, such as atomic fluorescence spectrometry (AFS)
[7,8], atomic absorption spectrophotometry (AAS) [8,9], inductively
coupled plasma spectrometry with either optical (ICP-OES) [10] or
mass-spectrometric (ICP-MS) [11,12] detection, all of them used as
both independent analytical techniques and hyphenated to gas or
liquid chromatography. Moreover, methods based on UV and visi-
ble spectrophotometry [13,14], neutron activation analysis [15] and
electrochemical measurements [16,17] have also been proposed.

At present, the most effective methods appear to be AAS, ICP-OES
and ICP-MS approaches, whose sensitivity is strongly increased by
resorting to the hydride generation (HG), consisting in the prelimi-
nary conversion of original Se compounds into selenium hydrides,

which occurs indeed only whether Se is available in the +4 oxi-
dation state. Also electrochemical methods are rather attractive
for selenium analysis, thanks to their intrinsic sensitivity, tun-
able selectivity and minimal cost instrumentation. Thus, some
electroanalytical approaches have been proposed, based on the
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se of differential pulse polarography (DPP) or cathodic stripping
oltammetry (CSV) [18,19]. Nevertheless, also these electroanalyt-
cal techniques require that Se in the samples is available in the
4 oxidation state, in that Se in other oxidation states cannot be
etermined electrochemically.

Consequently, the mentioned more attractive analytical
pproaches for Se determination in food and biological samples
ecome practicable only whether a quantitative conversion of
otal Se to Se(IV) is assured by the preliminary step adopted for
ransferring the analyte into solutions suitable for the subsequent
nstrumental analysis.

Pretreatment steps based on extraction, wet and dry sample
shing, oxygen bomb or ultraviolet procedures [20] are almost
lways tedious, time consuming, not easy to be automatized and
uffer from possible contamination. These troubles can be avoided
y resorting to microwave (MW) digestion which is a profitable
lternative to conventional mineralisation methods for tackling the
roblem of digesting food samples [21–23]. Unfortunately, com-
lete and reproducible mineralisation of biological samples by
icrowave digestion requires the use of acid-oxidizing mixtures

tipically, concentrated nitric acid and hydrogen peroxide in suit-
ble ratios [23–25]) which lead to extensive oxidation of selenium
o Se(VI), which is neither prone to yield selenium hydride for ICP
eterminations nor suitable for CSV analysis. In order to overcome
his drawback and achieving a quantitative reduction to Se(IV) of
e(VI) formed in such a microwave digestion step conducted under
sual conditions, a second subsequent MW mineralisation in con-
entrated HCl of the primary digested sample was suggested in the
iterature [26,27], thus vanishing however the advantage offered by
typical short-time mineralisation procedure such as MW diges-

ion.
The goal of the present investigation was the development of a

ast and easy single step microwave digestion procedure providing
he exhaustive mineralisation of biological samples concomitantly
ith the quantitative conversion of any type of selenium com-
ounds into Se(IV), so as to make digested samples directly suitable
or the subsequent Se analysis at trace and ultratrace levels by both
pectrometric methods such as HG-ICP-MS or HG-ICP-OES and dif-
erential pulse cathodic stripping voltammetry (DPCSV). This paper
eports on the proposed procedure and gives illustration of the rel-
vant performance evaluated on both synthetic and real samples,
hese last consisting of blood plasma as well as of a wide variety of
egetable and animal food.

. Experimental

.1. Chemicals and real samples

All the chemicals used were of analytical reagent grade (Merck
uprapure, Merck, Darmstadt, D) and were used as received. In
ll instances, high purity deionized water (resistivity >18 M�cm),
urified with an Elgastat® UHQ-PS (Elga, High Wycombe, UK) sys-
em (“Elgastat water”), was used as the solvent. Stock standard
olutions (1.49 g L−1 = 12 mmol L−1, equivalent to 1 g L−1 of sele-
ium) of water soluble model compounds containing selenium in
ifferent oxidation states (seleno-l-methionine, methyl-seleno-l-
ysteine, seleno-l-cystine, sodium selenite, sodium selenate) were
repared by dissolving weighed amounts of these species in Elga-
tat water. When required, these solutions were diluted to the
esired concentration once more with Elgastat water. Zinc selenide

as instead used directly in the solid state, owing to its very poor

olubility in water. The indium solution used as the internal stan-
ard in ICP-MS measurements was prepared by suitably diluting
ith Elgastat water the corresponding 1 g L−1 standard solution for

CP purchased by Merck.
8 (2009) 753–758

A BCR certified sample of lyophilized pig kidney from the Com-
munity Bureau of Reference (reference material no. 186, Institute
for Reference Materials and Measurements, Geel, B), with a certified
Se content of 10.3±0.5 �g g−1 and containing other eight elements
too (As, Cd, Cu, Fe, Hg, Mn, Pb and Zn), was used as the reference
material.

Vegetable and animal food samples analysed were purchased
from local supermarkets, while human blood plasma samples were
drawn from volunteers. When necessary, these samples were stored
at −20 ◦C.

Pure argon (transistor quality) was used for ICP determinations,
while pure nitrogen was employed for purging solutions subjected
to electroanalytical measurements.

2.2. Sample microwave digestion

All microwave digestions were run on a Milestone MLS-1200
MEGA (FKV, Bergamo, I) equipped with an EM-45 exhauster of
nitric acid fumes, a control panel and a MDR-1000/6/100/110
rotor, this last being a turntable operating with a maximum of
six digestion vessels. Each digestion vessel consisted of a tetraflu-
oromethoxyl polymer (TFM) sample holder inserted in a hollow
polyether–ether–ketone copolymer (PEEK) container. At the top of
each vessel, a PEEK relief-valve was present, aimed at allowing
vapour release for pressure values exceeding 110 bars. The three-
step power program adopted for the microwave digestion was as
follows: (i) 2 min with an irradiation power of 250 W; (ii) 2 min
with 0 W; (iii) 15 min with 300 W.

Any sample (different amounts of the standard compounds
above, containing from 0.06 to 0.30 �mol of Se, or 0.5–2.0 g of both
vegetable and animal food ground by a sterilmixer homogenizer
(pbi-International, Milan, I), as well as 0.5 mL of blood plasma) was
introduced into a digestion vessel and added with controlled vol-
umes (1.2–4.8 mL) of a chloride containing acid oxidizing mixture
consisting of a solution prepared by mixing nitric acid (65%, w/w)
with hydrogen peroxide (30%, w/w) in a volume ratio 5:1 and adding
then 0.25 g mL−1 (4.3 M) NaCl.

After microwave mineralisation, the digestion vessels were
cooled and their content was transferred into 100 mL (standard
compounds) or 10 mL (real samples) glass volumetric flasks where
digested samples were diluted to the mark by 0.1 M HCl, thus
achieving the solutions suitable for subsequent analysis. It is worth
to underline that digested real samples were less diluted in view of
their lower Se contents.

2.3. Instrumentation, operative conditions and procedure

ICP-MS and HG-ICP-MS measurements on microwave digested
samples were performed by a Spectromass 2000 Type MSDIA10B
(Spectro Analytical Instruments, Kleve, D) under the operating
conditions reported previously [23,28,29]. All measurements were
performed after calibrating these operating conditions, so as to
maximize the signal with respect to the background noise for m/z
equal to both 82 (Se isotope) and 115 (reference In isotope, only for
ICP-MS measurements) amu. 82Se isotope was exploited for sele-
nium determinations, in spite of its comparatively low abundance
(9.2%), owing to the interference provided by argon polyatomic ions
38Ar40Ar+ and 40Ar40Ar+, whose intensity reached some millions
counts s−1, with major isotopes 78Se (23.8%) and 80Se (49.7%).

The nebulization system consisted of a conventional concentric-
flow pneumatic nebulizer (Meinhard type, Spectro Analytical

Instruments) fed with a nebulizer flow of argon of 1.1 L min−1 which
led to a nebulizer gas pressure of 2.8 bars. For HG-ICP-MS mea-
surements a hydride generator module (model 10.006S, Spectro
Analytical Instruments) was instead adopted. The gaseous hydride
was formed by mixing the sample (5 mL min−1) with a 10 M HCl
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olution (1 mL min−1) and a solution of NaBH4 (0.6%, w/w) in 0.12 M
aOH (1 mL min−1) by the pump present in the generator equip-
ent.
All signals collected for the Se isotope (counts per second) were

ormalized to the signal of the In internal standard, whose con-
ent was kept carefully constant (8.71×10−4 mol L−1, equivalent to
.1 mg L−1) in order to correct for non-spectral interferences and for
ignal instability. Unless otherwise stated, mean values and stan-
ard deviations relative to 10 replicate measurements were always
mployed. The signals recorded were related to Se concentrations
y resorting to suitable calibration plots.

Under these conditions, the response was verified to be linear in
he range 5–1000 �g L−1 of selenium with a correlation coefficient
f 0.998 and with sensitivities which turned out to be 5.9×107 and
.9×109 cps L mol−1 for ICP-MS and HG-ICP-MS measurements,
espectively. From these sensitivities, detection limits (LODs) for
elenium of 5 and 0.1 �g L−1 (5.2×10−8 and 1.0×10−9 M), respec-
ively, were evaluated for a signal-to-noise ratio of 3. The relative
tandard deviation (RSD) characterizing both types of measure-
ents did not go beyond ±9% in 10 replicate measurements.
ICP-OES determinations were performed by a Vista 3000 instru-

ent (Varian Inc., Palo Alto, CA, USA) with a radial configuration,
hich was equipped with a solid-state segmented-array charge-

oupled detector (SCD) and an AS90 autosampler (Varian). All
easurements were conducted under the operating conditions

lready reported in the literature [30]. A Varian VGA-77 Vapour
eneration accessory was used for the hydride generation, which
as accomplished under the same flow conditions reported above.

elenium was monitored at 196.026 nm, where linear responses
ere found in the range 10–1000 �g L−1 with a correlation coef-
cient of 0.998. From the relevant calibration plots, LODs for
elenium of 9 and 0.8 �g L−1 (9.5×10−8 and 8.4×10−9 M) for ICP-
ES and HG-ICP-OES measurements, respectively, were evaluated

or a signal-to-noise ratio of 3. The relative standard deviation (RSD)
haracterizing these types of measurements did not go beyond
12% in 10 replicate measurements.

In HG-based measurements, special attention was paid to make
he acidity of the analysed samples, standards and blanks very sim-
lar with one another, in view of the fact that it is expected to affect
ignificantly the efficiency of the Se conversion into the correspond-
ng hydride [31].

DPCSV measurements were performed by an Autolab PGSTAT30
Eco Chemie, Utrecht, NL) potentiostat joined to a 663 VA Stand cell
Metrohm, Herisau, Switzerland) consisting of a working hanging

ercury drop electrode (HMDE), a glassy carbon tip as the counter
lectrode and an Ag/AgCl, KClsat reference electrode. This Stand cell
as inserted into a 50 mL glass container where all samples were

nalysed.
A procedure based on the concomitant reduction of Se(IV)

nd Cu(II) at a HMDE [17,32] was adopted, which was slightly
odified as follows, to improve repeatability and accuracy of Se

eterminations at trace levels. 10 mL of 0.1 M HCl supporting elec-
rolyte solution were introduced into the cell and added with both
ontrolled amounts (usually 0.1–1.0 mL) of 0.1 M HCl solution con-
aining the digested sample and of a standard CuCl2 solution to
chieve a [Cu2+] concentration of 1.7×10−5 M. The resulting solu-
ion was deaerated for 10 min by bubbling pure nitrogen and then
potential of−0.3 V was applied for 120 s at the HMDE. In this pre-
oncentration step, elemental copper as soon as deposited onto the
ercury surface is chemically oxidized by selenite to yield copper(I)

elenide, according to the reaction pathway (1 and 2).
u2+ +2e− +Hg → Cu(Hg) (1)

Cu(Hg) + H2SeO3+4H+ +4e−→ Cu2Se(Hg) + 3H2O (2)
8 (2009) 753–758 755

Subsequently, by applying a differential pulse voltammetric scan
towards negative potentials (sweep rate 5 mV s−1; pulse amplitude
50 mV; pulse duration 50 ms) a cathodic peak is detected at−0.65 V
for the reduction of copper(I) (reaction (3)), whose height was lin-
early dependent on the content of Se present in the analysed sample
in the range 0.05–5 �g L−1 with a correlation coefficient of 0.998.

Cu2Se(Hg) + 2H+ +2e−→ H2Se + 2Cu(Hg) (3)

From the relevant calibration plot, a LOD for selenium of
0.02 �g L−1 (2.1×10−10 M) was evaluated for a signal-to-noise ratio
of 3. The relative standard deviation (RSD) characterizing these
measurements did not go beyond ±15% in 10 replicate measure-
ments.

In DPCSV measurements conducted on real samples, the signals
recorded were related to Se concentrations not only by the rele-
vant calibration plot, but also by resorting to the standard addition
method, in order to check whether current signals suffered from
interferences due to the matrix. In all cases, only fairly negligible
differences (within±10%) were found between the results found by
the two different approaches.

Turbidimetric–nephelometric measurements were performed
by a Thermo Orion AQUAfast IV turbidimeter model AQ4500
(Thermo Scientific, Waltham, MA, USA).

3. Results and discussion

3.1. Optimisation of the digestion procedure

As mentioned above, MW digestions of organic or biological
materials are in general conducted in strongly oxidant media, usu-
ally consisting of nitric acid and hydrogen peroxide mixtures, to
attain for certain their exhaustive mineralisation. In any case, the
redox potential of these mixtures is conceivably expected to be
about 1.3–1.4 V vs. NHE at least, so that their use for digesting
Se containing samples leads inevitably to the extensive formation
of Se(VI). To avoid this drawback, digestion mixtures should be
adopted whose redox potential is buffered in such a way as to range
from a maximum of ca. 1.14 V vs. NHE, so as to allow Se(IV) to
become stable, to a minimum value of ca. 0.74 V vs. NHE, to pre-
vent reduction of Se(IV) to elemental Se. This is the reason why it
is suggested that MW digestions of Se containing samples are per-
formed by a two-step procedure [26,27], the former conducted in a
strongly oxidant medium (HNO3 + H2O2) aimed at destroying com-
pletely the organic matter and the latter, run by using hydrochloric
acid as the mineralising medium, performed to exploit the fact that
selenate formed in the first step is a sufficiently strong oxidizer to
liberate chlorine from chloride ions, being reduced to Se(IV). The
need to resort to these two subsequent steps in order to achieve
reliable recoveries of Se(IV) makes time expensive even a mineral-
isation approach such as MW which was instead developed just to
perform rapid digestions.

In the view of shortening such a procedure, we have tested the
possibility of carrying out the digestion of Se containing samples in
a single step by using a suitably optimized power supply program
and a digestion mixture containing simultaneously HNO3, H2O2 and
NaCl in such a ratio as to make its redox potential so buffered as to
prevent the formation of Se(VI). With this aim, a series of microwave
digestions was conducted under different experimental conditions
on synthetic samples (containing from 0.06 to 0.30 �mol of Se) con-
sisting of each of selenium compounds here considered (see Section

2). Each test was replicated in six different digestion vessels, in order
to evaluate also the corresponding repeatability.

The power supply program and the digestion mixture initially
adopted were those usually employed to achieve a good mineralisa-
tion when real biological samples are digested. The heating program
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Fig. 1. Mean values of selenium(IV) recoveries found by adding increasing amounts
of: (a) NaCl to digestion mixtures consisting of HNO3 (65%, w/w) + H2O2 (30%, w/w)
in volume ratio 1:1; (b) H2O2 (30%, w/w) to digestion mixtures consisting of NaCl to
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related to the Se content by exploiting in all cases the calibration
NO3 (65%, w/w) in a ratio of 1.3 g per mL. The relative standard deviation, referred to
ix determinations performed on each selenium compound considered (see Section
), ranged from 1.2% to 4.6%.

onsisted of the following steps: (i) 2 min with an irradiation power
f 250 W; (ii) 2 min with 0 W; (iii) 5 min again with 250 W; (iv) 5 min
ith 400 or 500 W [23]. The composition of the digestion mix-

ure was: HNO3 (65%, w/w) + H2O2 (30%, w/w) in a volume ratio
:1. Only very poor Se(IV) recoveries (less than 5%) were found
nder these experimental conditions for all selenium compounds
ested.

When these digestions were repeated by adding to minerali-
ation mixtures increasing amounts of NaCl, to make their redox
otential progressively lower than that allowing Se(IV) to be oxi-
ized to Se(VI) but again high enough to permit total destruction
f the organic matrix, undoubtedly better but not yet satisfactory

esults were achieved, as shown in Fig. 1a. Subsequently, on con-
idering that the highest Se(IV) recovery was attained with a NaCl
o HNO3 ratio of 1.3 g per mL, such a ratio was kept constant and
urther digestions were run by decreasing progressively the H2O2
8 (2009) 753–758

content, in order to decrease the redox potential of the digestion
medium, this peroxide being indeed the strongest oxidizing agent.
The results found in these digestions are collected in Fig. 1-b which
highlights that decreasing contents of H2O2 are really profitable in
that recoveries very close to 100% could be attained for H2O2 to
HNO3 volume ratios of about 1:5.

These findings prompted us to consider acid oxidizing mixtures
consisting of solutions prepared by mixing nitric acid (65%, w/w)
with hydrogen peroxide (30%, w/w) in a volume ratio 5:1 and added
with 0.25 g mL−1 (4.3 M) NaCl quite well tailored to display a redox
potential lower than that allowing Se(IV) to be oxidized to Se(VI),
but high enough to permit total destruction of the organic matrix.
Thus, they were adopted in further assays which were conducted on
Se synthetic samples with a series of programs involving different
microwave irradiation powers (200–650 W) and irradiation times
(2–20 min) in order to improve recoveries and shorten the digestion
time.

The whole of these experiments allowed the best performance
to be found by carrying out microwave digestions with a three-step
power program which was as follows: (i) 2 min with an irradiation
power of 250 W; (ii) 2 min with 0 W; (iii) 15 min with 300 W. The
first step, conducted with an intermediate irradiation power, was
aimed at starting the digestion of organic matter, while the purpose
of the second step, run in the absence of microwave irradiation,
was to avoid the uncontrolled occurrence of reactions involving
the mentioned organic matter. Finally, the third step allowed redox
reactions involving selenium compounds to occur without causing
high pressure conditions.

The Se(IV) content in all mineralised samples was determined
by HG-ICP-MS, HG-ICP-OES and DPCSV. Moreover, in the attempt to
check whether not negligible amounts of Se(VI) survived the diges-
tion step, Se(IV) content thus found was also compared with total
Se determined by ICP-MS and ICP-OES (i.e. excluding the hydride
generation step). Representative examples of typical results found
with the different approaches are reported in Table 1, where they
are compared with one another as well as with the corresponding
theoretical contents.

This Table highlights a good agreement not only among Se(IV)
concentrations found by the three analytical approaches suitable
for its selective determination (last three columns), but also with
total Se, thus proving that digestion conditions adopted were well
suited for avoiding the undesired presence of Se(VI) in mineralised
samples. However, it is apparent that the worst results were found
by ICP-OES, which led in most cases to scarce accuracy and preci-
sion, due conceivably to the fact that Se contents involved in these
determinations are only slightly higher than its LOD (9 �g L−1) and
hence lower enough than the corresponding LOQ (about 30 �g L−1).

3.2. Application to real samples

The applicability to real vegetable or animal samples of the sin-
gle step microwave digestion procedure proposed here was first
tested for the determination of selenium in a certified biologi-
cal material, consisting of lyophilised pig kidney with a selenium
content of the order of some �g g−1, which was used as standard
reference sample.

Controlled amounts of this powdered certified sample (ca.
200 mg) were mineralised under the optimised conditions
described above and, after digestion, analysed by resorting once
again to HG-ICP-MS, HG-ICP-OES and DPCSV for Se(IV) and to ICP-
MS and ICP-OES for total selenium. The relevant signals were then
plots constructed for synthetic samples. The results found are sum-
marized in Table 2 where they are compared with one another as
well as with theoretical expectations. The good agreement between
the selenium content inferred from calibration plots referred to
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Table 1
Comparison of Se theoretical contents with the results found by the different analytical approaches adopted for controlled amounts of synthetic samples digested by the
proposed single-step procedure.

Model compound Se concentrations (�g L−1)a

Theoretical ICP-MS (total Se) ICP-OES (total Se) HG-ICP-MS (Se(IV)) HG-ICP-OES (Se(IV)) DPCSV (Se(IV))

Seleno-l-methionine 20.0 ± 0.2 21.2 ± 1.3 18.5 ± 3.2 19.1 ± 1.0 19.7 ± 0.5 20.4 ± 0.4
Methyl-seleno-l-cysteine 20.8 ± 0.2 21.1 ± 1.4 22.3 ± 3.5 21.1 ± 0.9 20.7 ± 0.4 21.0 ± 0.3
Seleno-l-cystine 19.6 ± 0.2 19.4 ± 1.4 18.2 ± 3.0 20.3 ± 1.0 20.2 ± 0.4 19.5 ± 0.4
Sodium selenite 20.7 ± 0.2 20.2 ± 1.3 20.0 ± 3.7 21.7 ± 1.1 21.3 ± 0.4 20.9 ± 0.4
Sodium selenate 20.3 ± 0.2 20.5 ± 1.2 18.2 ± 2.8 19.9 ± 0.8 21.0 ± 0.5 20.5 ± 0.4
Zinc selenide 19.8 ± 0.2 19.7 ± 1.5 18.2 ± 4.1 20.2 ± 0.9 20.6 ± 0.6 19.1 ± 0.8

a All recovered amounts were the mean of five replicate digestions. The reported standard deviations were calculated accordingly.

Table 2
Comparison of Se theoretical contents with the results found by the different analytical approaches adopted for controlled amounts of a certified lyophilized pig kidney
sample digested by the proposed single-step procedure.

Digested amount (mg) Se concentrations (�g g−1)a

Certified ICP-MS (total Se) ICP-OES (total Se) HG-ICP-MS (Se(IV)) HG-ICP-OES (Se(IV)) DPCSV (Se(IV))

184.2 10.3 ± 0.5 10.5 ± 0.6 9.3 ± 1.7 10.6 ± 0.6 10.5 ± 0.3 10.4 ± 0.2
2 .9
2 .1
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B
B
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P
P
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R
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S
S
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s

09.7 10.3 ± 0.5 10.7 ± 0.4 11.3 ± 1
38.6 10.3 ± 0.5 10.0 ± 0.8 10.9 ± 2

a All recovered amounts were the mean of five replicate digestions. The reported

ynthetic samples and certified data proves that no appreciable
nterference was caused by matrix effects.

Moreover, it is worth to highlight the good performance pro-
ided by DPCSV which, in principle, should be instead expected
o suffer more than other approaches from interference caused by
he presence in the real sample considered of trace amounts of

etal ions mentioned in the experimental section. As a matter of
act, the undesired effect of these possible interferents is avoided
hanks to the strategy involved in the procedure adopted. On one
and the preconcentration step is in fact performed at a poten-
ial value (−0.3 V) at which they cannot be accumulated onto the
lectrode surface, they being not reduced, and on the other hand
he subsequent potential scan towards negative potentials is run at
Cu-covered Hg electrode where rather appreciable overvoltages
re required for the deposition of other metals.
On the basis of these fully satisfactory results, the optimised

nd validated single step MW digestion procedure was applied to
variety of vegetable and animal food, as well as to human blood

able 3
e content found in food samples and biological fluids.

ample Approximate digested amount (g)

arley 0.5
razil nuts 0.1
read 0.5
arrot 1.0
ornmeal 1.0
arlic 1.0
ettuce 1.0
nion 1.0
asta 0.5
otato (with peel) 1.0
otato (without peel) 1.0
otato “Selenella” (with peel) 0.5
otato “Selenella” (without peel) 0.5
ork loin 0.5
aw ham 0.5
ice 1.0
alami 0.5
pelt 0.5
uman blood plasma 0.5 mL

a The reported contents are the mean of Se concentrations found in the different samp
tandard deviations were hence calculated as pooled standard deviations.

b These samples were drawn from volunteers whose age ranged from 20 to 80 (45% ma
10.4 ± 0.3 10.7 ± 0.4 10.3 ± 0.3
10.2 ± 0.5 10.6 ± 0.6 10.1 ± 0.4

ard deviations were calculated accordingly.

plasma, whose Se contents found turned out to fall in a very wide
range (from ca. 5 to 3000 ng g−1). In all cases, the efficiency of the
mineralisation procedure, in connection with destruction of the
biological matrix, was checked by subjecting digested solutions
to turbidimetric–nephelometric measurements which pointed out
the total absence of solid particles with diameters ≥0.1 �m.

Since some of these real matrices were expected to display quite
low Se contents, digested samples were analysed by HG-ICP-MS and
DPASV alone, in view of their LODs which were found so low as to
meet with even trace determinations.

Se content in these real samples was once again inferred from
calibration plots constructed for synthetic samples. Their reliability
was checked by verifying their full consistence with those found
by supplementing Se in the real samples considered. In fact, the

data obtained by these two approaches (i.e. calibration plot and
standard addition method) differed by about±8% at the most, thus
highlighting both the satisfactory Se(IV) recovery (and hence good
accuracy) achieved by the MW digestion procedure adopted and

Number of different samples analysed Se content (ng g−1)a

3 15.38 ± 4.20
3 3182.83 ± 442.06
3 112.07 ± 10.86
3 7.04 ± 2.36
3 28.33 ± 4.96
3 40.87 ± 3.29
3 5.77 ± 2.00
3 9.60 ± 2.53
3 79.62 ± 2.66
3 7.36 ± 4.12
3 10.07 ± 2.46
3 188.40 ± 12.05
3 159.43 ± 2.81
3 88.19 ± 8.07
3 93.82 ± 2.52
3 26.21 ± 5.44
3 90.46 ± 7.24
3 53.98 ± 8.91

171b 75.46 ± 24.46

les of the same nature, each subjected to three replicate digestions. The reported

le and 55% female).
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hat the simple use of a regression graph is appropriate for routine
ork.

The results found for Se contents in the different matrices con-
idered, which are shown in Table 3, agree quite well with mean
e concentrations reported so far by other authors for similar
oods from different geographical regions [26,33–38]. In particu-
ar, inspection of this Table indicates that most vegetables are poor
ources of Se, while products richer in proteins are characterized
y higher Se levels. This is in full agreement with the fact that plant
pecies do not require Se for growth and can be hence very low
n this element, in contrast to animal species which are unable to
urvive if tissue levels of this essential nutrient are too low.

. Conclusions

The suggested single step MW digestion procedure turns out
o be well suited for providing concomitantly the exhaustive min-
ralisation of biological samples and the quantitative conversion
f any type of selenium compounds into Se(IV). Digested sam-
les thus obtained in a time very shorter than that required by
reviously reported mineralisation methods are directly suitable
or the subsequent Se analysis at trace and ultratrace levels by
oth spectrometric methods such as HG-ICP-MS or HG-ICP-OES
nd differential pulse cathodic stripping voltammetry (DPCSV). The
pplication of this simple approach to standard organic samples and
o a certified biological sample allowed precise and accurate results
o be achieved, also highlighting its robustness in that it does not
equire a strict control of the relevant experimental parameters.
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a b s t r a c t

A surface plasmon resonance immunoassay has been developed to determine human growth hormone
(hGH) directly and without pre-treatment in human serum samples. A binding inhibition immunoassay
was employed. Antibody concentration, assay buffer and regeneration solution have been optimized in
order to reach the best performance and the lower non-specific binding of the matrix components to the
sensor surface. The lowest detection limit was 6 ng/mL, with a working range covering the physiological
range. Reproducibility of the assay was excellent with both intra-assay and inter-assay relative standard
eywords:
PR
mmunosensor
elf-assembled monolayer
GH

deviations <5%, while a variation of 2.19% was obtained employing different sensor chips. Reutilization
of the sensor surface allows its continuous use over 50 measurements with a signal drop <20%. The SPR
immunoassay results were validated using enzyme-linked immunosorbent assay (ELISA) showing an
excellent correlation (R2 = 0.985). A portable and fully automated system (Sensia SL) was employed in
this work. This is the first SPR biosensor assay capable of detecting relevant concentrations of a clinical

dy sh
.

oint-of-care device
erum

analyte in serum. This stu
multiple clinical analytes

. Introduction

In the last years diagnostics is starting to leave clinical labo-
atories to come closer to the patient in point-of-care settings as
rimary care centres, hospital units and homes [1]. Immunoas-
ay techniques have provided a useful tool for rapid diagnostic
nd monitoring directly at these locations [2]. Biosensors are
deal for these applications as they can reach similar analyti-
al quality as laboratory methods adding some extra features as
short turnaround time, portability and simple use compared

o other analytical techniques [1–3]. Surface plasmon resonance
SPR) biosensors [4] have proven the necessary analytical char-
cteristics as specificity, sensitivity, accuracy and precision. They
lso provide real-time data avoiding labelling steps, thus fulfilling
ost of the desirable features for a point-of-care analyzer. How-
ver, some disadvantages obstruct the development of all types
f optical biosensors for clinical use due to matrix effects pro-
uced by non-specific binding of the components of such complex
amples.

∗ Corresponding author at: Centro de Investigación en Nanociencia y Nanotec-
ología (CIN2: CSIC-ICN), Edificio Q - ETSE, 3a Planta, Campus UAB, 08193, Bellaterra,
arcelona, Spain. Tel.: +34 93 586 80 12; fax: +34 93 586 80 20.

E-mail address: juan.trevino@cin2.es (J. Treviño).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.012
ows the potentials of this device as a diagnostic tool for the detection of

© 2009 Elsevier B.V. All rights reserved.

Blood serum is one of the main sources of clinical analytes
and it contains thousands of proteins that provide potential infor-
mation for disease biomarker detection. But it has the drawback
of its complexity as analytical matrix. In fact, 90% of its protein
content (60–80 mg/mL) consists in a few high abundant proteins
that together with its high lipid content hinder the rest less abun-
dant proteins. The dynamic range of serum proteins is 10 orders
of magnitude wide, from sub-pg/mL to above mg/mL. This is a
serious obstacle for the development of clinical biosensors han-
dling human serum samples, mainly due to non-specific binding
to the sensor surface, which would hinder the specific biological
interaction.

Human growth hormone (hGH) is a polypeptide hormone,
essential for normal growth and development, secreted by the ante-
rior pituitary gland. Circulating hGH consists of a heterogeneous
mixture of proteins including a predominant 22 kDa hGH isoform,
and other less abundant variants such as the 20 kDa hGH [5]. Selec-
tive assays to define the contribution of the different isoforms could
be valuable tools for both clinical diagnostics and basic research.
Determination of hGH in serum is essential for the diagnosis of

disorders in hGH secretion. hGH excess is commonly caused by pitu-
itary tumours which result in disorders as acromegaly or pituitary
gigantism when it occurs in childhood. The main causes of hGH defi-
ciency are pituitary malformations or damages. Detection of hGH
is also used by sports authorities in doping detection, as hGH is one
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f the most habitual substances used to increase performance in
ome disciplines [6].

Secretion of hGH is pulsatile, resulting in widely fluctuating
evels in blood with peaks of 50–100 ng/mL and minimum levels
f 0.03 ng/mL [5]. It is widely accepted, for the diagnosis of hGH
eficiency, a cut-off value of 10 ng/mL in response to an appro-
riate provocative test [7]. Clinical assays for the determination
f human growth hormone include bioassays, radioreceptor assays
nd immunoassays. Radioimmunoassays (RIA), immunoradiomet-
ic assays (IRMA), enzyme-linked immunosorbent assays (ELISA)
nd immunofunctional assays (IFA) have been used for hGH deter-
ination due to their sensitivity and high sample throughput.

onventional selective assays are time consuming, require flores-
ent labels or radioactive probes. In addition, most of these assays
equire facilities, which obstruct their application in settings out of
he lab.

Surface plasmon resonance biosensors allow monitoring of
iomolecular interactions as increases in refractive index caused
y mass changes at the sensor surface. The coupling of immunoas-
ays with SPR biosensors enables online monitoring of analytes in a
ast, simple, direct and reversible way, avoiding labelling and sam-
le preparation steps. In this work, a recently launched commercial
ensor, �-SPR (Sensia SL, Spain) based in surface plasmon resonance
as been employed to detect hGH in serum samples. This system is
ortable and incorporates software for data acquisition and instru-
ent control, thus it turns on a useful tool for fast diagnostics in

linical laboratories and point-of-care settings. Recently, this device
as proven its usefulness in environmental analysis for the online
onitoring of pesticides in natural water samples [8–10].
In this work we report the development and validation of a SPR

mmunosensor for hGH determination in serum. To our knowledge
his is the first biosensor assay for the detection of hGH. Moreover

SPR sensor to detect relevant concentrations of a clinical ana-
yte in serum has not been developed to date [4]. Surface plasmon
esonance immunosensor applications that measure clinical sam-
les directly are still unusual, and generally use signal amplification
teps, sample pre-treatment or dilution [11–15].

. Experimental

.1. Reagents

Purified monoclonal antibody (mAb) hGH-12, that recognizes all
GH isoforms, was obtained and characterized as described before
16]. Recombinant hGH was obtained from Pfizer (Spain). Rabbit
nd human sera were purchased from Sigma–Aldrich (Steinheim,
ermany). Serum samples from patients undergoing stimulation

ests for hGH deficiency diagnostic were kindly provided by Dr. M.D.
odríguez Arnau. Hospital General Universitario Gregorio Marañón,
adrid, Spain.
Mercaptoundecanoic acid, N-hydroxysuccinimide (NHS) and

-ethyl-3-(-3 dimethyl-amino-propyl)carbodiimide hydrochloride
EDC) were purchased from Sigma–Aldrich (Steinheim, Ger-

any). Organic solvents used in gold chip cleansing process:
richoloroethylene, acetone and ethanol, and piranha solution com-
onents H2SO4 and H2O2 were supplied by Merck (Darmstadt,
ermany). Potassium chloride, sodium chloride, disodium hydro-
en phosphate and potassium dihydrogen phosphate, used for the
reparation of PBST buffer (10 mM phosphate pH 7.4 with 137 mM
aCl, 2.7 mM KCl and 0.05% Tween 20), acetic acid and sodium
cetate for the preparation of acetate buffer (10 mM acetate pH

) and sodium hydroxide and hydrochloric acid, used to adjust
he pH of the solutions, were provided by Panreac (Barcelona,
pain). Ethanolamine hydrochloride blocking agent was obtained
rom Acros Organics (Geel, Belgium). Tween 20 was purchased from
uantum Appligene (Heidelberg, Germany).
8 (2009) 1011–1016

2.2. Instrumentation

A commercial surface plasmon resonance biosensor, from Sensia
SL (Spain) was used for the SPR measurements. The sensor has two
flow cells with a volume of 300 nL each. The device incorporates
optics and upgradeable electronic modules as well as computer
controlled pumps, valves and injection fluidics. All the measure-
ments were performed by sample injection using the flow delivery
system incorporated in the platform that assures the injection for
analysis of precise volumes of 220 �L while maintaining a contin-
uous flow of buffer between 10 and 40 �L/min. Further description
of this system can be found elsewhere [8].

2.3. Preparation of the sensor surface: immobilization procedure

Specific hGH chip surface was prepared with conventional
amino coupling on SPR gold chips. Chips were cleaned with
tricholoroethylene, acetone and ethanol, immersed in piranha solu-
tion (H2SO4/H2O2, 3:1) rinsed with water, ultrasonicated for 5 min
and dried with N2. Gold chip was then placed over the flow cells
and prism was adhered to the chip using matching refractive index
oil. A constant flow speed of 10 �L/min was maintained during
the immobilization process. Formation of the carboxyl terminated
alkenethiol SAM was carried by adsorption of mercaptoundecanoic
acid (0.05 mM solution in ethanol) on the gold sensor surface. After
rinse of alkanethiol excess with ethanol, a continuous flow of water
was maintained for the next steps of the immobilization process.
Then the carboxylic surface was activated with EDC 0.2 M and NHS
0.05 M to form a N-hydroxysuccinimide ester intermediate and
immediately after, hGH was covalently coupled via amine groups
using two injections with a washing step with HCl 100 mM in
between. The unreacted groups remaining on the chip surface were
deactivated using ethanolamine 1 M, pH 8.5. Once hGH was immo-
bilized on the sensor surface, a flow of PBST at 20 �L/min was fixed.
This procedure ensures that only covalently bound biomolecules
remain on the sensor surface. The selectivity of the monolayer was
evaluated by studying possible interactions with non-specific anti-
bodies.

2.4. SPR immunoassay format

For calibration curves, a set of triplicate hGH standard concen-
trations in the 10−4 to 100 �g/mL range in PBST and blank controls
were mixed (1:1) with mAb hGH-12 in PBST. Then, solutions were
injected sequentially over the hGH sensor surface at 20 �L/min
and SPR signal was monitored in real-time. Calibration curves with
mAb hGH-12 concentrations of 0.25, 0.5, 1 and 2 �g/mL in PBST
were evaluated in order to find the one that provides the optimal
assay sensitivity. Reutilization of the sensor surface was accom-
plished by an injection of HCl 5 mM regeneration solution at a flow
speed of 30 �L/min. SPR signal of each standard was expressed as
the percentage of the maximum response [100× (SPR signal/SPR
signal, max)]. The averaged responses of the three standards
measured for each concentration were plotted versus the loga-
rithm of hGH concentration and fitted to a four-parameter logistic
equation:

y = D+ (A− D)
where x is the concentration, y is the response, A is the asymptotic
maximum, corresponding to the signal in absence of analyte, B is
the slope at the inflection point, C is the inflection point, equiva-
lent to the half inhibitory concentration I50 and D is the asymptotic
minimum, corresponding to the background signal.
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.5. Sample matrix effects

Experiments to test matrix effects and the conditions to reduce
hem for improving the regeneration step were carried with rabbit
erum, which has similar behaviour in the SPR immunosensor to
uman serum. Aliquots of rabbit serum were mixed (1:1) with PBST
uffer to simulate assay conditions, injected on the sensor without
ny treatment and recorded the SPR signal.

Twelve PBST buffers were prepared varying simultaneously NaCl
oncentration (137 and 500 mM), pH (6.5–7.4–8) and Tween 20
oncentration (0.05–0.1%). Rabbit serum aliquots were mixed (1:1)
ith these twelve different assay buffers and were injected on the

ensor at 20 �L/min using the same assay buffer to obtain infor-
ation of non-specific binding of serum matrix components to

he sensor surface. Rabbit serum aliquots were mixed (1:1) with
Ab hGH-12 to a concentration in the mixture of 0.25, 0.5, 1 and
�g/mL using those different assay buffers, injected on the sen-

or at 20 �L/min and the SPR response was tested to check mAb
GH-12 interaction with the sensor surface in the serum sample
atrix. PBST buffer containing 500 mM NaCl, 0.1% Tween 20 and

H 8, hereafter called PBST-S, was maintained as assay buffer for
he rest of the measures of serum samples.

Regeneration solutions combining acid or basic pH with a high
onic strength and surfactant Tween 20 were prepared to assess the
egeneration of mAb interaction in serum samples. These factors
ere varied simultaneously, pH (2, 2.3, 3, 11, 11.7, 12), ionic strength

0, 0.5, 1, 2 M NaCl) and Tween 20 (0, 0.05, 0.1%) and were tested to
reak the interaction after an injection of a (1:1) mixture of rabbit
erum with mAb hGH-12 to a concentration of 2 �g/mL in PBST-S.

.6. Serum sample analysis

To obtain serum calibration curves, triplicate standards of hGH
n the 4×10−3 to 40 �g/mL range were prepared in human serum
y serial dilution of a stock solution of 1 mg/mL of hGH in PBST-
, mixed (1:1) with mAb hGH-12 to a concentration of 2 �g/mL in
BST-S and injected on the sensor at 20 �L/min. Blank controls were
repared equal. Regeneration after the measurement of each sam-
le was accomplished using regeneration solution with 2 M NaCl,
.1% Tween 20 and pH 11 at 30 �L/min. Standards were analysed
ith the SPR immunosensor and calibration curves were calculated

s described above.
Serum sample volumes of 110 �L were mixed (1:1) with mAb

GH-12 to a concentration of 2 �g/mL in PBST-S and injected in
he sensor without any further treatment. All samples were anal-
sed with both the immunosensor and ELISA method to validate
he immunosensor results. Sandwich ELISA for hGH determina-
ion was developed using mAb hGH-27 as a capture antibody and
iotinylated mAb hGH-12 as second antibody as described before
16].

. Results and discussion

.1. Characterization of the hGH SPR immunoassay

An inhibition immunoassay format with the antigen immo-
ilized on the biosensor surface was chosen to extend the

mmunosensor lifespan. Antibody coated surfaces show low per-
ormance as antibody affinity could be lost upon immobilization,
ecause they are sensitive to regeneration conditions and due

o the random orientation of immobilized antibodies. Inhibition
mmunoassay allows a direct measure without need of secondary
pecies or fluorescent labels. This format assures immunosensor
eusability and stability maintaining its activity intact throughout
long number of measure and regeneration cycles.
(2009) 1011–1016 1013

Immobilization of the biological receptor involves the formation
of a monomolecular film of the biological recognition element in a
controlled and stable manner. Self-assembled monolayers (SAMs)
provide an excellent method for this purpose, due to the simplic-
ity and reliability of the process, the reproducibility of the surface
upon regeneration and to the flexibility for the incorporation of dif-
ferent biomolecules [17]. Covalent attachment of the recognition
element to the sensor surface was achieved via carbodiimide cou-
pling between free amino groups in the protein and carboxyl end
of the SAM [18].

hGH concentration and immobilization buffer pH were adjusted
to obtain the optimal immobilization conditions that produces
the best sensor performance. hGH concentrations of 10, 25, 50
and 100 �g/mL were employed and 10 mM acetate buffer pH was
changed from 4, 4.5, 5, 5.5 and 6. Optimal immobilization condi-
tions were found to be hGH 50 �g/mL in 10 mM acetate buffer pH
5. The response of the immunosensor was assessed using different
mAb hGH-12 concentrations: 0.1, 0.5, 1, 2.5 and 5 �g/mL. Concen-
trations lower than 0.25 �g/mL produce signals too low to maintain
the desired precision of the assay. The negligible response of non-
specific antibodies confirms the selectivity of the monolayer.

The experiments were carried in an inhibitive immunoassay for-
mat. This format consists in the addition of a constant amount
of antibody to all the samples. Further antibody binding to the
immobilized antigen is inhibited by the presence of the analyte,
thus producing decreasing SPR signals as the analyte concentration
increases. Immunoassay analytical characteristics as detection limit
and working range are influenced by antibody concentration, since
lower antibody concentrations are saturated by little amounts of
the analyte. Therefore, optimization of the immunoassay requires
finding a compromise between a low antibody concentration,
which provides a better assay sensitivity, and a concentration high
enough to generate a quantifiable signal in the SPR immunosen-
sor. A set of calibration curves were obtained using concentrations
of 0.25, 0.5, 1 and 2 �g/mL of mAb hGH-12. Calibration standards
including concentrations ranging from 10−4 to 100 �g/mL hGH and
blank samples were mixed with the mAb and injected in the sensor.
Fig. 1a shows the SPR signal decreases in response to increasing hGH
concentrations. Injection of HCl 5 mM solution disrupts completely
the interaction, which allows the sensor reutilization as the SPR
signal returns to the initial value after each sample measurement.
Analysis cycle, including regeneration, takes 20 min. Calibration
curves were calculated using mean triplicate measurements of each
hGH concentration. The limit of detection was 4 ng/mL, determined
as the analyte concentration inhibiting 3 times the standard devi-
ation of blank samples. The linear working range (18–542 ng/mL)
comprises the concentrations producing an inhibition from 20 to
80% of the maximum SPR signal and the I50, 91 ng/mL, is the con-
centration producing 50% of the maximum SPR signal.

3.2. Determination of hGH in human serum samples

The development of optical biosensors for clinical applications
has been hindered by matrix effects caused by high molecular
weight species present in any complex biological samples. The
applications of SPR biosensors using serum are unusual or gener-
ally require pre-treatment or dilution of samples. The aim of this
work was to achieve hGH determination in serum directly without
dilution or any pre-treatment.

Sample matrix components can affect the immunoassay by
binding to the sensor surface, producing a non-specific response

that hides the real interaction and prevents adequate sensor
regeneration, reducing the device shelf-life. These species can addi-
tionally interfere the binding of the antibody to the immobilized
antigen in such a way that the specific signal is reduced. In inhibi-
tion immunoassays, matrix components can affect the interaction
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hGH concentrations of 4×10 , 4×10 , 4×10 and 4 �g/mL
were prepared in serum and measured on 3 different days to
assess within-day and day-to-day variation. Table 1 shows the intra-
and inter-assay coefficients of variation of different samples. Mean
intra-assay values were below 3% and inter-assay mean value was
ig. 1. SPR response to the binding of different hGH concentrations and subsequen
b) serum.

etween the antigen and the antibody in the pre-incubated mix-
ure causing a decrease in assay sensitivity. These matrix effects
re a challenge not only for SPR biosensors but also for almost any
ype of biosensor device, so different strategies have been proposed
o reduce their impact, among which stand out the development of
urface coatings exhibiting high protein resistance [19]. The influ-
nce of assay buffer conditions as pH and ionic strength have been
tudied, and they have proved that an adequate assay buffer can
educe dramatically the non-specific binding from matrix compo-
ents [20].

Preliminary tests carried to assess non-specific binding of matrix
omponents present in serum show a large non-specific signal
hich is far exceeding the specific signal and therefore it will
ask any result. The effect of assay buffer on non-specific bind-

ng of serum proteins to the sensor surface was studied varying
hree factors: ionic strength, pH and surfactant Tween 20. Non-
pecific binding was markedly reduced at high pH in all cases, with
n additional decrease at high ionic strength. A high concentra-
ion of Tween 20 caused a moderated reduction in non-specific
inding as well. An elevated ionic strength contributes to mini-
ization of electrostatic interactions and surfactants as Tween 20

revent protein aggregation and adsorption. PBST buffer contain-
ng 500 mM NaCl, 0.1% Tween 20 and pH 8 (PBST-S) produces a
eduction in non-specific binding of 88% compared with previous
BST buffer, showing the best behaviour regarding to non-specific
inding.

The response in the SPR immunosensor of mAb hGH-12 at
oncentrations of 0.25, 0.5, 1 and 2 �g/mL was tested to assess
he antigen–antibody interaction in those different buffers. PBST-
has demonstrated the best performance in non-specific binding
hile maintaining 90% of the antibody signal obtained in PBST.

nhibition immunoassay was neither influenced in these buffer
onditions.

Regeneration of the sensor surface after each measurement in
erum samples was not achieved in the same conditions used in
uffer samples. In this case, regeneration comprises disruption of
ntigen–antibody binding and desorption of non-specific bound
erum proteins. Several regeneration solutions were prepared in
rder to attain the complete regeneration of the surface using mild
onditions that make possible its prolonged use over multiple mea-
urement cycles. Complete regeneration was accomplished using a
egeneration solution with 2 M NaCl, 0.1% Tween 20 and pH 11 that
as maintained for the rest of the measurements carried out in
uman serum.
Serum samples were measured using the optimal PBST-S buffer.
he fixed amount of antibody in the inhibition assay was raised to
�g/mL to compensate the signal reduction due to matrix inter-

erence and to enhance the response against the matrix residual
ackground. This increase in antibody concentration leads to a
neration cycles during the performance of binding inhibition tests in (a) PBST and

slight decrease in the sensitivity of the assay but it still remains
within the physiological concentration range. The measures in
serum samples were carried out with the same flow parameters,
but after each interaction, the running buffer needs some additional
time to wash the surface and to reach a stable signal, enlarging
the measure and regeneration cycle to 45 min for the simultane-
ous determination of two samples. Calibration standards in the
4×10−3 to 40 �g/mL range and blank samples were analyzed. Cal-
ibration curves were calculated similar to previous experiments.
Fig. 1b shows SPR response to different samples containing increas-
ing amounts of hGH and the complete regeneration of the sensor
surface. Calibration curve and analytical characteristics of the assay
are shown in Fig. 2.

This SPR immunoassay is useful for the determination of a clin-
ical analyte as hGH in serum samples at concentration levels from
6 ng/mL to 1.3 �g/mL that cover the lower part of the physiologi-
cal range of 30–100 ng/mL, in a direct and fast way without sample
pre-treatment or dilution using a small sample volume of 110 �L.

3.3. Reproducibility

The immunoassay reproducibility was studied by the assess-
ment of the intra- and inter-day variability. Triplicate samples with

−3 −2 −1
Fig. 2. Standard calibration curve of hGH in serum. Each point shows the mean value
of three replicate measurements.
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Table 1
Performance of intra- and inter-assay variations for the SPR determination of tripli-
cate measurements of hGH over a 3-day period.

hGH concentration (�g/mL) Mean

0.004 0.04 0.4 4

Intra-assay variation (R.S.D.%)
Day 1 1.22 2.10 2.52 3.71 2.39
Day 2 0.57 1.22 0.81 3.16 1.44
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Day 3 0.37 1.83 3.24 4.92 2.59

nter-assay variation (R.S.D.%)
3-Day period 0.24 1.71 2.48 3.06 1.87

.87%. Furthermore, all the individual coefficients of variations were
elow 5%. All these values were by far within the accepted variabil-

ty values for analytical methods.
The variability of the assay using different sensor chips was also

ested. Triplicate standard curves were measured under identical
onditions using three different sensor surfaces prepared at differ-
nt times. Fig. 3 shows the three calibration curves for the three
ensor chips tested. The chip-to-chip reproducibility is excellent,
howing a mean coefficient of variation of 2.19% with I50 values
arying from 226 to 235 ng/mL.

.4. Reusability

Together with reproducibility, biosensor reusability is a key
oint of the immunoassay robustness. The reusability is related
o the stability of the sensor surface throughout a number of

easurements. Reutilization of an immunosensor is accomplished
egenerating the sensing surface by the complete dissociation of
he antigen–antibody complex without affecting the affinity of the
mmobilized molecule. Antigen–antibody interactions are caused
y electrostatic, Lewis acid–base and van der Waals forces, which
an be disrupted by different strategies. Essentially, regeneration
onditions for immunosensors can be guided by experience in affin-
ty chromatography elution conditions. In most cases, regeneration
s carried by extreme pH solutions as HCl or glycine pH 1–3 or
aOH pH 10–11, but high ionic strength, detergents and non-polar
ater-diluted solvents have been used as well. Solutions combin-
ng several of these additives can be used to regenerate resistant
nteractions or to minimize the risk of bioreceptor damage [21].

The stability of the immunosensor upon regeneration was tested
y measuring the variation of the maximum SPR signal produced
y blank samples introduced in each calibration or sample series.

ig. 3. Standard calibration curves of hGH for three different batches of sensor chips.
ach point shows the mean value of three replicate measurements.
Fig. 4. Sensorgram showing the specific SPR response throughout successive mea-
surement and regeneration cycles.

For hGH immunoassay in PBST, mild acid solution HCl 5 mM pro-
vides a complete regeneration of the biosensor surface allowing
its stable use throughout above 100 measurement cycles within
each flow cell. Stability of the sensor was tested in 10 series of daily
measurements, making possible its continuous use with a max-
imum SPR signal drop of 7% of the initial value (Fig. 4). For the
measurements carried out with serum samples an inferior reusabil-
ity is observed as a predictable consequence of the matrix effects
described above. Harsher regeneration conditions were employed
to disrupt antigen–antibody binding and to desorb non-specific
bound serum proteins. Complete regeneration of the biosensor sur-
face is accomplished by the use of a solution containing NaCl 2 M,
Tween 20 0.1% at pH 11. Although harsher regeneration conditions
were needed, regeneration performance remained appropriate and
sensor stability was maintained throughout more than 50 mea-
surement cycles during 5 consecutive days with a maximum SPR
signal drop of 17% of the initial value. These slight variations on
the signal do not have effect over assay reproducibility since all
the measurements are always normalized to the maximum SPR
signal.

3.5. Comparison with ELISA analysis of real samples

The accuracy of hGH determination by SPR immunoassay was
evaluated by comparison with ELISA method. Ten real samples
from hGH deficiency provocative tests were analysed by both
methods, among them five revealed concentrations under the SPR
immunoassay detection limit (6 ng/mL). The five remaining sam-
ples above this level showed an excellent agreement between both
methods (R2 = 0.985). These data reveal that the SPR immunoassay
method proposed here is capable to help hGH deficiency diagnosis
identifying the samples under the cut-off value (10 ng/mL) of hGH
deficient patients and accurately quantifying the samples above the
cut-off level of non-deficient patients.

4. Conclusions

The SPR immunoassay method developed in this work demon-
strates the usefulness of the �-SPR biosensor for the detection of a
relevant clinical analyte as hGH in real serum samples. The method
makes possible a fast, label-free and real-time determination using

reduced sample volumes. This portable SPR immunosensor is able
to determine the analyte directly and without any pre-treatment in
serum samples. To our knowledge this is the first biosensor assay
for the determination of hGH and the first application of a SPR
biosensor for the direct detection of an analyte in serum samples at
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elevant concentrations without dilution or sample pre-treatment
4].

The robustness of the method was verified with the excellent
eproducibility together with the appropriate regeneration perfor-
ance. The sensor signal remained stable during more than 50
easurement cycles throughout 5 days of continuous operation.

eproducibility of the method was proven by the low coeffi-
ients of variation for intra- and inter-assay precision and low
hip-to-chip variation. The validation of hGH determinations in
erum samples from stimulation tests for hGH deficiency diag-
osis was accomplished by ELISA method. The good correlation
f the data demonstrates the application of the method as a
aluable tool for fast diagnostics in clinical laboratories and point-
f-care settings. This study paves the way for the development
f a portable diagnostic tool for the detection of multiple clinical
nalytes in biological samples and monitoring of protein disease
iomarkers.
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A novel biosensor based on single-stranded DNA (ssDNA) probe functionalized aluminum anodized oxide
(AAO) nanopore membranes was demonstrated for Escherichia coli O157:H7 DNA detection. An original
and dynamic polymerase-extending (PE) DNA hybridization procedure is proposed, where hybridization
happens in the existence of Taq DNA polymerase and dNTPs under controlled reaction temperature. The
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eywords:
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probe strand would be extended as long as the target DNA strand, then the capability to block the ionic
flow in the pores has been prominently enhanced by the double strand complex. We have investigated
the variation of ionic conductivity during the fabrication of the film and the hybridization using cyclic
voltammetry and impedance spectroscopy. The present approach provides low detection limit for DNA
(a few hundreds of pmol), rapid label-free and easy-to-use bacteria detection, which holds the potential

s-DN
anopore membrane
. coli O157:H7

for future use in various s

. Introduction

Deoxyribonucleic acid (DNA) analysis has become an impor-
ant tool for genetic diagnostics; identification of disease-causing

icroorganisms in human body [1], food [2], or environment [3,4],
nd the assessment of medical treatment [5]. The core of DNA
ensing is detecting target ss-DNA fragments by utilizing their
ybridization with complementary probe sequences. Traditional
ethods for identification of the DNA hybridization event, such

s membrane blots or gel electrophoresis, are time-consuming and
abor intensive. As alternative to the conventional methods, biosen-
or technique has triggered strong interests for its simpler nucleic
cid assays and faster, cheaper process. The transducing elements
eported in the literature include optical [6], microgravimetric [7]
nd electrochemical (EC) devices [8]. Among these methods, EC-
ransducers have their unique advantages in the detection of DNA
ybridization and have arisen considerable interests [9,10]. These

ensitive EC devices could be integrated into existing detection
chemes, so the EC detection is desirable to realize miniaturization
nd portability. Moreover, low cost, minimal power requirements,
nd independence of optical pathway, all make it excellent can-

∗ Corresponding author. Tel.: +86 571 87952832; fax: +86 571 87951676.
E-mail address: cnpwang@zju.edu.cn (P. Wang).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.001
A analyses by integrated into a self-contained biochip.
© 2008 Elsevier B.V. All rights reserved.

didate for DNA diagnostics [11]. In addition, electrochemistry
provides innovative routes for interfacing the nucleic acid recogni-
tion system with signal generating and amplifying elements, which
inspired us initially.

Aluminum anodized oxide (AAO) membranes can be synthe-
sized via anodization of metal aluminum [12]. Precise control of
pore diameter and length can be achieved [13,14]. Due to these
fairly well-defined nanopores, AAO membranes have found pop-
ular applications in many areas such as nanostructured materials
preparation [15], biological and chemical separations [16], solution
flow regulation [17,18], and biosensors [19]. In the studies of Vlas-
siouk’s group, AAO filters modified with covalently linked DNA can
be used to detect or separate/purify the target ss-DNA [16,20,21].
They investigated the variation of ionic conductivity in nanopores
caused by probe immobilization at the pore walls and its sub-
sequent hybridization with complementary DNA strands. As the
target ss-DNA was captured by the DNA probes immobilized on the
pore walls, the hybridization events would further block the ionic
flow through the pores, which would increase the impedance. This
analysis provides a basis for articulating specific recommendations

for this DNA biosensor’s future use as a convenient combination
of detection and separation/purification for unmodified target ss-
DNA (and RNA). Compared with other porous membranes adopted
in DNA sensors [22,23], the use of AAO filter as a sensing membrane
offers several advantages. For instance the fabrication process is
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orrespondingly inexpensive and highly reproducible. In addition,
he three-dimensional structure of the AAO membrane provides a

uch higher surface area available for probe immobilization for
he same spot diameter as compared to flat surfaces. Foremost, this

atrix is a suitable and protective environment for biomolecule
mmobilization and can transduce a biorecognition event such as
NA hybridization into an electrical signal.

The Escherichia coli O157:H7 is selected as the target bacteria
ecause it is one of the most threatening pathogens in the world.
n average, E. coli O157:H7 is responsible for 73,000 illnesses, 2100
ospitalizations and 60 deaths annually in the United States alone,
nd as of September 2006, there was a multistate outbreak of E. coli
157:H7 infections associated with consumption of fresh spinach in

he country [24,25]. So the exploitation of new methods for rapid
nd sensitive detection of such microorganism predicates signif-
cance to the safety in food or water supplies [26–28]. Especially
o the selectivity, DNA is an ideal target for specific detection of
athogenic bacteria, and there is a patent need for more direct
nd inexpensive sensing of bacteria DNA. In this “proof of con-
ept” report, a novel electrochemical biosensor is proposed for
acteria DNA detection using AAO nanopore membranes (73±7 nm
iameter) by means of cyclic voltammetry (CV) and electrochem-

cal impedance spectroscopy (EIS). This original biosensor could
etect the DNA hybridization free of labels, and offer a promising
pproach for rapid, sensitive and real-time solution monitoring of E.
oli O157:H7.The critical process in fabricating this DNA biosensor is
he specific single strand probe immobilization, while the immobi-
ization efficiency depends on the chemical functionalization in the
anopores. The procedure of probe immobilization comprises three
teps: silanization with aminosilane, activation by glutaraldehyde,
nd covalent attachment of 5′-aminated DNA probe (20-mer in our
ase), which is specific to the E. coli O157:H7 gene eaeA [16,29,30].
ommonly, the immobilized probes should hybridize with the
arget ss-DNA in the sample to induce changes in the electro-
hemical parameters (e.g. resistance and conductivity). But in this
aper, the hybridization process is dynamic and rapid based on the
olymerase-extending (PE) method. Once the hybridization event
as happened, the probe strand can be extended according to the
rinciple of complementary base pairing in the presence of Taq DNA
olymerase and deoxyribonucleotide triphosphates (dNTPs) with
he control of reaction temperature. The variation of impedance
nduced by the complete double strands DNA (ds-DNA) would be

uch more distinct than that by the routine hybridization complex.
o our best knowledge, a dynamic design for DNA hybridization
as not been demonstrated, nor has an AAO membrane assisted
lectrochemical biosensor for bacterial DNA detection ever been
eported.

. Materials and methods

.1. Materials and instruments

Free standing AAO nanopore membranes, with a uniform
3±7 nm pore diameter with 50 �m thickness and a high pore
ensity (1×109/cm2), were purchased from Synkera Technolo-
ies, Inc. 3-aminopropyltrimethoxysilane (APS) and glutaraldehyde
ere obtained from Sigma–Fluka. E.Z.N.A.TM Bacterial DNA Kit

Omega Bio-Tek) was used for the bacteria DNA extraction. All other
hemicals, such as toluene, propylamine, potassium ferrocyanide,
nd potassium ferricyanide were analytical pure grade or better

uality. Deionized water (18.2 M�/cm) produced by a Milli-Q sys-
em(Bedford, MA) was used throughout. Electron micrographs of
resh and silanized AAO membranes were taken using Scan Electron

icroscope (SEM, Hitachi S-4700). Electrochemical cyclic voltam-
etric experiments and impedance spectroscopy measurements
8 (2009) 647–652

were performed using CH Instruments 660A electrochemical ana-
lyzer.

2.2. Oligonucleotides and PCR amplification

All the oligonucleotides used in sensor development were
purchased from TAKARA Biotechnology Co., Ltd. A 20-base
oligonucleotide modified at 5′ end with C6-NH2 was used
as an ssDNA probe (5′-NH2-(CH2)6-CCAAGAGTTGCAGTTCCT
GA), which was specific for E. coli O157:H7 eaeA gene. A
120-base ss-DNA with 3′ end complementary sequence of
probe (5′-TTCGGCTAAA GCGGATAACGCCGATACCATTACTTATA-
CCGCGACGGTGAAAAAGAATGGGGTAGCTCAGGCTAATGTCCCTGTT-
TCATTTAATATTGTTTCAGGAACTGCAACTCTTGG), was acted as
positive control to characterize the sensor performance, while
the negative control with complementary sequence of posi-
tive one (5′-CCGCC GATTTCGCCTATTGCGGCTATGGTAATGAATAT-
GGCGCTGCCACTTTTTCTTACCCCATCGAGTCCGATTACAGGGACAAA-
GTAAATTATAACAAAGTCCTTGACGTTGAGAACC) and the
single base mismatch oligonucleotide (5′-TTCGGCTAA
AGCGGATAACGCCGATACCATTACTTATACCGCGACGGTGAAAAAGA-
ATGGGGTAGCTCAGGCTAATGTCCCTGTTTCATTTAATATTGTTTCAGG-
AACTGGAACTCTTGG) were adopted to test the specificity of the
probe. A short fragment (120 bases) of the E. coli O157:H7 eaeA gene
with the same sequence as the positive control was amplified by
asymmetric PCR (forward primer: 5′-TTCGGCTAAAGCG GATAACG,
reverse primer: 5′-CCAAGAGTTGCAGTTCCTGA).

Asymmetric PCR, a PCR procedure that predominantly pro-
duces ssDNA was utilized to amplify the target DNA for the direct
hybridization detection. The concentration ratio of forward primer
to reverse primer was 50:1, and the lower concentrated forward
primer played a “limiting primer” role. After the limiting primer
was consumed, the remaining reverse primer continued to extend
the single-stranded eaeA gene fragments. The whole asymmetric
PCR reaction was executed in a Bio-Rad Thermal Cycler with a tem-
perature profile of 95 ◦C for 5 min, followed by 40 cycles of 30 s
denaturation at 95 ◦C, 30 s annealing at 55 ◦C, 45 s extension at 72 ◦C,
and 10 final extension. Regular PCR was also carried out to prove
the successful amplification of eaeA gene, which was examined by
electrophoresis in 2% agarose gel.

2.3. Nanopore biosensor setup and data acquisition

The experimental apparatus is illustrated in Fig. 1. A membrane,
with an active area of 0.03 cm2, was placed in the middle of two
equal volume chambers, which are clamped by four screws. Both
chambers were L-shaped and filled with 10 mM [Fe(CN)6]3−/4− in
phosphate buffered saline (PBS, pH 7.0), which was selected to indi-
cate the efficiency of ion blockage. Au electrode was the working
electrode, while Pt wire electrode and Ag/AgCl (in saturated KCl)
electrode were used as the counter electrode and the reference elec-
trode, respectively. Au and reference electrode were placed in one
upward hole of the chamber, and the counter electrode was in the
opposite side. The CV rate was 50 mV/s and the impedance spec-
trum was obtained at the equilibrium voltage 0.20 V vs. Ag/AgCl by
applying 5 mV ac voltage.

2.4. ss-DNA probe immobilization

After evaluating different methods [21], we found that the most
reliable approach which ensures the nanopores unsealed and a

high density of covalently linked DNA inside the nanopores is
achieved by a glutaraldehyde linker, which joins the amino groups
of 5′-aminated DNA and the terminal amino group of aminosilane.
Briefly, a fresh AAO filter was washed with 15 min sonication in DI
water and dried in oven, then immersed into a 0.5% toluene solution
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ig. 1. The sketch map of the electrochemical DNA biosensor system and the mecha
E: reference electrode; CE: counter electrode).

f APS for 6 h. After sonication washing in toluene (15 min, 3 times)
nd baking at 120 ◦C for 4 h, the aminated membrane was activated
n an 8% aqueous solution of glutaraldehyde for 12 h. In order to
eutralize the unreacted glutaraldehyde, the activated membrane
as left overnight in 10−5 M aqueous solution of propylamine.

ollowing thorough washing with DI water and drying, the filter
as immersed in 50 �L of aqueous solution of 5′-aminated ss-DNA

20 �M) and kept at high humidity overnight. Finally, the filter was
horoughly washed by DI water and stored at 4 ◦C for use.

.5. Dynamic polymerase-extending hybridization

Routine hybridization reaction was carried out by immersing
he nanopore membrane immobilized with specific probes in 50 �L
ybridization buffer containing the complementary target ss-DNA
or at least 2 h at room temperature [21]. In this study, a novel
ybridization process is proposed to improve the effect of ion block-
ge caused by the hybridization complex. The functionalized AAO
lter was dipped into an Eppendorf tube loading 50 �L reaction
uffer mainly including Taq DNA polymerase, target ss-DNA (5 �M),
NTPs, Mg2+ and PCR buffer, and then the whole tube was sub-

ected to the thermal treatment in water bath: 55 ◦C for 10 min.
fter the hybridization based on the PE method, the membrane
as removed from the EP tube and rinsed with DI water. Finally, CV

nd EIS measurements were performed to evaluate the efficiency
f ion blockage. The scheme of this novel and effective polymerase-
xtending hybridization method is illustrated in Fig. 1.

. Results and discussion
.1. Biosensor fabrication

Similar to the methods of glass and silica surface modification,
e modified the surface of nanopore by the aminosilane-
of the novel polymerase-extending hybridization method (WE: working electrode;

glutaraldehyde chemistry and found the most reliable concentra-
tion of APS was 0.5% after considerable evaluations. From the SEM
micrographs of the fresh and silanized membranes (Fig. 2), we
can see the open-through nanopore membrane without any treat-
ment contains parallel circular pores with a very tight pore size
distribution (about 73±7 nm). This geometry makes it an ideal
experimental tool for fundamental studies of ion transfer phe-
nomena in porous support (Fig. 2A). Furthermore, modified by the
aminosilane-glutaraldehyde layer, the pores were not occluded, and
even the aperture remained the same (Fig. 2B), through which the
ss-DNA probes could diffuse into and immobilize on the nanopore
wall by condensation reaction.

CV in Fig. 3A clearly shows that both reductive and oxidative
current decrease after aminosilane-glutaraldehyde modification of
the nanopores, however, after probe immobilization the current
increased greatly. When the nanopore wall was covered with a layer
of activated aminosilane, the inside diameter of pores should be
reduced slightly, which resulted in a lower ion mobility through the
pores. As expected, a noticeable current increase was observed after
the probe immobilization. It can be explained as a consequence of
the increased surface charge density from the negatively charged
DNA backbone and possible partial dissolution during the multistep
procedure of probe immobilization. Accordingly, the resistance of
the pores after immobilization of ss-DNA probes decreased com-
pared to the fresh alumina membrane, which confirmed the results
of Takmakov’s work [21]. The impedance in Fig. 3B also illustrates
the changes accompanying the stepwise modification process.

3.2. Target ss-DNA detection by CV and EIS
Synthesized positive control DNAs were applied to hybridize
with the probes with PE method originated by ourselves, while
another group of hybridization trial was carried out with the routine
method. It can be clearly observed that the reductive and oxidative
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which mainly lists these two pivotal parameters, Rp and Cm. Some
scatter of the parameter values reflects the inherent irregularities
of the membranes enhanced by the small size of the samples and
fitting errors. With the routine hybridization method, hybridiza-

Table 1
Fitting parameters for the curves in Fig. 4B using the equivalent scheme.

Pore resistance Rp(�) Membrane capacitance Cm(�F)

Blank membrane 297.40 ± 12.77 17.40 ± 0.57
Probe immobilization 99.20 ± 8.62 2.76 ± 0.20
ig. 2. SEM micrographs of (A) untreated nanoporous alumina membrane (top sur-
ace) and (B) the aminosilane-glutaraldehyde modified membrane.

urrents decreased after these two DNA hybridization methods.
owever, an obvious current diminishment appeared when PE
ybridization method was adopted (Fig. 4A), which verified the PE
ybridization more effective for ion blockage. Impedimetric mea-
urement was most sensitive to the ion flow changes accompanying
ybridization inside the nanopores. Fig. 4B shows the impedance
ode plot of the nanopore membrane based DNA biosensor for the
arget DNA hybridization with different methods: probe immo-
ilization, PE hybridization and the routine hybridization in the
requency ranging from 1 Hz to 100 kHz with the [Fe(CN)6]3−/4−

edox couple in PBS.
To understand and quantitatively analyze the EIS data, it is

rucial to construct an equivalent circuit, which must address all
elevant physical phenomena and incorporate them correctly. In
his study, experiments were conducted with bare gold electrode,
olution of ferro/ferricyanide and supporting electrolyte. In this
ase the equivalent circuit is composed of two parts: the clas-
ic Randles circuit and circuit of AAO. The classic Randles circuit
ontains four elements: the double layer capacitance Cdl, charge
ransfer resistance of the electrode reaction Rct, solution resistance
s and diffusion impedance Zw of the unstirred layer. Circuit of
AO consists of two elements: the resistance of the pores Rp and

he membrane capacitance Cm. In general, the reaction kinetics is

epresented by a charge transfer resistance Rct connected in series
ith diffusion impedance Zw, and Cdl is related to the dielectric

eatures at the electrode/electrolyte interface. Since the changes
f ionic flow do not affected by electrode–electrolyte interface in
Fig. 3. (A) CV in the region for [Fe(CN)6] oxidation/reduction for ss-DNA probe
immobilization and (B) Nyquist plot (Zim vs. Zre) for membrane impedance at 0.20 V
for ss-DNA probe immobilization: a—untreated AAO membrane; b—aminosilane
modification; c—probe immobilization.

this study, no further discussion about the Randles circuit would be
done here. As shown in Fig. 4B, in the frequency ranging from 1 Hz to
1000 Hz, compared to the probe immobilization (a), the impedance
increased after the PE hybridization (b) and the routine hybridiza-
tion (c), suggesting that the hybridization events happened on the
nanopore wall can change the values of these electrical elements in
the equivalent circuit.

The results of the fitting of the experimental data to the equiv-
alent circuit by model fitting software are summarized in Table 1,
Routine hybridization 127.80 ± 5.34 1.66 ± 0.10
PE hybridization 540.76 ± 25.55 12.03 ± 0.23

The value shows means and standard deviation, which is derived from at least 3
independent detections.
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Fig. 4. (A) CV in the region for [Fe(CN) ]3−/4− oxidation/reduction for the target DNA
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the original value before hybridization. It could be explained that if
6

ybridization with different methods; (B) impedance bode plots for the target DNA
ybridization with different methods; (C) CV in the region for [Fe(CN)6]3−/4− oxida-
ion/reduction for detection of biosensor sensitivity by different control groups.

ion complexes led to an increased Rp from 99 to 127 , which
evertheless was lower than the blank membrane. The effect was
imilar to the previous report [20], whereas the PE hybridization
ethod changed the nanopore resistance from 99 to 540 � with
net increase of 413 � compared to that by routine hybridization

ethod.
This change was the most significant one among all the elec-

rical elements in the equivalent circuit, indicating that the ion
ow was assuredly blocked by the DNA hybridization inside the
8 (2009) 647–652 651

nanopores, and the blockage effect was enhanced by PE hybridiza-
tion method. The ionic conductance through nanopores, which
is the pivot of the whole exploration and the foundation of this
DNA biosensor development, has a complex nature with contri-
butions from: (a) Volume exclusion due to additional DNA upon
hybridization. When analyte binds to the nanopore walls, it will
decrease the effective cross-section of the channel, so the current
through the nanopores reduces. Particularly, this effect is prob-
ably strengthened by a change in DNA orientation with respect
to the surface, namely stiffer dsDNA would lift up away from
the surface and hinder the ion diffusion to a greater extent. This
mechanism is the basis for most DNA detection studies with AAO
membrane by routine hybridization method [20]. In our work, we
have adopted the Taq DNA polymerase to complete a dynamic and
steady hybridization process. The whole course of PE method was
similar to the extending step of PCR, and the probe acted as the role
of primer. Once the complementary ss-DNA was combined with
the immobilized probe, the 3′ end of probe would be extended by
the polymerase to form a rigid hybridization complex of 120 bp,
whereas in routine hybridization, there were only 20 bp stiff dsDNA
standing inside the nanopores, and the other soft ss-DNA (100-
base) belonging to the target DNA would still be floating in the
electrolyte. Therefore, the capability of hindering the ionic current
was greatly improved by our PE method (Fig. 4A and C, Table 1).
(b) The change in surface charge [31]. Binding of charged analytes
to the channel walls in this case affects the ion concentration in
the pore and thus the resulting conductance, which reveals the
reason for the initial decrease of Rp and Cm after immobilization
of DNA probes inside the nanopores. In the routine hybridiza-
tion, the Cm became smaller than that of probe immobilization
(Table 1), which attributes to more negative charge of the float-
ing single strand with 100 bp. However, it is not the case in PE
hybridization; the Cm was increased as a result of the formation
of “complete” hybridization complexes [32]. (c) The distribution
of pore diameters. It is critical that the pore diameter is compara-
ble to the size of an analyte molecule (for biological molecules it
is often nm-grade) in order to have a substantial ion blockage. In
our case, the pore diameter (73 nm) was almost double the DNA
length (nearly 42 nm for a hybridization complex of 120 bp), thus
the PE hybridization was expected to affect the conductance the
most.

The asymmetric PCR and regular PCR for E. coli O157:H7 eaeA
gene were carried out in parallel, and the PCR products were first
tested by the gel electrophoresis. In Fig. 5, electrophoresis testi-
fied the successful amplification of regular PCR products, while
single-stranded asymmetric PCR products could not be effectively
confirmed on the agarose gel due to the low EtBr staining efficiency
for ssDNA [33]. Based on PE hybridization method, the asymmetric
PCR product was tested by our DNA biosensor, and showed the same
effect on the resistance with the positive DNA control (Fig. 4C). This
successful detection is very important for our future work because it
indicates that this DNA biosensor has the potential to be integrated
into a handheld device for on-site detection of microorganism. This
biosensor also shows a good specificity, the CV curve did not change
when the negative control or single base mismatch sequences were
used, but agreed with the curve of probe immobilization. Based on
the results of these control groups, it could be seen that there was no
hybridization event happening in the absence of target complemen-
tary ss-DNA. To confirm the function of Taq DNA polymerase, the
PE hybridization procedure was performed just without the poly-
merase. As shown in Fig. 4C, there was no obvious variation from
there was no existence of Taq DNA polymerase in the reaction sys-
tem, the hybridization between the target ss-DNA and probe inside
the nanopores was impossible to be completed within 10 min [21].
At present, the sensitivity limit we have reached was 0.5 nM for
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ig. 5. Gel electrophoresis detection of E. coli O157:H7 eaeA gene PCR products.
, DNA marker; R, regular PCR products; B, blank control (purified water as PCR

emplate); A, eaeA asymmetric product.

omplementary target DNA by the PE method with this AAO mem-
rane based biosensor (Fig. 4A and B). More efforts are being exerted
o achieve better sensitivity.

At present, it is unpractical to utilize a DNA biosensor to
irectly detect foodborne pathogen with real sample, such as
ilk, fruit juice and ground beef, because the target is bacteria
NA not the membrane antigen. Many works should be com-
leted before DNA detection, for instance bacteria separation and
nrichment, DNA extraction and PCR amplification. It is very dif-
cult to accomplish all these steps in single DNA biosensor now,
nd an ideal DNA sensor for bacteria detection would be the
ne that can integrate all of functions mentioned above and can
etect the real food or water sample. To further the application of
ur biosensor, we are proposing a self-contained and fully inte-
rated biochip for sample-to-answer DNA analysis [34]. Sample
reparation (including magnetic bead-based cell capture, cell pre-
oncentration and purification, and cell lysis), polymerase chain
eaction, DNA hybridization, and electrochemical detection would
e performed in this fully automated and miniature device. In the
art of DNA detection, the AAO membrane based DNA biosen-
or we have studied and demonstrated has been adopted because

f its convenience, sensitivity and label-free. In particular, the
C technology will make this biosensor easily integrated into
he future handheld nucleic acid testing device for on-site food
nd water monitoring or point-of-care testing of infectious dis-
ases.

[
[

[
[
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4. Conclusions

In this study, we have shown that the nanopore AAO membrane
can be successfully employed to immobilize specific ss-probes
by aminosilanes and glutaraldehyde linker, and then be used for
electrical detection of complementary target bacteria DNA with-
out additional modification. During the course of hybridization, a
novel PE method has been applied to enhance the ion blockage in
nanopores by the whole double strand complex, and has greatly
improved the sensitivity of the DNA biosensor and makes this sys-
tem very attractive for further development of various DNA/RNA
detections. This new-style AAO membranes based biosensor pro-
vides a sensitivity limit of 0.5 nM for complementary target DNA
by PE method, which has the potential to be a powerful analyti-
cal tool for diagnostic, forensic analysis, and pathogen detection in
near future. We are progressing toward experimental realization of
this conceivability and hope to achieve even better sensitivity.
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a b s t r a c t

The gas chromatography–mass spectrometry (GC–MS) system is presently routinely used in environmen-
tal analysis of trace organic compounds. With the use of a MS-detector, stable isotope-labelled materials’
analogous of the native analyte are convenient internal standard. They can be used for tracing and compen-
sating analytes’ losses during the particular stages of analytical procedure, such as cleaning or diluting, and
variations in instrument settings and sensitivity. However, the stage of quantitative analysis is connected
eywords:
ediments
olycyclic aromatic hydrocarbons
nternal standard
xtraction

with numerous problems that result from the necessity of obtaining reliable results of determination.In
this article, problems connected with the quantitative analysis of polycyclic aromatic hydrocarbons in
sediment samples using GC–MS system were raised.The aim of conducted work was to assess the influ-
ence of the following factors on the results obtained: calibration of the GS–MS system, internal standard
addition technique and the amount of internal standard added.
etection
C–MS system

. Introduction

The gas chromatography–mass spectrometry (GC–MS) system
s routinely used today in environmental analysis of trace organic
ompounds.

In the case of every device, work of which is based on the relative
rinciple, suitable standard substances are needed.

With the use of a MS-detector, stable isotope-labelled mate-
ials’ analogous of the native analyte, are a convenient internal
tandard. They can be used for tracing and compensating ana-
ytes’ losses during the particular stages of analytical procedure,
uch as cleaning or diluting, and variations in instrument set-
ings and sensitivity. In determination of such environmental
nalytes as polychlorinated-, dibenzo-p-dioxins (PCDD), dibenzo-
urans (PCDF), biphenyls and polycyclic aromatic hydrocarbons,
3C, 2H and 37Cl labeled compounds are frequently used. The
abeled standards allow quantification of trace quantities (ng/g to
g/g), of native analytes with a high precision [1–5]. For this pur-
ose a technique known as isotope dilution mass spectrometry
IDMS) is used. This is a modification of internal standard addition

echnique, which belongs to the primary methods of measure-

ent, thus directly connected with the International System of
nits (SI) in the IDMS method, the concentration of analytes are
alculated from their ratios to those of the corresponding inter-

∗ Corresponding author. Tel.: +48 58 3471010 fax: +48 58 3472694.
E-mail address: chemanal@pg.gda.pl (M. Gdaniec-Pietryka).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.037
© 2008 Elsevier B.V. All rights reserved.

nal standards compared with those in the calibration solution
[6,7].

The GC–MS system is a suitable tool for studying the distribu-
tion of polycyclic aromatic hydrocarbons in various elements of the
environment. Determination of diverse physical forms of the same
individual chemical species is a typical example of an activity from
the scope of physical speciation analysis [8,9]. In this case, required
is the determination of analytes present in the following forms:

- dissolved in the aqueous phase;
- associated with suspended particulate matter;
- associated (as result of bioaccumulation) with organs and tissues

of living organisms;
- associated with sediments.

Most environmental particulates consist of solid minerals cov-
ered with organic matter where the native analyte is sorbed. For this
reason numerous mechanisms of sorption of organic substances to
particulate matter are possible [10,11]. When the internal standard
is added with solvent to the particle surface—being a solid sam-
ple, it cannot be assumed that the internal standard is identically
associated with corresponding analyte. The reason is that both the
analytes and internal standards are transferred to the sample matrix
in different way (the internal standard is added with the organic

solvent, what is connected with the solvation by solvent molecule,
not by water, as it take place in case of native analytes) and the
degree of sorption might then differ. Usually the internal standard
is (at least partially) more loosely connected with the matrix than
the analytes are. Thus, the extraction efficiency of native analyte
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nd internal standard might differ [12]. It is especially significant
n case of extraction techniques characterized by low recovery of
nalytes.

There are several methods of adding internal standard to the
xamined solid samples known. In guidelines and recommenda-
ions available, information about the proper working conditions
ith biological samples with a relatively high content of lipid mat-

er are included. However, the internal standard recovery from
omplex samples differs depending on the matrix type and tech-
ique of standard addition [13].

Most often, the internal standard is added to the sample in a
mall (0.1–1 ml) amount of organic solvent. There are also used
ore complicated systems based on application of rotating equip-
ent for uniform coating and reduction of large solvent volumes

14]. Nevertheless, no method enable adding the internal standard
n the way truly imitating association of native analytes with sam-
le matrix, especially in the case of environmental analyses, where
amples with very complex matrix are analysed.

In this article, problems connected with the quantitative analy-
is of polycyclic aromatic hydrocarbons in sediment samples using
C–MS system were raised.

The aim of conducted work was to assess the influence of the
ollowing factors on the results obtained: calibration of the GS–MS
ystem, internal standard addition technique and the amount of
nternal standard added.

. Experimental

.1. Reagents and standards

High-purity HPLC-grade dichloromethane, acetone and metha-
ol were purchased from Sigma–Aldrich (Germany).

A standard mixture of PAHs in methanol was purchased
rom Restek Corporation, USA, and consisted of: naphthalene,
cenaphthylene, acenaphthene, fluorene, phenanthrene, anthra-
ene, fluoranthene, pyrene, benz[a]anthracene, chrysene, benz
b]fluoranthene, benz[k]fluoranthene, benz[a]pyrene, indeno[123-
d] pyrene, dibenzo[ah]anthracene, benz[ghi]perylene. The mix-
ure contained 2000 �g/ml of each PAH.

Certified naphtalene-d8 and benz[a]anthracene-d12
2000 �g/ml in dichloromethane) standards were from Supelco
USA). Copper powder and silica gel were from J.T Baker. Reference

aterial—river-sediment METRANAL2 was from Promochem
Poland).

.2. Gas chromatographic analysis

All experiments were performed using a TraceGC gas chro-
atograph (ThermoQuest, Finningan) equipped with a mass

pectrometric detector TraceMS (ThermoQuest, Finningan) and cold
n-column injector, using a Rtx-5MS column (30 m; 0.25 mm;
.25 �m). The carrier gas (helium) was maintained at a constant
ressure of 70 kPa. The GC temperature was programmed as fol-

ows: from 40 to 120 ◦C at a rate of 40 ◦C min−1; till 280 ◦C at a rate
◦C min−1 where it was held for 12 min. The MS was operated in
lectron ionization (EI) mode with the ion source temperature of
20 ◦C. The mass spectrometer was operated in selected ion mon-

toring mode; the following ions were monitored: (m/z) 127, 128,
36, 151, 152, 153, 154, 165, 166, 176, 178, 202, 203, 226, 228, 240,
50, 252, 276, 277, 278, 279.
.3. Procedure of calculation of the amount of analytes
ntroduced to the chromatographic column

In order to perform the calculations of the quantity of analytes
n the sample dosed to the chromatographic column, samples were
8 (2009) 730–735 731

introduced subsequently:

• first—the standard-solution, wherein the content of analytes and
internal standard is well-known;
• second—the investigated sample, containing internal standards

in predefined quantity.

During the studies two standard solutions were used. Standard
solution I contained analytes from PAH group at concentra-
tion of 133 ng/ml as well as deutered PAHs at concentration of
167 ng/ml; standard solution II contained analytes at concentra-
tions of 53.5 ng/ml and 66.5 ng/ml, respectively.

The quantity of analytes in the investigated sample was calcu-
lated on the basis of formula presented below:

pXpr/mXpr

pDpr/mDpr =
pXst/mXst

pDst/mDst (1)

where pXpr is the peak area of a determined substance X on a chro-
matogram obtained after injecting extract from a sediment sample
into the chromatographic system, mXpr is the mass of a determined
substance X on a chromatogram obtained by dosing extract from a
sediment sample into the chromatographic system, pDpr is the peak
area of a deuterated standard D on a chromatogram obtained by
dosing extract from a sediment sample into the chromatographic
system, mDpr is the mass of a determined deuterated standard D
on a chromatogram obtained by dosing extract from a sediment
sample into the chromatographic system; pXst is the peak area of
a determined substance X on a chromatogram obtained by dos-
ing standard solution into the chromatographic system, mXst is the
mass of a determined substance X on a chromatogram obtained
by dosing standard solution into the chromatographic system,
pDst is the peak area of a determined deuterated standard D on
a chromatogram obtained by dosing standard solution into the
chromatographic system and mDst is the mass of a determined
deuterated standard D on a chromatogram obtained by dosing stan-
dard solution into the chromatographic system.

2.4. Calibration of the GC–MS system

The standard curves for analytes were prepared by setting the
linear dependence between the chromatographic peak area for the
given substance and the amount of the substance in the sample
introduced into the control-measurement device. The calibration of
the GC–MS system was conducted for 16 analytes from PAH group,
and for two isotope-labelled analytes (used as an internal standard).
Ten solutions of the each standard analyte in dichloromethane
were prepared in the following quantity ranges: 1–120 pg and
160–3200 pg of the analyte in the sample dosed.

The standard solution samples were dosed into the chromato-
graphic column in the volume of 2 �l. On the basis of the obtained
measuring points (every point was an average from the three inde-
pendent determinations) the calibration curves were prepared.

2.5. Investigation of the influence of standard addition techniques
on the result of quantitative analysis of the analytes from PAH
group

Investigation of the influence of standard solution addition on
the result of quantitative analysis was performed with the use of
certified reference material (Metranal 2).

Three different procedures of the standard addition to the inves-

tigated samples were applied:

Type I:

- samples filled with sediment (each containing approximately
1 g of certificated sediment) were wetted with acetone, 10 or
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100 ng of internal standards in methanol solution was added,
samples were left until dry at room temperature, and next 3 ml of
dichloromethane was added.

Type II:
to samples filled with sediment (each containing approximately
1 g of certificated sediment) 10 or 100 ng of internal standards in
methanol solution was added, and next 3 ml of dichloromethane
was added.

Type III:
samples filled with sediment (each containing approxi-
mately 1 g of certificated sediment) were wetted with solvent
(dichloromethane, 3 ml), next 10 or 100 ng of internal standards
in methanol solution was added.

The influence of the amount of added standard on the determi-
ation results was also investigated. For this purpose 6 series of 5
ediment samples were prepared. The internal standard was added
ccording to the three different procedures (described above). To
hree series of samples 10 ng of internal standards was added (vari-
nt A), and to the next three series 100 ng of internal standards was
dded (variant B).

Prepared samples were left in automatic shaker for 24 h. Then
xtracts were purified on the hand-made small glass columns filled
ith silica gel and a layer of activated copper [15]. The excess of the

olvent from final extracts was removed in the stream of the inert
as (nitrogen). Final volume of extract was 1 ml. The extract samples
ere dosed to the chromatographic column in the volume of 2 �l.

. Results and discussion

.1. Calibration of the GC–MS system

While using deuterated standards to determine PAHs, it is nec-
ssary to observe the following:
1. the relative response factor for each of the compounds vs. the
deuterated internal standard should be determined individually.
In practice, it means injecting standard solution every several
or so times of extract from sediment samples injection into the
GC–MS system;

able 1
omparison of direction coefficients of calibration curves and relative response coefficien
nd higher concentration ranges (a: direction coefficients of calibrations curves; a/w: rela
8 (2009) 730–735

2. deuterated standards should be added to sediment in quanti-
ties such that their concentrations in the extract are close to the
concentration in standard solution;

3. concentrations of deuterated standards in the extract should be
close to the concentrations of determined PAHs.

Quantitative calculations in a method using deuterated stan-
dards are based on the assumption that Eq. (1) is true. In other
words, relative response factors for substances determined in a
sample and standard solution are equal.

Calibration curves for deuterated standards and determined
PAHs can be described with linear regression equations (Table 1),
and they are different for lower (1–120 pg in injection) and higher
(160–3200 pg in injection) concentration ranges.

Fig. 1a and b presents calibration curves of deuterated stan-
dards (naphthalene-d8 and benz[a]anthracene-d12) and respective
PAHs (naphthalene and benz[a]anthracene) for two concentration
ranges, the lower and the higher.

Direction coefficients ‘a’ of calibrations curves for deuterated
compounds are several times smaller than direction coefficients of
respective PAHs (Table 1). Coefficients of direction for naphthalene-
d8 are 2.27 (for lower concentrations) and 1.78 (for higher
concentrations) times smaller than for naphthalene, while coeffi-
cients of direction for benz[a]anthracene-d12 are 4.25 times lower
(for lower concentrations) and 7.11 times lower (for higher concen-
trations) than for benz[a]anthracene. A lower sensitivity of the mass
detector with regards to deuterated compounds probably results
from the higher ionization energy of the C–D bond than the C–H
bond.

So an assumption about the equality of relative response factors
in the extract from a sample and standard solution (Eq. (1)) is true
only when response coefficients for a deuterated standard and a
determined substance are found in the same range of linearity.

3.2. Investigation of the influence of standard addition techniques

on the result of quantitative analysis of the analytes from PAH
group

For variant A of standard addition (addition of 10 ng of internal
standards to the sample) results were calculated on the basis of the

ts of PAHs for lower
tive response factor).
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ig. 1. Calibration curves obtained during the chromatographic analysis of series o
or benz[a]anthracene (B(a)A) and deutered benz[a]anthracene (B(a)A-d12) in lowe

ormula (1) using standard solutions I and II, whereas for variant B
f standard addition (addition of 100 ng of internal standards to the

ample) results were calculated using standard solutions I.

Results obtained are presented in the form of analytes recov-
ry, under assumption that the reference value corresponds to
00%.

ig. 2. Comparison of the determination results of analytes from the PAH group in sedime
addition of 10 ng of internal standard); results were calculated using standard solution I.
dard solutions samples for naphthalene (N) and deutered naphthalene (N-d8) and
d higher (b) concentration ranges.

Determination results of analytes content from the PAH group in
sediment samples obtained using different standard addition tech-

niques are not statistically different among each other (Figs. 2–4).
It indicates that in every case the recovery of internal standard is
similar, independently on addition technique. However it could be
observed that results closer to the certified value were obtained in

nt samples, obtained using three different standard addition techniques; variant A
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ig. 3. Comparison of the determination results of analytes from the PAH group in
addition of 10 ng of internal); results were calculated using standard solution II.

ariant B (addition of 100 ng of internal standards to the sample),
hile results obtained in variant A (addition of 10 ng of internal

tandards to the sample) are lower. Additionally, in case of addition
f internal standard in the quantity of 100 ng (variant B), the closest
o the certified value results were obtained in case of the I type of
he standard addition technique (sediment + acetone + standard).

For variant A (addition of 10 ng of internal standard) no dif-
erence were observed during results recalculating to standard
olution I and II, what confirms the proper assumption of the for-
ula (1). However it could be observed that results closer to the

ertified value were obtained during results recalculating to stan-
ard solution I, independently on standard addition technique.

Fig. 5 shows results of PAH determination in sediment (refer-

nce material: Metranal 2) after dosing 10 and 100 ng of deuterated
tandards into the sediment sample.

The results of PAH determinations after injecting 100 ng of
euterated standards in methanol solution (all areas, for standard,

ig. 4. Comparison of the determination results of analytes from the PAH group in sedim
addition of 100 ng of internal standard); results were calculated using standard solution
ent samples, obtained using three different standard addition technique; variant A

deuterated and determined substances were in the higher mea-
surement range) are close to the reference values.

PAH determination results after injecting 10 ng of deuterated
standards in methanol solution (areas of deuterated standards were
in the lower measurement range) were considerably lower than the
reference value (marked in white in the Fig. 5). Correction of deter-
mination results for PAHs using a correction coefficient (Table 1)
gives results conforming with reference values.

On the basis of the results obtained it can be stated that the tech-
nique of internal standard addition does not influence the obtained
determination results, whereas the amount of added standard is
essential. Additionally, the closest results to the certified value were
obtained in case of the addition of 100 ng of standard (variant B) to a

sediment wetted with acetone (I type). Therefore, this technique is
the best one from all investigated (truly imitates association of ana-
lytes with sample matrix, which occurs in aqueous environment).
It gives an additional advantage—in case of adding internal stan-

ent samples, obtained using three different standard addition technique; variant B
I.
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[12] L.O. Kjeller, Fresenius J. Anal. Chem. 361 (1998) 791–796.
Fig. 5. Comparison reference values with PAH determinations after injecting 10

ards to sediment sample wetted with acetone it is not necessary
o previously dry or freeze-dry a sample.

. Conclusions

Development of analytical procedures applied in determina-
ion of PAHs in sediments was connected with successive trials of
olving the problems appearing. The possibility of usage isotope
abeled compounds, as recovery standards, in multistage procedure
f PAHs isolation and determination, substantially contributed to
he improvement of determinations’ accuracy and precision. Essen-
ial points of procedure based on application of deutered standards
re:

The lower coefficient of the mass spectrometer’s response for
deutered PAHs analogous than for nondeutered one. Probably
it results from the difference in ionization potential of these
compounds. Appropriate application of the coefficient of the
detector’s response for deutered and nondeutered analytes in the
formula used for quantitative determinations (see formula (1))
allows to obtain correct determination results PAHs, present in
the sediment samples.
Technique of the internal standard addition to the sediment sam-
ple. The standard should be added in such a manner that since
the sample addition till the final determinations both the analyte
and the internal standard behave in the same way, that is, e.g.
can be extracted with the same efficiency. In order to meet this

condition, it is necessary to add the internal standard in such a
way to enable it connecting with the matrix in the closest way
to the form of association between the analyte and the sediment.
Thank to that, the accuracy of the results obtained is indepen-
dent on the recovery degree, of course in case, when the value of

[

[
[

00 ng of deuterated standards in methanol solution, and with corrected results.

the obtained analytical signal is higher than the limit of detection
of a given method. Results obtained indicate that wetting of the
sediment sample with acetone, spiking of acetone with deutered
standards, intensive stirring of the sample (in order to equalize
the concentrations of standards in the sample volume) and undis-
turbed evaporation of the acetone (for approximately 12 h) allow
to achieve a similar binding form between standards added and
sediment matter.
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A simple and controllable electrodeposition approach was established for one-step construction of novel
reagentless biosensors by in situ formation of chitosan-carbon nanotubes-nile blue-horseradish perox-
idase (CS-CNTs-NB-HRP) biocomposite film on electrode surface. The mediator effect of NB, conducting
performance of CNTs and the biocompatible microenvironment of CS were combined by such one-step
non-manual process. NB could interact with CNTs and resulted in good dispersion of CNTs-NB nanocom-
posites in aqueous solution. Cyclic voltammetry measurements demonstrated that electrons were
iosensor
ne-step
lectrodeposition
eagentless
ydrogen peroxide

efficiently shuttled between HRP and the electrode mediated by NB. The developed reagentless biosensor
exhibited a fast amperometric response for the determination of H2O2 and 95% of the steady-state current
was obtained within 2 s. The linear response of the reagentless biosensor for the determination of H2O2

ranged from 1.0×10−6 to 2.4×10−4 mol l−1 with a detection limit of 1.2×10−7 mol l−1. The biosensor
exhibited high reproducibility and long-time storage stability. The as-prepared biosensor also showed
effective anti-interference capability. The ease of the one-step non-manual technique and the promising

te cou
feature of the biocomposi

. Introduction

Enzyme-based biosensors, which combine the inherent selectiv-
ty of enzymatic reactions with the highly efficient electrochemical
ignal transduction, constitute promising technology in bioanalysis,
nvironmental monitoring and clinical diagnosis due to simplicity,
ast response, high sensitivity and selectivity [1,2]. The electro-
hemical technology based on electron transfer mediator allowed
he shuttle of electron from the redox center of enzyme to the
urface of working electrode, reduced the operating potential and
opefully avoided the interference from complex samples [3,4]. As
ompared with solution-phase mediator, immobilization of media-
or together with enzyme on an electrode surface using convenient
nd controllable procedures is of great significance in developing
eagentless biosensors for multiple and practical use.

Recently, a series of soluble organic dyes such as methy-
ene blue, nile blue (NB), toluidine blue (Tb) and thionine [3–7]

ave been proved to be very suitable mediators in horseradish
eroxidase (HRP)-based reagentless electrodes due to their high
lectron transfer efficiency and low cost. It was worth noting that
uch redox mediators could form stable nanocomposite with car-

∗ Corresponding author. Fax: +86 571 87952618.
E-mail address: llc123@zju.edu.cn (X. Lin).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.023
ld serve as a versatile platform for fabricating electrochemical biosensors.
© 2009 Elsevier B.V. All rights reserved.

bon nanotubes (CNTs) through �–� electronic and hydrophobic
interactions [5,8–10]. The formed nanocomposites showed good
dispersion in water, and could thus be conveniently incorporated
into the electrode surface for preparing biosensors. It is well known
that CNTs have been widely used as predominant materials for
preparing modified electrodes in biosensor applications owing to
the high accessible surface area, low electrical resistance and high
chemical stability. For biosensors constructed by CNTs-organic dye
nanocomposites, organic dye could be used as a mediator for
electron transfer and CNTs were excellent conductors and matri-
ces for the enzymatic reaction between enzyme and analytical
substrate. The combination of such synergistic effects could pro-
duce sensitive reagentless biosensor. For example, Liu et al. [5]
used Tb, which adsorbed noncovalently on multiwalled carbon
nanotubes (MWCNTs), as a mediator for electric communication
between HRP and its substrate to prepare regeantless hydrogen
peroxide (H2O2) biosensor. The fabrication of HRP/Tb-MWCNTs-
modified electrode, however, was performed by manual casting.
Time-consuming and uncontrollable process might be involved.
To make the biosensor reproducible, moreover, special and care-

ful attention must be given for controlling the thickness of the
resulting composite film. To easily control the fabrication pro-
cess, non-manual co-immobilization of enzyme and CNTs-mediator
nanocomposites in biocompatible matrix is becoming increasingly
important.
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As one of the most promising matrix for enzyme immobiliza-
ion, the biocompatible polymer, chitosan (CS), remains a focus
f study in recent years [11,12]. It was now discovered that CNTs
ould be dispersed in aqueous solution with the help of CS. Such
henomenon makes CS-CNTs composite materials be attractive for
otential applications as biosensing platforms by combination bio-
ompatible microenvironment of CS with excellent conductibility
f CNTs [5,13]. Due to the possessing of primary amino groups with
pKa of about 6.3, CS was a unique pH-shift polymer as its solubil-

ty and net charge were pH-dependent. Recently, electrochemical
eposition of CS was pioneered by Payne and co-workers and Chen
nd co-workers [14–17] as a simple non-manual method to obtain
omposite film with controllable thickness under moderate con-
itions [18,19]. The electrodeposition was performed at reducing
otentials and H+ in the solution was reduced to H2 at the cath-
de. Using the locally generated H+ gradient, acidic side chains of
S were titrated, leading to a change in CS solubility and hence
o the controlled deposition of CS film. Moreover, special biocom-
osites could be easily achieved through effective incorporation of
unctional substrates in the process [19,20]. Therefore, electrodepo-
ition method could supply a simple and universal way to construct
S-based biocomposite film containing enzyme, mediator and CNTs
n conductive bases for developing biosensors.

This work attempts to disclose a simple and controllable
lectrodeposition method for one-step construction of novel
eagentless biosensors by in-situ formation of CS-CNTs-mediator-
nzyme biocomposite film on the surface of electrode. HRP was
elected as model enzyme. Nile blue (NB), a phenoxiazine dye,
hich has one positive charge within one molecule and showed
romising properties as a redox mediator in HRP system, was
elected as model mediator. The carboxylated CNTs could inter-
ct with NB and the resulting CNTs-NB nanocomposites possessed
ood dispersion. The proposed procedure offered simple and con-
enient methodology for in-situ incorporation of NB, CNTs and
RP into three-dimensional structures of CS hydrogel. Such non-
anual approach was direct and facile without complicated and

ime-consuming manual process. Due to the favorable microenvi-
onment and improved conductivity, the as-prepared reagentless
iosensor displayed characteristics of fast response, high sensitivity
nd good stability for the determination of H2O2.

. Experimental

.1. Reagents

Horseradish peroxidase (HRP, EC 1.11.1.7, 250 U mg−1) was
btained from shanghai Lizhu Dongfeng Biotechnology Co. Ltd.,
hina. CS (98% deacetylation and an average molecular weight of
.8×105 g mol−1, Yuhuan biomedical Corp., China) and MWCNTs
95%, Shenzhen Nanotech. Port. Co., Ltd., China) were used in this
tudy. All other chemicals were of analytical reagent grade and used
ithout further purification. Hydrogen peroxide (H2O2) solutions
ere prepared freshly using a 30% H2O2 solution. The 0.1 mol l−1

hosphate buffer solutions (PBS) at various pH values were pre-
ared by mixing the stock solutions of NaH2PO4 and Na2HPO4. Then
he pH was adjusted with 0.1 mol l−1 NaOH or H3PO4.

.2. Apparatus and instrumentations

Electrochemical measurements were performed on a CHI 650

lectrochemical analyzer (Shanghai CH Instrument Company,
hina). A conventional three-electrode system was used. Bare gold
lectrode or modified gold electrode was used as the working elec-
rode. The reference electrode was Ag/AgCl electrode (saturated
ith KCl) or saturated calomel electrode (SCE), and platinum disk
009) 1077–1082

was used as auxiliary electrode, respectively. Scanning electron
microscopy (SEM) images were obtained at 5.0 kV on a SIRION (FEI,
USA) field emission scanning electron microscope.

2.3. Preparation of CNTs-NB nanocomposite solution

The MWCNTs were purified by refluxing in 3 mol l−1 nitric acid
for 12 h. The solution was transferred to the polytetrafluoroethylene
centrifuge tubes and spun at 2400× g for 2 h. After the supernatant
acid was decanted off, the resultant solid was ultrasonicated in con-
centrated HNO3 and H2SO4 (v/v, 1:3) for 6 h followed by extensive
washing and filtrating in double deionized water until the filtrate
was neutral. Then the pH was adjusted to 8.0 to achieve net neg-
atively charged carboxylate anions [21]. The negatively charged
carboxylated-MWCNTs were centrifuged at 14,000× g for 30 min to
remove the supernatant and dried in vacuum at 50 ◦C. The obtained
CNTs (1 mg ml−1) were dispersed in 0.05 mol l−1 PBS containing
2 mg ml−1 NB with 5 min ultrasonication to obtain the required
CNTs-NB nanocomposites.

2.4. Preparation of CS-CNTs-NB-HRP biocomposite film modified
electrode

Before each modification, bare gold electrode was successively
polished with emery paper and 0.05 �m �-Al2O3 slurry. After being
ultrasonicated in double deionized water for 5 min, the electrode
was immersed in freshly prepared Piranha solution (30% H2O2 and
concentrated H2SO4, 3:1, v/v) for 10 min. After being ultrasonicated
in double deionized water, the electrode was electrochemically
pre-treated by cyclic potential scanning between 1.4 and −0.2 V
in 0.1 mol l−1 H2SO4 until cyclic voltammogram (CV) of clean gold
electrode was obtained.

Typically, a homogenous chitosan-carbon nanotubes-nile blue-
horseradish peroxidase (CS-CNTs-NB-HRP) mixture was prepared
for electrodeposition by mixing 0.5 wt% CS and 1 mg ml−1 HRP with
the prepared CNTs-NB solution. CS aqueous solution (0.5 wt%, pH
5.0) was prepared according to the previously reported procedure
[16,17,19]. Briefly, CS was dissolved in 0.05 mol l−1 aqueous HCl
solution and the pH of CS solution was adjusted to 5.0 by using
a 1.0 mol l−1 NaOH solution. Then the CS solution was filtered using
a 0.45 �m cellulose filter film. Afterwards, the prepared CNTs-NB
solution was added and the solution was ultrasonicated for 5 min.
Then HPR was added and the obtained solution was ultrasonicated
for 5 min.

A polished and cleaned gold electrode was dipped into the as-
prepared CS-CNTs-NB-HRP solution and was polarized as a negative
electrode (the cathode). Deposition was performed by applying a
voltage of 1.2 V for 3 min. Consequently, H+ in the solution was
reduced to H2 at the cathode, and pH near the cathode surface grad-
ually increased. CS became insoluble when pH exceeded its pKa
(about 6.3). As a result, the CS hydrogel incorporated with CNTs,
NB and HRP was locally electrodeposited onto the cathode surface.
After deposition, the modified electrode (Au/CS-CNTs-NB-HRP) was
disconnected from the power supply and removed from the solu-
tion. Afterwards, the modified electrode was soaked in 0.1 mol l−1

PBS (pH 8.0) for 10 min. Then the CS coated electrode was stored in
0.1 mol l−1 PBS (pH 6.5). For comparison with the Au/CS-CNTs-NB-
HRP electrodes, Au/CS-NB-HRP electrodes were prepared using the
same procedures in CS-NB-HRP solution.

2.5. Electrochemical characterization of the reagentless biosensor
Cyclic voltammetric experiments were carried out in quies-
cent solutions with the scan rate of 100 mV s−1. In steady-state
amperometric experiments, the response was obtained at −0.4 V
versus Ag/AgCl and typical steady-state response of the biosensor
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o successive injection of H2O2 was recorded. EIS was performed in
.0 mmol l−1 K3Fe(CN)6/K4Fe(CN)6 (1:1) mixture with the frequen-
ies ranging from 104 to 10−1 Hz. Saturated calomel electrode was
sed as the reference electrode for EIS measurement.

. Results and discussion

.1. Fabrication of the reagentless biosensor based on one-step
lectrodeposition

In present investigation, electrodeposition was used for one-
tep construction of reagentless biosensors by local formation of
S-CNTs-NB-HRP biocomposite film on the surface of electrode. A
chematic representation for constructing the reageatless biosen-
or by one-step formation of CS-CNTs-NB-HRP biocomposite film
odified electrode through electrodeposition was illustrated in

ig. 1. It is difficult to disperse CNTs in aqueous water because
f their hydrophobic surface. NB is a kind of blue dye and can be
asily dissolved in water. As an aromatic compound, NB can eas-
ly attach onto CNTs through strong �–� stocking force [8–10].
uch interaction greatly improved the dispersion of CNTs due to
he hydrophilicity of the adsorbed NB molecules. The mixed solu-
ion became dark green when CNTs-NB nanocomposites formed.
he CNTs-NB nanocomposites were stable in aqueous solution for
t least 15 days, which highly facilitated the application of CNTs in
eveloping biosensors.

CS is a unique polymer and ideally suited for electrodeposition
ecause its net charge and solubility are pH dependent [14–19].
oreover, it has been proved that CNTs could be dispersed in aque-

us solution with the help of CS [5,13]. As a result, CNTs-NB could
ix well with CS aqueous solution to form a homogenous solution.

he formed CS-CNTs-NB nanocomposites were dispersed and stable
n water. The enzyme HRP, as shown in Fig. 1, was also homoge-
ously dispersed in the CS environment due to the electrostatic

nteraction between HRP and CS chains. The mechanism for CS
eposition at reducing potentials was ascribed to the formation
f pH gradient near the cathode surface due to the reduction of
ater [14–16]. In brief, H+ in the solution was reduced to H2 at the

athode, and the pH near the cathode surface gradually increased.
hen pH exceeded the pKa of CS, CS hydrogel incorporated with

NTs, NB and HRP was locally electrodeposited onto the cathode
urface (Au/CS-CNTs-NB-HRP).

In summary, the advantages of the proposed strategy for

ne-step fabrication of reagentless biosensor come from the fol-
owing four aspects. First, the proposed strategy offered simple
nd convenient methodology for the preparation of CS-CNTs-
B-HRP biocomposite film. Compared with complicated and

ime-consuming manual process, the non-manual electrodeposi-

ig. 1. Schematic representation for construction of the reagentless biosensor by one-s
lectrodepposition.
009) 1077–1082 1079

tion approach was simple and controllable. As a result, the thickness
of the resulting biocomposite film was controllable and the biosen-
sor fabrication was reproducible. Second, the fabricated biosensor
combined the individual benefits of CNTs, NB and CS, as illustrated
in Fig. 1. Due to the presence of mediator and the improved conduc-
tivity, the biocomposite film might open up new opportunities in
biosensors and solid-state electrochemical devices [5,13]. Third, the
entrapped HRP could retain its bioactivity due to favorable microen-
vironment provided by CS. It was well known that CS was one of
the most promising matrix for enzyme immobilization [11,12,22].
Fourth, the immobilization of NB by forming CNTs-NB composite
could avoid the diffuse of NB from the film, which would lead to sig-
nificant signal loss and greatly affect the performance and lifetime
of the biosensor.

3.2. Morphology characterization of the CS-CNTs-NB-HRP
biocomposite film

The morphology of the CS-CNTs-NB-HRP biocomposite film was
examined by SEM observation, as shown in Fig. 2. It was found that
the CS-CNTs-NB-HRP biocomposite film exhibited a porous surface
with three-dimensional network. Moreover, CNTs were symmetri-
cally dispersed in the CS matrix. Such morphological characteristics
might result in high loading of enzyme and fast response to the
substrate.

3.3. Electrochemical characteristics of the CS-CNTs-NB-HRP
biocomposite film modified electrode

The cyclic voltammograms (CVs) of the biosensor, namely
Au/CS-CNTs-NB-HRP electrode, give a pair of well defined redox
peaks in PBS (pH 6.5) at scan rate of 100 mV s l−1, as shown in Fig. 3.
The peaks represented characteristics of redox couple of NB. With
the addition of H2O2, reduction peak current increased significantly
while oxidation peak current decreased, indicating that a catalytic
reaction occurred on this biosensor. These results demonstrated
that the response of the biosensor to H2O2 resulted from only the
catalytic activity of HRP immobilized in the biocomposite film. NB
incorporated in the film could effectively improve the shuttle of
electrons between the electrode and the redox center of HRP. The
reduction of H2O2 catalyzed by HRP and mediated by NB can be
described as follows:
H2O2+2H+ +HRPred→ HRPox +2H2O

HRPox +NBred→ HRPred+NBox

tep formation of CS-CNTs-NB-HRP biocomposite film modified electrode through
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CNTs-NB-HRP biocomposite film.
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Fig. 2. SEM image of the CS-

Box +H+ +2e → NBred

here HRPox and HRPred represent the oxidized and reduced form
f HRP, and NBox and NBred represent the oxidized and reduced
orm of NB, respectively. In these processes, H2O2 in solution first
iffused to the biocomposite film on electrode where it is reduced
y immobilized HRPred. The immobilized NBred reduced the HRPox

roduced in the enzymatic reaction. The NBox was then electro-
hemically reduced on the electrode surface [6].

The CVs of the Au/CS-CNTs-NB-HRP electrode in 0.1 mol l−1 PBS
t different scan rates were shown in Fig. 4. Inset showed the
lots of peak current versus the scan rate. A linear relationship
f peak current to scan rate was revealed. For the reduction peak
urrent, a slope of 0.327 �A s mV−1 and a correlation coefficient
f 0.9983 were revealed. For the oxidation peak current, a slope
f 0.151 �A s mV−1 and a correlation coefficient of 0.9940 were
btained. The results indicated that the electrode reaction initiated
y NB was mainly controlled by surface processes.

EIS has been used to characterize the interface properties of

he CS-CNTs-NB-HRP biocomposite modified electrodes. Fig. 5
howed the typical results of AC impedance spectra of Au/CS-
NTs-NB-HRP electrode and Au/CS-NB-HRP electrode, respectively.
ignificant differences in the impedance spectra were observed.
he electron transfer resistance (Ret) of Au/CS-NB-HRP was esti-

ig. 3. Cyclic voltammograms of the CS-CNTs-NB-HRP biocomposite film modified
lectrode in 0.1 mol l−1 PBS (pH 6.5) at a scan rate of 100 mV s−1 without H2O2 and
ith 1×10−4 mol l−1 H2O2.

Fig. 4. Typical cyclic voltammograms of the CS-CNTs-NB-HRP biocomposite film
modified electrode in 0.1 mol l−1 PBS (pH 6.5) at different scan rates from 50 to
300 mV s−1. Inset showed the plots of peak current versus the scan rate.

Fig. 5. Electrochemical impedance spectroscopy for Au/CS-CNTs-NB-HRP and
Au/CS-NB-HRP in a solution of 5.0 mmol l−1 K4Fe(CN)6/K3Fe(CN)6 with SCE as the
reference electrode.
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interfering substances can be evaluated by comparison the above
ig. 6. Effect of temperature on the response of the biosensor. The maximum
esponse was set as 100%.

ated to be 334 �. For Au/CS-CNTs-NB-HRP, the value of Ret

as found to be 125 �, implying that the incorporation of CNTs
reatly facilitated the electron transfer of the electrochemical
robe.

.4. Influence of pH, applied potential and temperature on
iosensor response

The conditions of amperometric determination of H2O2 were
ptimized. The dependence of the biosensor response on the pH
f the measurement solution was investigated. A range of pH val-
es between 5.0 and 8.0 was studied. The current response reached
he maximum at pH 6.5. Therefore, the suitable pH with the max-
mum performance of the biosensor was set at pH 6.5, which was
n agreement with that reported for HRP entrapped in CS matrix
22].

Studies to investigate the dependence of the biosensor response
n the applied potential were also performed. The amperometric
esponse of the CS-CNTs-NB-HRP biocomposite film modified elec-
rode to 30 �mol l−1 H2O2 was investigated over the potential range
f −0.25 to −0.5 V. The response increased sharply from −0.25 to
0.4 V, similar to the trend of cyclic voltammetric response. Thus,
0.4 V was selected as the applied potential for detection of H2O2.

The current responses at different temperatures were deter-
ined from 25 to 55 ◦C. Results were given in Fig. 6. At relative

ow temperature, the response increased with the temperature and
eached a maximum value at 35 ◦C. The result was similar with that
f native HRP and confirmed the fact that the immobilization of
RP on the biocompatible CS film caused no deformations of its

tructure [23,24]. When the temperature was higher than 45 ◦C,
he current decreased rapidly. The phenomenon might be ascribed
o the denaturation of the enzyme.

.5. Amperometric response of the developed H2O2 biosensor

Amperometric measurements were performed in a stirred
.1 mol l−1 PBS (pH 6.5) at an applied potential of −0.4 V. Fig. 7
howed the typical current–time responses at CS-CNTs-NB-HRP

iocompatible film modified electrode for successive addition
f H2O2. A sharp increase of current was observed after each
ddition of H2O2, and the response reached 95% of the steady-
tate value within 2 s. Such rapid response could attribute to
he presence of CNTs-NB and fast diffusion of substrate in the
Fig. 7. Typical amperometric response of the fabricated biosensor to successive addi-
tion of (1) 1 �mol l−1 H2O2 and (2) 7 �mol l−1 H2O2 in a stirred 0.1 mol l−1 PBS (pH
6.5). (B) Calibration curve between the current and the concentration of H2O2.

porous network of CS-CNTs-NB-HRP biocomposite film. More-
over, well-defined current proportional to the H2O2 concentration
was observed. The inset (Fig. 7B) displayed calibration curve
between the amperometric response of the biosensor and the
concentration of H2O2. The linear range of the developed biosen-
sor for the determination of H2O2 was found to be 1.0×10−6

to 2.4×10−4 mol l−1 with a slope of 87.9 �A ml mol−1 and a
correlation coefficient of 0.9990 (n = 40). The detection limit of
1.2×10−7 mol l−1 was estimated at a signal-to-noise ratio of
3.

3.6. Reproducibility and stability of the developed H2O2 biosensor

To prove the precision and practicability of the proposed
method, the reproducibility and storage stability of the biosensor
were examined. The relative standard deviation (RSD) of the biosen-
sor was 2.8% for twelve successive assays at the H2O2 concentration
of 30 �mol l−1. To evaluate electrode-to-electrode reproducibility,
six electrodes were prepared under the same conditions inde-
pendently. Their response in presence of 30 �mol l−1 H2O2 was
investigated. The results revealed a RSD of 3.5%. When the electrode
was kept by suspending it in above 0.1 mol l−1 PBS (pH 6.5) at 4 ◦C
in a refrigerator, the long-time storage stability of the fabricated
biosensor was examined by intermittent measuring the current
response to H2O2 standard solution every 3 days in 30-day stor-
age. The current response decreased 10% of its initial value after 30
days, showing a long lifetime.

3.7. Selectivity of the developed H2O2 biosensor

The potential interference of some biological substance was
investigated. The current in an assay solution containing both
30 �mol l−1 H2O2 and a 0.3 mmol l−1 interfering substance was
first obtained. The current in an assay solution containing only
30 �mol l−1 H2O2 was then obtained. The interference degree from
two currents. Glucose, ascorbic acid, uric acid and l-cysteine were
investigated. These results indicated that above four tested reagents
would not cause observable interference for the determination of
H2O2. The results indicated that the developed H2O2 biosensor pos-
sessed high sensitivity.
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Table 1
H2O2 concentration in real samples tested by the developed H2O2 biosensor.

COriginal (�mol l−1) CAdded (�mol l−1) CFound (�mol l−1) Recovery (%)
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[19] F.N. Xi, L.J. Liu, Q. Wu, X.F. Lin, Biosens. Bioelectron. 24 (2008) 29.
[20] C. Hao, L. Ding, X.J. Zhang, H.X. Ju, Anal. Chem. 79 (2007) 4442.
[21] G.D. Liu, Y.H. Lin, Anal. Chem. 78 (2006) 835.
[22] Q. Lei, X.R. Yang, Talanta 68 (2006) 721.
15.00 20.00 34.56 97.8
50.00 30.00 80.71 102.4

100.00 50.00 151.47 102.9

.8. H2O2 determination in real samples

To demonstrate the practical usage of the as-prepared H2O2
iosensor, recovery experiments of three real samples were per-
ormed by standard addition method. As listed in Table 1, the
ecovery rate was in the range 97.8%–102.9%. These results indicate
hat the biosensor can be directly used to determine H2O2 in real
amples. The phenomenon might be ascribed to the high stability
nd selectivity of the biosensor.

. Conclusion

The one-step electrodeposition of CS-CNTs-NB-HRP biocompos-
te on electrode surface is shown to be a highly efficient method
or the development of new type of reagentless biosensors with
ensitivity, stability and reproducibility. The obtained CS-CNTs-NB-
RP biocomposite film possessed unique characteristics for the

mprovement of the electrochemical performance. Due to the favor-
ble microenvironment and the improved conductivity, enzyme
ntrapped in such biocomposite possessed high electrocatalytic
ctivity and fast amperometric response to H2O2. Such non-manual
pproach offered direct and facile methodology with controllabil-
ty and reproducibility. The ease of the one-step electrodeposition

nd the biocompatible matrix endowed the electrode with high
eproducibility and storage stability. Both the unique one-step con-
truction method and the promising performance of the developed
iosensor enable the construction of an attractive biosensing plat-
orm.
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a b s t r a c t

A sensor array system consisting of five quartz crystal microbalance (QCM) sensors (four for mea-
suring and one for reference) and an artificial neural network (ANN) method is presented for
on-line detection of volatile organic compounds. Three ionic liquids, 1-butyl-3-methylimidazolium
chloride (C4mimCl), 1-butyl-3-methylimidazolium hexafluorophosphate (C4mimPF6), 1-dedocyl-3-
methylimidazolium bis(trifluoromethylsulfonyl)imide (C4mimNTf2), and silicone oil II, which is widely
used as gas chromatographic stationary phase, have been selected as sensitive coatings on the quartz
surface allowing the sensor array effective to identify chemical vapors, such as toluene, ethanol, acetone
Sensor array
Artificial neural network
Volatile organic compounds

and dichloromethane. The success rate for the qualitative recognition reached 100%. Quantitative analysis
has also been investigated, within the concentration range of 0.6–6.1 mg/L for toluene, 0.9–7.5 mg/L for
ethanol, 2.8–117 mg/L for dichloromethane, and 0.7–38 mg/L for acetone, with a prediction error lower

1

r
c
m
s
e
t
b
i
m
r
i
g
H
n
i
s
a
t
c

C
4

0
d

than 8%.

. Introduction

The detection of volatile organic compounds (VOCs) in envi-
onmental protection, health care and food industry has been a
hallenging task facing analytical workers for decades. Common
ethods for analyzing VOCs are gas chromatography (GC), mass

pectrometry (MS), and fourier transform infrared (FTIR) spectrom-
try. Although these methods are accurate and reliable, most of
hem are off-line analyses which are often coupled with solid adsor-
ent tubes for grabbing samples, and they either need expensive

nstrumentations or are time-consuming [1,2]. Recently, develop-
ent of sensors for on-line and in situ detection of VOCs has

eceived great attention. As is known, the sensitivity and selectiv-
ty of most sensors, such as piezoelectric sensors and metal-oxide
as sensors, depend greatly on the nature of the sensitive layers.
owever, producing special coatings sensitive to a special analyte,
amely, the strict ‘lock-and-key’ design criterion of traditional sens-

ng devices, is almost unrealizable. Actually, sensors with diverse

electivities, coupled with chemometrics method, are often utilized
s a sensor array for on-line VOCs analysis, with higher identifica-
ion than a single sensor [3–5]. Among all kinds of sensors, quartz
rystal microbalance (QCM) sensor has attracted our attention for

∗ Corresponding author at: Chinese Academy of Sciences, Dalian Institute of
hemical Physics 457, Zhongshan Road, Liaoning, Dalian 116023, China. Tel.: +86
11 84379509.
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its low cost, compact volume, easy portability and high sensitivity.
Meanwhile, QCM sensors present preponderance over metal-oxide
semiconductor sensors in lower operating temperatures [3,6,7].
QCM is extensively employed in gas analysis since it was first intro-
duced by King in 1964 [8], which is based on the frequency decrease
upon mass-increase resulting from adsorption of chemical vapors
on the sensor surface. The variation of frequency can be calculated
using the Sauerbrey equation [9]

�f = −2.26× 10−6f 2
0

�Ms

A
(1)

where �f is the frequency shift (Hz) when the sensor is exposed
to chemical vapors, f0 is the intrinsic frequency of the piezoelectric
crystal (Hz), �Ms/A is the mass-increase per unit of area (g/cm2).
Various coating materials for QCM sensor arrays have been reported
for recognition of VOCs. Pengchao Si [10] used the principle com-
ponents analysis (PCA) and an array of eight QCM sensors, each
coated with a different conducting polymer, to identify organic
vapors, such as toluene, 1-ocatanol, acetate acid, acetone, acetoni-
trile, ethanol etc. Gyorgy Barko et al. [11] used a QCM array modified
by different gas chromatographic stationary phases to detect VOCs
assisted by artificial neural network (ANN) analysis. A sensor sys-

tem with four piezoelectric detectors has been developed by Ying
et al. [12] for the analysis of chemical agents. Munoz et al. [13] has
built an odor recognition device using QCM coated with lipids and
stationary phase materials of GC for identification of orange and
melon flavors.
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In this work, an array of five QCMs, each of the four measuring
CM coated with a different material and a blank QCM for refer-
nce, was used as a sensor system to measure organic compounds.
he sensitive coatings included three ionic liquids and a GC station-
ry phase. Ionic liquids (ILs) are a class of compounds containing
rganic cations and various anions, which are liquid at ambient
emperatures. The unique properties of ILs, such as negligible vapor
ressure and high thermal and chemical stability in air, make them
ell suited for coatings of sensors and detectors [14–17]. Studies

n ILs as QCM coatings revealed that ionic liquids composed of dif-
erent cations and anion had different sensivities and selectivities
owards analytes [18,19]. So we studied the identification property
f the sensor array by using an ANN qualitative recognition method
or the detection of four typical VOCs of toluene, acetone, ethanol
nd dichloromethane. Quantitative analyses were carried out by
alibration curve-fitting after identification.

. Experimental

.1. Reagents and materials

Toluene, dichloromethane, ethanol, acetone and chloroform
ere all analytical grade, and they were used as received without

urther purification.
Ionic liquids 1-butyl-3-methylimidazolium chloride (C4mimCl),

-butyl-3-methylimidazolium hexafluorophosphate (C4mimPF6)
nd 1-dedocyl-3-methylimidazolium bis(trifluoromethylsulfonyl)
mide (C4mimNTf2) were used as QCM sensors’ coating materi-
ls due to their high sensitivity and selectivity towards VOCs [19],
hich were prepared according to procedures reported in other lit-

ratures [20–22]. Silicone oil II, a widely used gas chromatographic
tationary phase (Shanghai Reagent Co., Shanghai, China), was also
sed as the array′s coating material.

.2. Apparatus

The apparatus consisted of five AT-cut piezoelectric quartz crys-
als (No. 707 factory, Beijing, China) with a fundamental frequency
f 10 MHz. They had a 9 mm outer diameter with gold-plated elec-
rodes of 5 mm diameter on both sides. The experimental set-up of

he array system was shown in Fig. 1. Each of the four quartz crystals
as coated with a different sorbent layer as working sensors, and
fifth blank quartz crystal was used for reference to eliminate the

nferences of temperature and pressure. These crystals were located
n the same measuring chamber, with a volume of about 5 mL, and

Fig. 1. Schematic diagram of t
(2009) 711–716

each of them was driven by an independent oscillator circuit so that
they worked independently, without mutual interferences. Both of
the oscillator circuit and frequency acquisition system were home-
built. The resonant frequency of each crystal was recorded every
5 s through the data acquisition system and the data were trans-
ferred to a computer via RS232 interface. In this work, the actual
frequency and beat frequency of each quartz crystal were recorded
in the measurement. The beat frequency is defined as the differ-
ence in frequency between the measuring crystal and the reference
crystal. In this QCM array system, the beat frequency between
each measuring crystal and reference crystal was not achieved
by a frequency mixer, but through software approach, namely, by
subtracting the frequency of reference from that of correspond-
ing measuring crystal. The beat frequency was saved for later data
processing.

2.3. Crystal film preparation and experiment procedures

The coating films on quartz crystals were obtained by dip-
coating technique. The adsorbent materials were dissolved in
chloroform with concentrations of about 10 mg/mL. Dipping the
quartz crystal in the coating solution for a certain time, thin film
was obtained when the solvent evaporated. Excess coating materi-
als on the edge of the quartz wafer outside the gold electrodes were
wiped off by using a chloroform-soaked filter paper. An appropri-
ated film thickness could be obtained by controlling the coating
time.

Before each measurement, the array system was purged with
pure N2 until frequency equilibrium was established. Various
concentrations of analytes were introduced into the measuring
chamber, and each sensor responded in its characteristic way. After
adsorption equilibrium was established, the analyte was wiped
off by N2, which made the frequency of each sensor back to the
initial baseline, and the sensor system was ready for the next
measurement. The measured analytes were obtained through the
gas generation and dilution system which has been described in
our previous work [19]. 136 samples of four analytes within the
range from 2% to 100% of the saturated analyte vapors generated
with the system were measured with the sensor array system. The
saturated vapor concentrations of the four organic vapors gener-

ated in our experiment are 38.76 mg/L for acetone, 116.50 mg/L for
dichloromethane, 7.29 mg/L for ethanol and 6.07 mg/L for toluene.
They were divided into two groups: 120 samples for the training set,
other 16 samples for the testing set. All measurements were carried
out at room temperature with a gas flow rate of 30–90 mL/min.

he sensor array system.
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the system. Due to the high stability of the sensor coatings, and the
Fig. 2. Topological structure of three-layer back-propagation neural network.

.4. Artificial neural network

Artificial neural networks (ANNs) are widely used for the iden-
ification of analytes measured through sensor array system. In
his work, a simple feed forward networks using back propagation
earning algorithm was used to handle the frequency signals of the
CM sensor array [11], which were composed of three layers: input

ayer, hidden layer and output layer. The topological structure of
he ANN was shown in Fig. 2. The first (input) layer consisted of
our neurons, which was equal to the number of chemical sensors.
he number of output neurons was tied to the number of analytes
nd the number of hidden neurons was generally estimated empir-
cally and was decided through the experiment. In this work, the
umber of neurons in the input, hidden and output layers were 4,
and 4, respectively. The ANN was implemented using software

eveloped in the MATLAB 7.0 environment.

. Results and discussion

.1. Optimization of film thickness on quartz crystal

Film thickness on the surface of quartz crystal has an impor-
ant effect on the sensor performance. The optimum amount of IL
oated on the QCM surface was investigated. Fig. 3 shows the fre-
uency change as a function of coated C4mimCl mass when exposed

o 1000 ppm ethanol vapor. Negative frequency change means that
dsorption of organic vapors caused a frequency decrease in the
CM sensor. The response of C4mimCl coated QCM showed an

ncrease with an increase in coated mass below 8.5 �g (correspond-

ig. 3. Frequency change of QCM sensor versus different mass of C4mimCl on expo-
ure to 1000 ppm ethanol.
(2009) 711–716 713

ing to film thickness of 200 nm, the density of C4mimCl is 1.08 g/mL
[23]). However, the response declined sharply when the thickness
was more than 229 nm (corresponding to 9.7 �g C4mimCl). Fre-
quency response of QCM even increased, instead of decreasing,
on exposure to ethanol vapor when the coated mass exceeded
10.5 �g (shown in Fig. 3). This phenomenon is likely due to the two
opposite effects on the frequency shifts of an IL coated QCM sen-
sor on exposure to gases, namely, the mass-increase in the IL film
resulting in a decrease in the frequency and the viscosity decrease
resulting in an increase in the QCM frequency [15,17]. When the
film was thin enough (<200 nm for C4mimCl), the viscosity effect
could be ignored, and the Sauerbrey equation (Eq. (1)) worked well
[24]. When the coated IL film was specially thicker (>10.5 �g for
C4mimC), the viscosity decrease was the main factor that influ-
enced the QCM performance, which has been utilized as the sensing
mechanism for vapor sensing of QCM/IL sensor by Liang et al. [15].
So, the mass of film coatings within the range of 3.5–7.0 �g was
used in the following study.

3.2. Characteristic of the QCM sensor array

The oscillating frequency of the piezoelectric crystal is temper-
ature dependent because the material properties of the substrate
are temperature dependent [25,26]. When the piezoelectric crystal
is coated with sensitive material to make a sensor, the tem-
perature dependence becomes more complicated. However, the
temperature effect can be partly eliminated by using an identi-
cal piezoelectric crystal to generate a reference frequency. Besides
the temperature effect, the buoyancy effect [27], resulted from a
change in gas density due to introducing analyte vapor, could also
be corrected by the use of reference crystal. Fig. 4 shows the beat fre-
quency responses of the array system to 5.51 mg/L toluene vapor.
Excellent reversibility for adsorption of gas in the coated materi-
als and rapid response was observed in the sensorgram of Fig. 4,
which conformed that the array system could be easily regenerated
and could be used for continuous measurement. Rapid response
attributed to the higher diffusion rate of gas molecules in relatively
low viscosity of ionic liquids and silicone oil than the diffusion rate
of gas molecules in solid coating materials [28,29]. Besides, due to
the negligible vapor pressure of ILs, there was no coating loss when
the array was used for measurement, which ensured the stability of
excellent reversibility of the sensor system, the sensor array could
have a long life-time theoretically. Frequency changes, calculated
from the frequency difference between gas exposure and purging
shown in Fig. 4, were used as eigenvalues for data process, e.g. 89,

Fig. 4. Sensor array response towards 5.51 mg/L toluene vapor. Sensor coating mate-
rials: sensor 1, C12mimNTf2; sensor 2, C4mimPF6; sensor 3, C4mimCl; sensor 4,
silicone oil II.
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ig. 5. Sensor array response patterns for (�) ethanol (6.6 mg/L); (�), toluene
4.8 mg/L); (♦), dichloromethane (17.5 mg/L); and (�), acetone (7.8 mg/L). Sensor
oating materials: 1, C12mimNTf2; 2, C4mimPF6; 3, C4mimCl; 4, silicone oil II.

3, 18 and 43 Hz for each sensor of the array towards 5.51 mg/L
oluene.

.3. Qualitative analysis of the sensor array system

Fig. 5 shows the sensor array response to various VOCs. It
s clear that each QCM sensor coated with a different coat-
ng in the array had quite different response intensities towards
he same analyte, e.g. when 4.8 mg/L toluene was measured,
ignal intensity for each sensor of the array decreased in the
equence of sensor 1 > sensor 4 > sensor 2 > sensor 3; while the
rray showed quite different response pattern towards other ana-
ytes (such as ethanol: sensor 3 > sensor 1 > sensor 2 > sensor 4).
n the other hand, the same sensor presented different sensi-

ivities to different VOCs, e.g. response sensitivity decreased in
rder of ethanol > dichloromethane > acetone > toluene on sensor 3
oated with C4mimCl, which has been reported in our previous
ork [19]. Due to the different response patterns of sensor array

ystem, the analyte can be identified through pattern recognition

lgorithms.

In the pattern recognition process, the level of inputs to the
NN should be arranged between 0 and 1 [30]. As is shown in
igs. 4 and 5, frequency shift outputs of the QCM array were in
he range from a few to several hundred Hertz. So the values of

able 1
rediction results of artificial neural networks.

ample No. Output 1 Output 2 Outpu

Actual Target Actual Target Actua

1 0.9968 1 0.0000 0 0.000
2 0.9968 1 0.0000 0 0.000
3 0.9967 1 0.0000 0 0.000
4 0.9965 1 0.0000 0 0.000
5 0.0000 0 0.9891 1 0.010
6 0.0000 0 0.9890 1 0.010
7 0.0000 0 0.9898 1 0.009
8 0.0000 0 0.9904 1 0.009
9 0.0000 0 0.0055 0 0.987

10 0.0000 0 0.0093 0 0.987
11 0.0000 0 0.0107 0 0.987
12 0.0000 0 0.0117 0 0.986
13 0.0082 0 0.0000 0 0.003
14 0.0071 0 0.0000 0 0.003
15 0.0032 0 0.0000 0 0.009
16 0.0039 0 0.0000 0 0.006

ote: T, toluene; E, ethanol; D, dichloromethane; and A, acetone.
Fig. 6. Convergence curve of the three-layer back-propagation networks.

these outputs must be normalized for the ANN training and test-
ing process. A normalization process for each sensor response was
performed according to Eq. (2):

Xij =
�fij[∑

i(�fij)
2]1/2

(2)

where Xij is the normalized value of sensor j for sample i; �fij is
the frequency change of sensor j for sample i. The normalized array
outputs, Xij = {Xi1, Xi2, Xi3, . . ., Xij}, were used as inputs of the ANN
recognition system. For training the network, the learning process
was repeated until the network error reached 0.0001 with 6 neu-
rons in the hidden layer, and the convergence curve was shown in
Fig. 6.

After training the network with 120 samples in the training set,
30 samples in each category, the prediction results for the 16 test-
ing samples, 4 samples in each category, of the ANN were listed in
Table 1. It can be seen that outputs generated during testing were
typically above 0.9, which is the output element value customar-
ily adopted to show the presence of an analyte, compared with the

ideal output value of 1.0; and other output elements were below
0.1, compared with an ideal output value of 0 to show the absence
of an analyte. Excellent identification was seen, with the largest
output error less than 0.02. These results show that the network
discriminates well between these chemical species. In addition, the

t 3 Output 4 Predicted Actual

l Target Actual Target gas gas

0 0 0.0039 0 T T
0 0 0.0040 0 T T
0 0 0.0042 0 T T
0 0 0.0044 0 T T
8 0 0.0001 0 E E
8 0 0.0001 0 E E
9 0 0.0001 0 E E
3 0 0.0001 0 E E
4 1 0.0102 0 D D
4 1 0.0068 0 D D
1 1 0.0061 0 D D
8 1 0.0057 0 D D
0 0 0.9925 1 A A
5 0 0.9931 1 A A
0 0 0.9933 1 A A
9 0 0.9933 1 A A



X. Xu et al. / Talanta 78 (2009) 711–716 715

Table 2
Fitting equations of each QCM sensor in the array towards toluene vapor.

Fitting equation Correlation coefficient, R2

Sensor 1 �f((Hz) = 15.78C(g/m3)−2.78 0.996
Sensor 2 �f((Hz) = 5.92C(g/m3)−0.73 0.995
Sensor 3 �f((Hz) = 3.22C(g/m3)−0.18 0.990
Sensor 4 �f((Hz) = 7.69C(g/m3)−1.51 0.996

Table 3
Results of quantity analysis for the testing samples.

No. Sample Actual concentration (Cr, mg/L) Predicted concentration (Ct, mg/L) Error (%)a

1 Toluene 5.20 5.30 1.9
2 Toluene 3.96 3.91 −1.3
3 Toluene 2.76 2.70 −2.2
4 Toluene 0.91 0.97 6.6
5 Ethanol 6.56 6.55 −0.2
6 Ethanol 4.37 4.42 1.1
7 Ethanol 2.93 2.99 2.0
8 Ethanol 1.46 1.43 −2.1
9 Dichloromethane 98.52 96.50 −2.1

10 Dichloromethane 23.30 23.25 −0.2
11 Dichloromethane 5.83 5.77 −1.0
12 Dichloromethane 34.95 36.06 3.2
13 Acetone 32.99 32.92 −0.2
14 Acetone 19.38 18.99 −2.0
15 Acetone 5.81
16 Acetone 1.94

a Error was calculated by % = Ct−Cr
Cr
× 100
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ig. 7. Response characteristics of the array system towards various concentra-
ions of toluene vapor. Sensor coating materials: sensor 1, C12mimNTf2; sensor 2,

4mimPF6; sensor 3, C4mimCl; sensor 4, silicone oil II.

ecognition process was very fast, within a second, and the training
rocess took only 2 min.

.4. Quantitative analysis of the sensor array system

Generally, QCM sensors respond linearly to the concentrations of
nalytes [18,19,31]. When an analyte has been identified by the neu-
al network, the quantity analysis of chemicals can be carried out
hrough the calibration curves of sensors responses versus chemical
oncentrations. In this work, all sensors responded proportionally
o chemicals within the measured concentration ranges. They were
.6–6.1 mg/L for toluene, 0.9–7.5 mg/L for ethanol, 2.8–117 mg/L for
ichloromethane, and 0.7–38 mg/L for acetone. Fig. 7 shows the cal-
bration curves of the QCM sensor array to different concentrations
f toluene vapor for representative. The fitting equations towards
oluene for each sensor in the array system are listed Table 2, with
he correlation coefficient of R2 > 0.99. Based on the four calibration
urves (or parts of them), the concentration of samples in the test-

[

[

5.80 −0.2
2.10 8.2

ing group can be obtained by averaging the concentration values
calculated from the fitting equations, which are shown in Table 3,
together with all other testing samples. It showed that analytes
could be quantified precisely, with the prediction errors lower than
8%. So, when an analyte was identified, its concentration could be
estimated with the calibration curve-fitting method.

4. Conclusions

Ionic liquids, due to their unique properties of negligible vapor
pressure, tunable selectivity, and high stability, are being widely
used as sensitive coatings for chemical sensors. An array of quartz
crystal microbalance, each quartz coated with a different ionic liq-
uid or gas chromatographic stationary phase, was presented as
a suitable sensor for identifying selected compounds of organic
vapors, with rapid response speed. This paper presented that an
array of quartz crystal microbalances plus a three-layer neural net-
work was very effective to identify organic vapors. Results showed
that it could recognize selected compounds correctly, i.e. the suc-
cess rate of the system in identifying compounds was 100%. Once
an analyte has been identified, quantitative analysis can be carried
out due to the linear response characteristic of QCM sensors, with
a prediction error lower than 8%.
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a b s t r a c t

In this work, a simple and low-cost miniaturized light-emitting diode induced fluorescence (LED-IF)
detector based on an orthogonal optical arrangement for capillary electrophoresis (CE) was developed,
using a blue concave light-emitting diode (LED) as excitation source and a photodiode as photodetector.
A lens obtained from a waste DVD-ROM was used to focus the LED light beam into an∼80 �m spot. Fluo-
vailable online 24 January 2009

eywords:
ight-emitting diode
luorescence detection
iniaturization

rescence was collected with an ocular obtained from a pen microscope at 45◦ angle, and passed through
a band-pass filter to a photodiode detector. The performance of the LED-IF detector was demonstrated
in CE separations using sodium fluorescein and fluorescein isothiocyanate (FITC)-labeled amino acids as
model samples. The limit of detection for sodium fluorescein was 0.92 �M with a signal-to-noise ratio
(S/N) of 3. The total cost of the LED-IF detector was less than $ 50.
rthogonal optical arrangement
apillary electrophoresis

. Introduction

In recent years, the combination of laser-induced fluorescence
LIF) detection with capillary electrophoresis (CE) provides a lot
f advantages including rapidity, high resolution, high efficiency,
igh sensitivity, as well as low sample and reagent consumption.
asers are commonly used as excitation sources in fluorescence
etection systems due to their high emitting intensity and good
patial property, which allow the light to be focused to a very small
rea. However, the LIF detectors suffer from a number of limita-
ions, such as high cost, large size and limited lifetime (∼3000 h).
ight-emitting diodes (LEDs) with advantages of a long lifetime
>10,000 h), small size, low cost, stable intensity, high efficiency
nd multiple emitting wavelengths ranging from red to blue [1],
ave become an attractive alternative light source for fluores-
ence detection. Various LEDs have been used to build miniaturized
nd low-cost fluorescence detection systems for various analytical
pplications, especially for portable CE instruments.

A number of different types of LED induced fluorescence (LED-

F) detectors for conventional CE [2–16] and microfluidic chip-based
E [17–22] systems have been reported because of those advan-
ages mentioned above. Yang et al. reported a fluorescence detector
ased on collinear scheme using a bright LED as excitation source,

∗ Corresponding author at: Institute of Microanalytical Systems, Chemistry Exper-
ment Building, Room 101, Zhejiang University (Zijingang Campus), Hangzhou
10058, China. Tel.: +86 571 88206771; fax: +86 571 88273572.

E-mail address: fangqun@zju.edu.cn (Q. Fang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.033
© 2009 Elsevier B.V. All rights reserved.

which was assembled by all-solid-state optical-electronic compo-
nents and coupled with CE using on-column detection mode [8].
A limit of detection (LOD) of 10 nM for fluorescein isothiocyanate
(FITC)-labeled phenylalanine was obtained. Uchiyama et al. devel-
oped a polymer CE chip with an LED-IF detector using a LED as
light source and an optical fiber placed perpendicular to the LED
for fluorescence collecting [18]. LODs of 160 �M and 90 �M were
obtained for valine and phenylalanine, respectively. In most of the
above-mentioned work, photomultiplier tubes (PMTs) were used
as detectors to obtain high detection sensitivities, which in turn
resulted in relatively large size and high cost of the whole detection
system.

Due to the larger light-emitting angles of LEDs compared with
laser light, one of the limitations of using LEDs in CE detection
systems lies in the difficulty to focus LED light into a spot with a
diameter less than 100 �m, which is required in most of CE sys-
tems to ensure the separation efficiency. Sluszny et al. reported a
LED-IF detection system for CE separation of native proteins using
a continuous-wave 280-nm LED as the excitation source [9]. A spot
of approximately 200 �m was obtained by using a set of two ball
lenses. The emitted fluorescence was collected with a ball lens at
90◦ angle, passed through a band-pass filter onto a PMT. A LOD of
20 nM for conalbumin was obtained. Novak and Neuzil presented a
miniaturized fluorescence detection system for microfluidic chips

based on confocal optical arrangement [21]. Geltech molded glass
aspheric lenses were used for both light collimating and focusing
on the sample. Light emitted from a blue LED was collimated by
the lens, and the collimated light was filtered by an excitation fil-
ter, reflected twice by a dichroic and a conventional mirror, and
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ocused on the sample of interest by the second lens, forming a
pot with a diameter of 480 �m. The fluorescence light passed
hrough the dichroic mirror, was filtered by an emitter filter, and
ollected by a silicon photodiode. A LOD of 1.96 nM sodium fluo-
escein was obtained using lock-in amplifier technique to increase
he signal/noise (S/N) ratio. In addition to lens or objective, other

ethods were also developed to improve the focusing performance
f LED light by using miniaturized liquid-core waveguide devices
3], aperture [8,14], and optical fiber [22]. However, the use of these
ssemblies may result in the complicated structure of the detection
ystem or the energy loss of excitation light.

In this work, a miniaturized and low-cost LED-IF detector for
E system was developed based on orthogonal optical arrange-
ent. A concave LED and a lens used in commercial DVD-ROM
ere employed to obtain small focusing spot (<100 �m diame-

er) required by CE systems. The performance of the detector was
valuated by using sodium fluorescein and demonstrated in the CE
eparation of a mixture of FITC-labeled amino acids.

. Experimental

.1. Reagents and chemicals

All reagents were of analytical grade, and demineralized water
as used throughout. A 10 mM sodium tetraborate buffer (pH 9.2)
as used as working electrolyte for CE separation. NaOH solution

0.1 M) was used for capillary washing. Sodium fluorescein was
btained from Sangon Biotechnology Co. (Shanghai, China). The
tock solution of 10 mM sodium fluorescein was prepared by dis-
olving 37 mg of the dye in 10 mL 10 mM sodium tetraborate buffer
pH 9.2). A series of standard solutions of sodium fluorescein was
repared by sequentially diluting the stock solution with the buffer
olution. A solution containing a mixture of 50 �M fluorescein
sothiocyanate (FITC, Sigma, St. Louis, USA) labeled l-arginine and
,l-ˇ-phenylalanine was prepared as previously described else-
here [23]. The solutions were stored in a refrigerator at 4 ◦C.

.2. Apparatus and equipment

Round LEDs (peak wavelength, 470 nm), columnar LEDs (peak
avelength, 470 nm), and concave LEDs (peak wavelength, 470 nm)
ere purchased from Hangke Electronics Co. (Hangzhou, China).
efore use, the LEDs were undergone continuous working under
0 mA current at least for 150 h to eliminate the initial low-

requency noise [1]. The optical setup is shown in Fig. 1. The light
eam emitted from the LED was focused at the channel center
f the capillary using a lens taken down from a waste DVD-ROM
Pioneer Electronic Co., Japan). The fluorescence emitted from the

Fig. 1. Schematic diagram of the optical setup of the LED-IF detection system.
8 (2009) 1155–1158

capillary channel was collected by a 25× ocular obtained from a
pen microscope (Xiguang Technology Co., Xi’an, China) with an
angle of 45◦ between the capillary and the fluorescence collecting
path. The collected fluorescence beam passed through a 535-nm
band-pass filter (10-nm band-pass, Shenyang HuiBo Optical Tech-
nology Co., Shenyang, China) and through a 1-mm pinhole before
being detected by a photodiode (OPT301, Texas Instruments, Dallas,
USA). A sheet of translucent paper was used to facilitate alignment
of optical components by imaging the fluorescence beam upon
the paper placed at the position of the optical component during
optimization of the optical system [23]. The output signals from
the photodiode were first amplified by using a high gain amplifier
AD620 (Analog Devices Instruments, Norwood, USA), and then the
signals were recorded by a data collecting card (USB-6008, Fan-
Hua Measurement & Control Technology Co., Beijing, China) and
processed using a program written with a LabVIEW 7.0 (National
instruments, Austin, USA). All data were filtered by a Butterworth
5 Hz lowpass filter and smoothed using a 5000 point adjacent aver-
aging smoothing. The entire whole detection system was masked
from ambient light using black plastic tubing and plasticine.

A stereo microscope (SZ-45B3, Sunny Instruments Co., Ningbo,
China) equipped with a CCD camera (DCMT130, Huaxin IC Technol-
ogy Inc., Hangzhou, China) was used to observe and evaluate the
focused spot of the LED beam.

The CE setup was built using a 7.5-cm-long fused-silica capillary
(75-�m i.d., 365-�m o.d., Reafine Chromatography Co., Yongnian,
China). A homemade programmable high-voltage power supply,
variable in the range of 0–1500 V, was used to perform sample injec-
tion and separation. A detection window was made by removing a
1-cm section of polyimide coating on the detection position of the
capillary.

2.3. CE separation

Prior to use, the capillary was treated with 0.1 M NaOH solution
for 30 min. Then the capillary was rinsed sequentially with water
and working electrolyte for 2 min. Samples were injected into the
capillary with an injection time of 1 s and voltage of 1300 V. The
separation voltage was 1300 V. The capillary was conditioned with
the working electrolyte for 5 min at 1300 V after each run.

3. Results and discussion

3.1. Focusing of LED light

In this work, a focusing lens obtained from a waste DVD-ROM,
instead of an objective used in most LED-IF systems [6,10–13,20]
was employed for LED light focusing to reduce the size and cost of
the fluorescence detection system. Three types of LEDs with dif-
ferent shapes, including round, columnar and concave LEDs, were
coupled to this lens to test their focusing performance using a glass
chip with a 75-�m-wide microchannel. The results are shown in
Fig. 2. The diameter of the focused spot varied with the focusing
distance between the LED and the focusing lens. Focusing spots
less than 100 �m diameter were obtained with 8.7, 3.4 and 1.2 cm
focusing distances between the LED and the lens for the round,
columnar and concave LEDs, respectively. The three types of LEDs
showed significant differences in the focusing distances due to
the difference in LED light emitting angle. The longer the focus-
ing distance, the more energy loss of the focused light spot, and

the more difficult in the miniaturization of the detection system.
Therefore, the concave LED was selected to build the LED focus-
ing system (including LED light source and focusing lens) with a
system size of 0.5 cm×0.5 cm×2.5 cm and focusing spot diame-
ter of 80 �m. To the best of our knowledge, this is the first time
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Fig. 3. CCD images of the capillary sidewall with the fluorescence spot produced by
excitation of 0.5 mM sodium fluorescein at different collection angles of 90◦ (A) and
45◦ (B).

T
T

C
T

ig. 2. Images of the round (A), columnar (B) and concave (C) LEDs and their focused
pots on the 75-�m-wide microchannel with the shortest possible distance between
he LED and the focused lens of 8.7 cm, 3.4 cm and 1.2 cm, respectively.

hat the concave type of LED has been adopted in LED-IF detection
ystem.

.2. Optical arrangement

In the previously reported work, various LED-IF detection sys-
ems based on different optical arrangements were developed and
ave been broadly applied in the CE analysis systems. The con-

ocal arrangement, which has proved effective in LIF detection
ystems, was also applied in some of LED-IF detection systems.
hese systems were successfully used in conventional CE [7,8] as
ell as chip-based CE systems [17,19–21]. However, it is difficult

o achieve the miniaturization of LED-IF detection system with
onfocal arrangement due to its complicated structure and large
ight-emitting angles of LEDs. Some LED-IF systems based on non-
onfocal optical arrangement, such as orthogonal arrangement,
ave also been reported [2,15,18]. In such systems, the scattered

ight interference from the LED source could be effectively reduced
y detecting fluorescence from the direction orthogonal to the inci-

ent LED beam. In 2006, we developed a LIF detection system for
icrochip based on orthogonal arrangement, in which the fluores-

ence light emitted in the microchannel was detected through the
idewall of the chip with a fluorescence collection angle of 45◦ in
he orthogonal plane [23]. The scattered light interference from the

able 1
he cost of the LED-IF detection system.

LED Photodiode Focusing lens

ost ($) 0.04 12 0.5
otal cost ($)
Fig. 4. Electropherogram of 4 �M sodium fluorescein for measurement of limit of
detection. Working electrolyte, 10 mM sodium tetraborate buffer (pH 9.2); injection
voltage, 1300 V; injection time, 50 s; separation voltage, 1300 V; effective separation
length, 3.7 cm.

laser source was significantly reduced and high detection sensitiv-
ity comparable to those in confocal LIF systems was obtained.

In this work, this technique was applied in LED-IF detection for
CE system. Two fluorescence collection angles of 90◦ and 45◦ were
tested in the LED-IF detection system. A 0.5 mM sodium fluorescein
solution was filled in the capillary, and the LED-excited fluorescence
beam collected by the ocular was imaged on a sheet of translucent
paper with collection angles of 90◦ and 45◦, respectively. The results
are shown in Fig. 3. A significant difference between the colors of
the fluorescence spots could be observed. The fluorescence spot
observed at a collection angle of 90◦ appeared predominantly blue
from the scattered LED light instead of the green color of the flu-
orescence. The fluorescence spot observed at a collection angle of
45◦ showed relatively green, which qualitatively demonstrated the
intensity of the scattered light could be significantly reduced at this
collection angle. This result agrees well with that of the previously
reported LIF system for microchip [23]. Therefore, a collection angle
of 45◦ was employed in the present LED-IF detection system.

3.3. Performance of the LED-IF detection system
Sodium fluorescein was used as the model sample to demon-
strate the performance of the fluorescence detection system. A LOD
of 0.92 �M sodium fluorescein (S/N = 3, as shown in Fig. 4) was

Collection lens Band-pass filter Others

12 22 0.5
47
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ig. 5. Electropherogram of a mixture of 50 �M FTC-arginine and 50 �M FTC-
henylalanine solution. Injection time, 1 s; other conditions as in Fig. 4.

btained. Although the LOD achieved is much higher than those
btained in LIF detection systems using lasers and PMTs, the total
ost of the fluorescence detection system was greatly reduced to
47 (as shown in Table 1). The system was also miniaturized to
total size of only 4 cm×13 cm×6 cm (width× length×height).

he stability of the detection system was tested by measuring the
esponse of continuously flowing 10 �M fluorescein solution in the
apillary for 1.5 h. A signal relative standard deviation (RSD) of 3.7%
as obtained, which demonstrated the good stability of the present

ystem. The performance of the present LED-IF system was further
emonstrated in the CE separation of FITC-labeled amino acids.
ig. 5 shows a typical electropherogram of a mixture of 50 �M fluo-
escein thiocarbamyl (FTC)-arginine and 50 �M FTC-phenylalanine
olution.

. Conclusion
In the past decade, miniaturization and integration have become
ne of the main trends in the development of analytical instru-
ents. In this work, an extremely low-cost and miniaturized LED-IF

etection system for CE has been developed. The other advantages

[

[
[
[

8 (2009) 1155–1158

of the system included simple optical structure and ease in building.
Based on the optical structure used in the present system, a portable
fluorescence detection instrument could be developed, which is
especially important for extending the application of miniaturized
instruments in routine analysis.

Although the detection sensitivity of the system is lower than
those in most of LIF detection systems, it could still be applied in
the CE separations of amino acids, peptides, proteins and nucleic
acids with high concentration. In addition, the detection sensitivity
of the present system is expected to be further improved by using
higher intensity LEDs and more sensitive photodiodes.
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a b s t r a c t

A strategy of protein entrapment within mesoporous carbon matrices is demonstrated to probe the elec-
trochemistry of glucose oxidase. Large surface area and remarkable electro-catalytic properties of carbon
mesoporous materials make them suitable candidates for high loading of protein molecules and the pro-
motion of heterogeneous electron transfer. In this work, two kinds of mesoporous carbon nanocomposite
films were designed and prepared with highly ordered two-dimensional (2D) and three-dimensional (3D)
eywords:
esoporous carbon

lectron transfer
nzyme
lucose Oxidase
iosensor

structures for the immobilization of glucose oxidase, in which the quasi-reversible electron transfer of
the redox enzyme was probed, and the apparent heterogeneous electron transfer rate constants (k0

et) are
3.9 and 4.2 s−1, respectively. Furthermore, the associated biocatalytic activity was also revealed. Highly
ordered 3D-mesoporous carbon material exhibited larger adsorption capacity for glucose oxidase and the
immobilized enzymes retained a higher bioactivity compared with 2D-mesoporous carbons. The prepa-
ration of protein-entrapped mesoporous carbon nanocomposites expands the scope of carbon-based

nd op
lectrochemistry electrochemical devices a

. Introduction

Probing electron transfer (ET) of redox proteins is crucial for
he fundamental research on redox properties of proteins and the
evelopment of the biosensing devices. In order to promote the
ffective ET between proteins and electrodes, a large amount of
fforts have been made, among which carbon nanotubes (CNTs)
ave drawn increasing attention and thus have been extensively

nvestigated [1–4]. However, in the absence of mediators, only a
ew redox proteins performed direct ET at CNT-modified electrodes
2,4]. Besides, it is well known that two factors seriously affect
he redox behavior and bioactivity of the immobilized proteins.
ne is the biocompatibility and the electro-catalytic performance
f the matrix; the other is the protein-loading capability of the
aterial (basically relevant to the specific area). However, the sin-

le dimension and narrow channel size of CNTs inevitably limit
he protein-loading amount and complicate the immobilizing pro-
ess, limiting their development in the immobilization of the larger
iomolecules and the study of corresponding heterogeneous ET.
Ordered carbon mesoporous materials (CMM) [5,6], a new type
f nanostructured carbons different from CNTs, composed of car-
on nanorods with highly ordered arrays and large porosity, not
nly retain good electronic properties and chemical stability, but

∗ Corresponding authors. Tel.: +86 21 65642405.
E-mail addresses: dyzhao@fudan.edu.cn (D. Zhao), bhliu@fudan.edu.cn (B. Liu).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.032
ens a new avenue for the development of biosensors.
© 2009 Elsevier B.V. All rights reserved.

also show many unique properties, such as highly ordered and tai-
lored meso-structures, much narrow pore size distributions, high
specific surface areas (up to ca. 2000 m2 g−1), and large pore volume
(up to ca. 1.5 cm3 g−1) [7–10], making them more promising in the
realm of heterogeneous ET than CNTs. Thus CMMs have attracted
growing interest in diverse fields from catalyst carriers, absorbents
to electronic devices [9–12]. All the advantages make it possible to
design the selectivity of substrates for immobilizing biomolecules,
by varying pore diameters, mesoscopic topologies and charges of
CMMs, in which the pores or channels behave as individual nano-
cells so that electrochemical reactions are confined to occur inside
the pores or near the doors.

In this paper, we demonstrate a strategy for the preparation of
glucose oxidase-entrapped CMMs nanocomposite films, in which
the quasi-reversible ET for glucose oxidase is probed and the asso-
ciated high biocatalytic activity is revealed. Furthermore, highly
ordered three-dimensional (3D) open framework CMM is demon-
strated a more suitable candidate for the immobilization of proteins
and shows a larger ET promotion compared with low-dimensional
carbon materials (such as 2D-CMM and 1D-CNTs).

2. Experimental
2.1. Reagents

Glucose oxidase (GOx, Type X-S, EC 1.1.3.4, from Aspergillus
niger, 157,500 units g−1), flavin adenine dinucleotide (FAD, 95%) and
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afion® perfluorinated ion-exchange resin, 5 wt% solution were
urchased from Sigma–Aldrich. Ferrocenecarboxylic acid (Fc, 97%)
as purchased from Fluka. All other reagents were of analytical

rade. Phosphate buffer solution (PBS, 0.05 M) was prepared by
ixing the stock solution of NaH2PO4 and Na2HPO4. The freshly

repared d-glucose ([˛]D
20 = 52.5–53.0◦) solution was allowed to

ome to mutarotation equilibrium by standing overnight. Deion-
zed water was used in all experiments.

.2. Syntheses of CMMs

The syntheses of 2D- and 3D-CMMs were performed using
BA-15 and FDU-5 mesoporous silicas [13,14] as the templates,
espectively and sucrose as the carbon source. Herein 2D-CMM
as prepared as reported previously [7], and 3D-CMM was pre-
ared as follows. Typically 0.5 g of FDU-5 sample was dispersed in
.0 g of H2O. Then 0.5–0.6 g of sucrose and 0.05 g of H2SO4 were
dded ordinarily. After stirring for 0.5 h, the mixture was dried at
53 K for 2–10 h and subsequently at 433 K for 8–24 h. The impreg-
ating/drying steps were repeated once by consuming another
.3–0.4 g of sucrose. The obtained black samples were carbonized
t 1173 K under nitrogen or argon flow for 6 h. The silica framework
as finally removed by HF (5–10 wt%) etching.

.3. Preparation of GOx/CMMs-modified electrode

A glassy carbon electrode (GCE, 3 mm in diameter) was succes-
ively polished to a mirror finish with 0.3- and 0.05-�m alumina
articles, rinsed thoroughly with deionized water, and successively
onicated in 1:1 nitric acid, acetone and deionized water. Then the
CE was coated by casting an aliquot of 10 �L Nafion suspension
niformly dispersed with 0.5 mg mL−1 CMM samples (2D or 3D)
nd dried under ambient conditions.

Enzyme immobilization was achieved by matrix adsorption
ethod by immersing CMM modified GCE in 5 mg mL−1 GOx solu-

ion at 4 ◦C for 48 h. Prior to all measurements, the GOx/CMM
lectrodes were rinsed in phosphate buffer solution (PBS, pH 7.0)
o remove non-immobilized protein.

.4. Apparatus

Electrochemical measurements were preformed with a CHI 1030
lectrochemical Workstation (CHI, USA) using a three-electrode
ystem, with either a CMM- or GOx/CMM-modified electrode as
he working electrode, a platinum plate as the counter electrode,
nd a saturated calomel electrode (SCE) as the reference, in a
hermostated, stirred electrochemical glass cell containing 10 mL
.05 M PBS (pH 7.0). All experimental solutions (except particu-

ar illustration) were deoxygenated by bubbling nitrogen through
hem for 30 min before measurements and maintained under nitro-
en atmosphere during measurements.

A NanoSTAR system (Bruker SAXS) was used for the small-angle
-ray scattering (SAXS) measurements. Transmission electron
icroscopy (TEM) experiments were conducted on a JEOL 2010
icroscope at 200 kV. Nitrogen adsorption/desorption isotherms
ere measured at 77 K on a Quantachrome Autosorb-1 Adsorption
pparatus after degassing samples at 453 K for 5 h.

. Results and discussion
.1. Characterization of CMMs and GOx immobilization

TEM image including Fourier diffractogram, and SAXS pattern
Fig. 1) feature highly ordered 3D-intertwined carbon nanostruc-
ures of 3D-CMM, which has basically two types of mesoscopic
Fig. 1. (A) TEM image, (A, inset) corresponding Fourier diffractogram, (B) SAXS pat-
tern and (C) N2 adsorption/desorption curves of 3D-CMM prepared by using FDU-5
as a template.

structures–undisplaced and displaced carbon frameworks. TEM

image (Fig. 1A) shows exactly the (3 1 1) projection plane of the
undisplaced gyroidal phase. SAXS pattern (Fig. 1B) further confirms
the ordered meso-structure, and the corresponding space groups
might be assigned as Ia3̄d and I4132 ‘mixture’ [13,15]. N2 adsorp-
tion/desorption isotherms of 3D-CMM (Fig. 1C) show a typical type
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Fig. 2. Schematic diagram of the electron transfer (ET) a

V curve, suggesting uniform mesopores. 3D-CMM prepared herein
as a high surface area of 1450 m2 g−1, a total pore volume of
.26 cm3 g−1 and a uniform mesopore size of 4.1 nm. While for 2D-
MM, with a 2D-hexagonal p6 mm symmetry of the ordered pore
ystem, the above values are 1430 m2 g−1, 1.28 cm3 g−1, and 4.2 nm,
espectively.

The schematic illustration of GOx/CMM electrode fabricated by
he matrix adsorption is shown in Fig. 2. The 2D- or 3D-CMM was
eadily dispersed in Nafion solution and then deposited on the sur-
ace of GCE. GOx molecules are successfully immobilized within
he CMM/Nafion composite films, which can enzymatically convert
lucose to gluconolactone.

.2. Electrochemistry of GOx on CMMs and related ET kinetics

Fig. 3A shows the cyclic voltammograms of the assembled
nzyme at CMMs-modified electrodes. A pair of well-defined and
early symmetric redox peaks emerges between about −0.46 and
0.43 V for both 2D- and 3D-CMM modified electrodes, while
o redox peak is observed for the bare underlying CMM elec-
rode. As shown in Fig. 3B and C, the cathodic and anodic peak
otentials of the immobilized GOx show shifts in negative and
ositive directions, respectively, and the peak currents increase

inearly with the scan rate increasing from 10 to 200 mV s−1,
ndicating a typical surface-confined redox behavior (current polar-
ty: anodic positive as defined). For GOx/3D-CMM electrode, the
eak current is much larger than that for GOx/2D-CMM elec-
rode at the same scan rate, indicating a higher protein-loading
apacity of 3D-CMM. The varied protein-loading capacities of 2D-
nd 3D-CMMs can be concluded from CVs in Fig. 3A. Integration
f the areas under the cathodic peaks gives GOx surface cover-
ge (� ) [16] of (1.9±0.1)×10−10 mol cm−2 for 2D-CMM modified
lectrode, while (5.7±0.2)×10−10 mol cm−2 for 3D-CMM, much
arger than those of gold nanoparticles modified carbon paste
lectrode (9.8×10−12 mol cm−2) [17], GOx/CdS modified elec-
rode (1.54×10−11 mol cm−2) [18], GOx/SWCNT/PDDA modified
lectrode (2.35×10−11 mol cm−2) [19] and GOx/SWCNT/chitosan
odified electrode (1.3×10−10 mol cm−2) [20]. In addition, this

istinct difference in GOx-loading between on 2D-CMM and on
D-CMM might be due to the textural difference of two such
MMs. With the approximately equal surface area, 3D-CMM
hows highly branched intertwined nanostructure which might

ossess more accessible entrances and channels compared with
D-CMM, hence resulting in a larger loading of electroactive
roteins.

The effect of solution pH on the formal potentials (E0′ ) of
Ox/2D-CMM and GOx/3D-CMM electrodes at a scan rate of
bioelectrocatalytic process of GOx/3D-CMM electrode.

50 mV s−1 was also investigated. The formal potentials of the above
two kinds of electrodes depend linearly on the pH value in the
range of 5.0–8.0 with a slope of (−58.9±1.9) mV pH−1 (r = 0.995)
and (−58.8±2.1) mV pH−1 (r = 0.994), respectively, which are close
to the theoretical value of −59.0 mV pH−1 corresponding to the
conversion between GOx (FAD) and GOx (FADH2) [17,18,21–23],
indicating a two-electron coupled with two-proton reaction pro-
cess.

For the GOx/2D-CMM, E0′ is (−0.446±0.002) V at a scan rate
of 10 mV s−1, while for the GOx/3D-CMM, E0′ is a little positive,
(−0.440±0.002) V, corresponding to the conversion between GOx
(FAD) and GOx (FADH2) [24]. As shown in Fig. 3B, E0′ is irrele-
vant to the scan rate. As discussed above, the cathodic and anodic
peak potentials of the immobilized GOx shift with the varied scan
rate in negative and positive directions, respectively. The peak
potential separation (�Ep) of GOx/3D-CMM is (28±2) mV, and
considering the electron transfer number (n), n�Ep is close to
59 mV. All the above results suggest a quasi-reversible two-electron
transfer process. In addition, �Ep of GOx/3D-CMM is smaller
than that of GOx/2D-CMM ((33±2) mV), and GOx/1D-SWNT
(43 mV) as reported previously [2], indicating an increasingly quasi-
reversible redox process with the increase in the carbons spatial
dimensions.

The apparent heterogeneous electron transfer rate constant k0
et,

was determined from the scan rate dependence of �Ep by the
method of Laviron [25]. The deduced k0

et values are (3.9±0.2) s−1

and (4.2±0.2) s−1 for 2D- and 3D-CMM modified electrodes,
respectively, larger than that of GOx/CNTs electrode (1.7 s−1) [2],
and GOx/SWCNH (3.0 s−1) [26], suggesting that the CMMs are more
effective electron promoters between the adsorbed GOx and the
electrode. Thus, the high surface area and good electro-catalytic
property of the CMMs meet the requirement of achieving high
capacity for protein assembly and also offers great promise for facil-
itating ET between entrapped GOx and the electrode, acting as ET
tunnels with good conductivity.

3.3. Bioelectrocatalytic properties and biosensing applications of
GOx/CMMs

The glucose-specific enzyme activities of the fabricated
GOx/CMM electrodes were investigated in nitrogen-saturated PBS
as shown in Fig. 4A. With the addition of glucose, the cathodic cur-

rent of GOx(FAD)/GOx (FADH2) redox couple decreases with the
increase in anodic current, indicating the catalytic reaction occur-
ring between GOx and glucose as Eq. (1):

GOx(FAD) + glucose → GOx(FADH2) + gluconolactone (1)
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ig. 3. (A) Cyclic voltammograms of the fabricated (a) GOx/3D-CMM, (b) GOx/2D-C
rams of the fabricated GOx/3D-CMM electrode in pH 7.0 PBS at the scan rates of 20
d) GOx/3D-CMM and (e) GOx/2D-CMM electrodes at the scan rates of 10, 40, 100, 1

Ox(FAD) is consumed through being reduced by glucose, while
he generated GOx(FADH2) is reoxidized on the 2D-CMM/GCE sur-
ace, resulting in the decreasing cathodic current and the increasing
nodic current. However, such changes cannot be observed for

he adsorbed FAD in the 2D-CMM matrix (Fig. 4B). The similar
henomena can be observed for GOx/3D-CMM and FAD/3D-CMM,
espectively. Thus it can be concluded that the GOx immobilized
nto CMMs matrices retains the biocatalytic activity to a certain
egree.
d (c) bare electrodes in pH 7.0 PBS at a scan rate of 10 mV s−1. (B) Cyclic voltammo-
0, 80 and 100 mV s−1 at 30 ◦C. (C) Plot of cathodic peak current versus scan rate for
d 200 mV s−1 at 30 ◦C, respectively.

The bioactivities of the fabricated GOx/CMM electrodes were
further investigated by using some mediators to enhance the elec-
trochemical currents. From cyclic voltammograms in Fig. 4C of the
GOx/2D-CMM GCE and FAD/2D-CMM GCE in N2-saturated pH 7.0

PBS containing 0.5 mM ferrocenecarboxylic acid (Fc) as a media-
tor, it should be noted that after the addition of glucose, there is
no catalytic current with FAD immobilized into 2D-CMM, while
remarkable catalytic currents can be observed with GOx immobi-
lized into 2D-CMM. This result can be explained from the following
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ig. 4. Cyclic voltammograms of (A) GOx/2D-CMM GCE and (B) FAD/2D-CMM GC
errocenecarboxylic acid before and after an addition of glucose at 30 ◦C. Cyclic volt
f 2 mV s−1 in the N2-saturated PBS (50 mM, pH 7.0) in the presence of 0.5 mM ferro

qs. (1)–(3):

Ox(FAD) + glucose → GOx(FADH2) + gluconolactone (1)

Ox(FADH2) + 2Fc+→ GOx(FAD) + 2Fc + 2H+ (2)

Fc → 2Fc+ +2e− (3)

Ox(FADH2) + O2→ GOx(FAD) + H2O2 (4)

hich is consistent with the previous report [27]. The similar phe-
omena can be observed for 3D-CMM.

Moreover, glucose biosensors based on the GOx/CMM elec-
rodes with oxygen in air as a mediator were prepared to detect
lucose in PBS. As shown in Fig. 5A and B, the prepared biosen-
ors behave good responses in abroad ranges of temperatures and
H values. The optimized temperature of 30 ◦C and pH value of
.0 was selected in the following experiments. Fig. 5C(a and b)
how the amperometric responses of the GOx/3D-CMM electrode
o successive additions of glucose into the air-saturated PBS. As
xpressed by Eqs. ((1) and (4)), in the air-saturated PBS, O2 acts

s a mediator to facilitate the ET between GOx and the elec-
rode, and the glucose can be measured indirectly by detecting
he generated H2O2 during the oxidation of glucose [28]. The
esponses of the GOx/2D-CMM electrode to glucose shown in
ig. 5C(c and d) are somewhat smaller compared with that of
scan rate of 50 mV s−1 in the N2-saturated PBS (50 mM, pH 7.0) in the absence of
grams of the (C) GOx/2D-CMM GCE and (C, inset) FAD/2D-CMM GCE at a scan rate
arboxylic acid before and after successive additions of glucose at 30 ◦C.

GOx/3D-CMM, possibly due to the smaller amount of adsorbed
GOx and the lower ET promotion effect of 2D-CMM. The increased
current is proportional to the glucose concentration and the
linear response is observed up to 9.90 mM (correlation coeffi-
cient, 0.993) for GOx/3D-CMM and up to 7.94 mM (correlation
coefficient, 0.997) for GOx/2D-CMM, equivalent to the level of
glucose in blood. The detection limit is 1.0×10−5 M for both of
the two electrodes. The detection sensitivities of GOx/3D-CMM
electrode and GOx/2D-CMM electrode are (82.9±2.3) nA mM−1

and (58.8±1.2) nA mM−1, respectively. The corresponding appar-
ent Michaelis–Menten constants kapp

m can be evaluated from
Lineweaver–Burk equation [29] to be 4.59 mM and 4.39 mM,
respectively, which are smaller that 8.2 mM for GOx/CNT/chitosan
[27] and 8.5 mM for GOx/SWCNHs/Nafion [26], indicating that
the proposed enzyme electrodes exhibit a higher affinity for
glucose and the immobilized GOx retains a higher enzymatic
activity.

The fabricated GOx/CMMs electrodes were stored under 4 ◦C
to investigate the reproducibility and stability. The relative stan-

dard deviation (RSD) values of the amperometric responses at 0.6 V
to 6 times successive additions of 1.0 mM glucose are 6.83% and
2.44% for GOx/3D-CMM electrode and GOx/2D-CMM electrode,
respectively. For GOx/3D-CMM electrode, 99.5% of the initial cur-
rent response to glucose (0.100 mM) remains after a week and 94.8%
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Fig. 5. (A) The unitary amperometric responses of GOx/CMMs electrodes at different
temperatures with the amperometric response at 30 ◦C as the reference. (B) The
unitary amperometric responses of GOx/CMMs electrodes at different pH with the
amperometric response at pH 7.0 as the reference. (C) The calibration curve of the
fabricated (a) GOx/3D-CMM and (c) GOx/2D-CMM electrodes for the electrocatalysis
of glucose. The dynamic response of (inset b) GOx/3D-CMM and (inset d) GOx/2D-
CMM electrodes to successive additions of glucose samples in pH 7.0 PBS saturated
by air at the applied potential of 0.6 V.
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after 45 days; while for GOx/2D-CMM electrode, 86.3% remains
after 45 days, indicating a considerable stability and a long lifetime
of the prepared GOx/CMM sensor.

4. Conclusions

We have shown the potential application of ordered mesoporous
carbon in the bioelectrochemical research. With the prominent
advantages of large surface area, uniform mesopores and remark-
able electro-catalytic properties, CMMs were demonstrated as
more suitable candidates than CNTs to immobilize glucose oxi-
dase and promote heterogeneous ET. Moreover, enzyme molecules
assembled on CMMs still exhibited a high bioactivity. Highly
ordered 3D-CMM showed larger adsorption capacity of glucose oxi-
dase and the assembled glucose biosensor showed a broader linear
response scale and a higher detection sensitivity than 2D-CMM. All
these properties make CMMs valuable in the understanding of the
electrochemistry of redox proteins and open a new avenue for the
development of biosensors.
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a b s t r a c t

Aristolochic acid I (AA I), a major component of the carcinogenic plant extract aristolochic acid (AA), is
known to be nephrotoxic, carcinogenic and mutagenic. A simple, rapid and sensitive high-performance
liquid chromatography–diode array detection–fluorescence detection (HPLC–DAD–FLD) method was
developed and validated for the analysis of AA I and its metabolites in cell culture medium for the
first time. The samples were prepared with ethyl acetate liquid–liquid extraction (LLE). Good separation
eywords:
ristolochic acid I
igh-performance liquid chromatography
etermination
-02 cell
ell toxicology

was obtained on an ODS C18 analytical column with 0.2% HAc/methanol gradient solution. Linearities of
about three orders of magnitude were gained with correlation coefficients exceeding 0.9990. The method
appears to be a suitable tool for the cellular toxicokinetic study with acceptable precisions and recov-
eries. Cytotoxicity of AA I on human liver cells (L-02) was investigated with morphological observation
and MTT (3-(4,5-Dimethylthiazol-2-yl)-2,5-diphenyltetrazoliumbromide) assay, cytotoxicity increased
in AA I concentration-dependent manner. AA I and its metabolites were monitored with the proposed

, and
chromatographic analysis

. Introduction

Aristolochic acid (AA) analogues are nitrophenanthrene deriva-
ives that occur in Aristolochiaceae plants including Aristolochia and
sarum genera [1,2]. Most of the compounds have been revealed
o be nephrotoxic [3–6], carcinogenic [5–9] and mutagenic [10,11].
n which AA I was found to be the most toxic and attracted the

ost attention [12]. Recent studies have revealed the carcinogenic
nd mutagenic mechanism of AA analogues [13,14]. As shown in
ig. 1, AA I was reduced by various intrinsic enzymes to active
ntermediate, aristolactam nitrenium ion, the latter bound to the
xocyclic amino group of the DNA bases, then electrophilic attack
f the aristolactam nitrenium ion led to the formation of DNA
dducts. The metabolites of AA in organisms seem to include the
elative aristolactam (AL), N-OH AL, 7-OH AL and DNA adducts.
NA-AA adducts were detected in laboratory rodents [13,14] and in
atients [15,16] suffering from aristolochic acid nephropathy (AAN)

sing 32P-postlabeling assay. Very recently, a high-performance

iquid chromatography coupled with mass spectrometry (LC–MS)
ethod [17] was developed for the detection of the DNA adducts,

esearchers found that majority of AA I and AA II were reduced to

∗ Corresponding author. Tel.: +86 731 8821968; fax: +86 731 8821848.
E-mail address: kings008@gmail.com (S. Yao).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.037
some preliminary toxicokinetics were investigated.
© 2009 Elsevier B.V. All rights reserved.

their corresponding aristolactams. AL I and AL II were also found
to be the main metabolites of AA I and AA II after oral administra-
tion in experimental mice [18]. Although the nephrotoxicity of AA
is well studied, pharmacokinetic studies of AA are still limited [19].
To acquire toxicokinetic or pharmacokinetic data of AA, a sensitive,
selective and effective analytical tool for the determination of AA
and its metabolites is needed.

Many analytical techniques have been proposed to detect
AA in Aristolochiaceae and its preparations including thin-layer
chromatography (TLC) [20], high-performance liquid chromatog-
raphy (HPLC) and its hyphenated technique [20–29], and capillary
electrophoresis (CE) [30–35]. Most of these methods focus on
the analysis of AA I and/or AA II in herbal plants. To the best
of our knowledge, no analytical technique for the simultane-
ous determination of AA and its metabolites in bio-samples
can be accessed. In our previous work, a high-performance liq-
uid chromatography–diode array detection–fluorescence detection
(HPLC–DAD–FLD) hyphenated technique [29] exhibits the potential
with high sensitivity and selectivity for both AA and AL. AA can be
analyzed with HPLC–DAD, and their metabolites (various aristo-

lactam derivatives) should have strong fluorescence, thus can be
detected in complex matrices with FLD.

Many efforts have been made in order to predict toxicity and
reduce or replace animal use in some tests. In vitro evaluation
of cytotoxicity effects of chemicals using cultured cells plays an
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Fig. 1. Metabolic activa

mportant role in the discovery of new drug candidates and the
ssessment of environmental threats. Current techniques for moni-
oring cell viability and proliferation, including spectrophotometric

ethods, fluorescent microscopy, flow cytometry and specialized
uorescence instruments such as plate readers, have been widely
sed in studying the interaction of cells with drugs and toxins [36].

n vitro cytotoxicity and cell viability assays have served to predict
cute toxicity for some decades based on various cell-numbering
ethods, morphology, and metabolic activity [37]. For the cytotox-

city test of AA, proximal tubule epithelial cells such as LLC-PK1
nd HKC were often used [38,39]. But recently AA was found to
ave higher cytotoxicity in liver than in kidney [40]. In the tests
38–40], cytotoxicity was evaluated only according to the structural,

orphological changes and apoptosis of cells, and no concentration
ata for drugs and their metabolites were reported. It is important
o detect AA and their metabolites in the culture medium. Then
ome toxicokinetic data could be acquired.

Based on our previous works [27,29], possible metabolites were
dentified according to their retention time, UV spectrum, fluores-
ence characteristics, ESI/MS behaviours and metabolic activation,

hus a simple and effective HPLC–DAD–FLD method was developed
nd validated to determine AA I and its possible metabolites such as
L I in cellular environment. Human liver cells (L-02) were required

o carry out cytotoxicity assay. The proliferation and viability of the
ells were monitored with microscopy and MTT assay. After the
nd metabolites of AA I.

cells were treated with AA I, the culture medium was extracted to
carry out chromatographic analysis at fixed intervals.

2. Materials and methods

2.1. Instruments and apparatus

Proliferation and morphology of cells were observed with an
inverted phase contrast Leica DMI4000B microscope outfitted with
a DFC480 digital camera. MTT assay was carried out with a DU800
UV–visible spectrophotometer (Beckman Coulter). Liquid chro-
matographic system [29] (Shimadzu, Kyoto, Japan) consisted of
two LC-20AT pumps, a CTO-10AS VP column oven, a SPD-M20A
DAD system and a RF-10AXL FLD system. The two detectors were
connected in series. These apparatus were connected via a commu-
nication module (Model CBM-20A), and controlled by a Shimadzu
LCSolution workstation. A Shimadzu Shim-pack vp-ODS column
(150L×4.6) was used. Steady-state fluorescence spectra of AAs
were recorded using a fluorescence spectrophotometer (F-4500,
Hitachi). MS characteristics were investigated on a Micromass ZQ
4000 electrospray mass spectrometer (Manchester, U.K.) [27].
2.2. Materials and reagents

Human liver cell (L-02) was provided by Hunan Normal Univer-
sity. RPMI 1640 medium was purchased from Gibco, and neonatal
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Chromatographic separation of AA analogues (including aris-
tolochic acids and aristolactams) was achieved using a routine C18
column and a linear gradient of methanol against 0.2% acetic acid
[27,29]. In the literature, mass spectrometry (MS) detection [24–27]
was developed to replace UV detection [20–23], and similar sensi-
J. Yuan et al. / Talan

ovine serum was from Sijiqing Biological Engineering Materials
o., Ltd (Hangzhou, China). The reference standard of AA I was pur-
hased from National Institute for the Control of Pharmaceutical
nd Biological Products (Beijing), and AL I was prepared in our lab
29]. HPLC-grade methanol was from Tedia (Fairfield, OH, USA). Dis-
illed water (R > 18 M� cm) was prepared using Aike Purification
ystem (Chengdu, China). Other reagents were of analytical grade.

.3. Cell culture

L-02 cells were cultured in 25 cm2 tissue culture flasks at 37 ◦C in
humidified atmosphere of 5% CO2 in air. RPMI 1640 medium was

upplemented with 13% neonatal bovine serum, 100 U/ml penicillin
nd 100 �g/ml streptomycin. The medium was changed every day.
hen a single layered cell was formed, the cells were harvested

y trypsinization with 0.25% trypsin–0.02% EDTA, centrifuged for
min at 1000 rpm, and resuspended in fresh medium. The den-

ity of the cell suspension was determined by trpysin blue staining
ethod with a hematocytometer.
AA I (2.00 mg) dissolved in 1 ml of1% NaHCO3 was used for cyto-

oxic experiments. The experimental procedures were as follows:

1) A 2 ml aliquot of cell suspension at a density of 1×105 cells/ml
was added to each well of the 24-well tissue culture plates;

2) After 24 h, 20 �l AA I solution (2 mg/ml) was added and mixed
thoroughly but gently;

3) Three or six wells of culture medium were taken out for chro-
matographic analysis at fixed time intervals. The cells were
cultured in the CO2 incubator during the whole experiments.

.4. MTT assay

Cytotoxicity against cell metabolism was investigated by using
TT assay. After cells were treated for a certain time, the wells were
ashed twice with phosphate-buffered saline (PBS) to remove non-

dherent cells, then 900 �l fresh medium and 100 �l MTT solution
Amresco, 5 mg/ml) were added to each well and the cells were
urther incubated at 37 ◦C for 4 h. Subsequently the medium was
emoved, and the formazan crystals were dissolved in 1 ml DMSO
Sigma). The amount of absorbed solution was measured at 570 nm.

.5. Sample preparation

A 0.50 ml of culture medium was taken into a 10 ml centrifuge
ube, about 3 ml of ethyl acetate was added, and the mixture was
scillated for 1 min, then the upper layer was collected after delam-
nation. The extraction was repeated twice, and the ethyl acetate
olutions were merged. Under the N2 atmosphere ethyl acetate was
olatized, and 200 �l methanol was added to dissolve the residues,
nd the solution can be used for chromatographic analysis directly.

.6. Standard solutions and calibration curves

AA I (5.00 mg) and AL I (2.00 mg) were accurately weighed, and
issolved in 5 ml methanol as the stock solution. A series of standard
olutions with gradient concentration were prepared by diluting
he stock solution. A aliquot of 200 �l standard solution at each
oncentration level was added in 0.50 ml culture medium, the same

xtraction were carried out as that in Section 2.5. Then the obtained
eries of working calibration solutions were used to construct cal-
bration curves. Calibration curves (y = ax + b) were constructed by
lotting the peak areas (y) against the concentrations (x) of the
alibration standards.
(2009) 1141–1147 1143

2.7. HPLC–DAD–FLD analysis

Methanol (B) and 0.2% acetic acid (A) were used as the mobile
phase. The gradient was programmed as follows: 0–15 min, 40–80%
B; 15–20 min, 80–100% B; 20–30 min, 100% B; 30–35 min, 100–40%
B. The other analysis conditions were as follows: column tem-
perature, 30 ◦C; flow rate, 1.0 ml/min; injection volume, 20 �l; UV
scan, 210–600 nm; detection wavelength, 254 nm. The excitation
and emission wavelengths of FLD were 270 and 490 nm, respec-
tively. Various compounds were selected and went consecutively
through the DAD and FLD, the delay was of 0.20 min between the
two detectors.

3. Results and discussion

3.1. Optimization of separation and detection conditions
Fig. 2. Typical HPLC–FLD (A) and HPLC–DAD (B) chromatograms of sam-
ples. Cell—free-of-drug blank sample; Cell + Drug—cellular sample added AA I;
Drug—free-of-cell blank sample.
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Table 1
Linear ranges, correlation coefficients, quantification and detection limits.

Compound Linear ranges (�g/ml) r2 LOQ (ng/ml) LOD (ng/ml)

A
A

t
s
o
o
c
I
t
a
t
e

I
d
t
e

3

t
e
w
a
h
a
n
T
t
p

3

s
G
c
q
t
i

v
r
r
i
t
T
e

of the drug group witnesses a course of increase to decrease. The

T
P

C

A

A

A I 0.10–200 0.9990 100 30
L I 0.010–20 0.9992 2.0 0.7

ivity was achieved by UV detection. Then FLD [28] came with high
ensitivity, but failed to detect AA without derivatives. In our previ-
us study [29], the hyphenated DAD and FLD was verified to be an
ptimum tool for the simultaneous analysis of both AA and AL, espe-
ially when the content of AA is not too low and AL is at trace level.
n this work, the gradient program was further improved to lessen
he analysis time. As shown in Fig. 2, the retention time of AA I, AL I
nd the peak marked with “*” are 16.25, 17.43 and 18.70 min, repec-
ively, and the determination of the analysis was not interfered by
ndogenous substances in the cellular environment.

For AA I, 254 nm was a suitable detection wavelength with DAD.
t can be seen from Fig. 1, the metabolites of AA I are AL I and its
erivatives, seem to have good fluorescence response. According
o the previous study [29], 270 and 490 nm were selected as the
xcitation (�ex) and emission wavelengths (�em).

.2. Extraction method

Sample preparation is a critical step for the accuracy and sensi-
ivity of an analytical method. Liquid–liquid extraction (LLE) with
thyl acetate was found to be a suitable sample preparation method
ith suitable extraction recovery. Several solvents including ethyl

cetate, n-hexane, dichloromethane and ethyl acetate acidified by
ydrochloric were evaluated. Ethyl acetate and the acidified ethyl
cetate were found to be optimal according to the recovery. But
o significant differences were found between the two methods.
o simplify the procedure, ethyl acetate was selected as extrac-
ion solvent. With the LLE method, the concentration and cleaning
rocedures of the complex samples were completed.

.3. Method validation

The standard curves were constructed via least-squares regres-
ion with six concentration levels and three parallels at each level.
ood linear relationship was obtained with the correlation coeffi-
ients (r2) higher than 0.9990. Limit of detection (LOD) and limit of
uantification (LOQ) were estimated as the minimum concentra-
ion giving S/N ratios of 3 and 10, respectively. The data are listed
n Table 1.

The reliability of the assay was evaluated. Small coefficient of
ariation and good recovery were achieved. The precision and accu-
acy were confirmed by five replicate determinations. The mean
ecovery was studied by spiking the known content of the standards

nto the culture media. The overall recoveries of three concentra-
ions were above 86.2% for AA I, and 74.8% for AL I (see Table 2).
he data proved the suitability of the assay for used in cellular
nvironment.

able 2
recision and recovery of the method (n = 5).

ompound Added (�g/ml) Founded (�g/ml) (m

A I 4.00 3.45 ± 0.28
40.0 35.6 ± 2.7

100 88.1 ± 6.8

L I 0.20 0.158 ± 0.018
2.00 1.53 ± 0.15

10.0 7.48 ± 0.86
Fig. 3. Cytotoxicity of AA I in L-02 cells. Cells were treated for 24 h with different
concentration and viability was assessed by MTT assay. Results are expressed as
percent of the drug group and the control group (n = 3).

3.4. Cytotoxic effects of AA I

AA I is known to be nephrotoxic, carcinogenic, and mutagenic. In
the cytotoxicity assay [12], AA I was found to be the most toxic and
attracted the most attention. To assess the cytotoxic effect of AA I on
L-02 cells, the proliferation and viability of cells were investigated
by morphological observation and MTT assay. For comparison, cells
were classified into two groups: the control group, and the drug
group.

Dose-time relationship was studied by comparing the prolifera-
tion status of cells in different concentration levels (5.0, 10.0, 20.0,
30.0, 40.0, 60.0 �g/ml AA I). No significant differences were found
between the control group and the drug group when the drug con-
centration was lower than 5.0 �g/ml. When the concentration was
above 10.0 �g/ml, significant morphological changes of the cells in
the drug group occurred, some cells began to die within 24 h. The
viabilities of cells cultured for 24 h in the presence of AA I with dif-
ferent concentrations are exhibited in Fig. 3. The viability of cells
decreased in AA I concentration-dependent manner. In addition,
the cell viability of the drug group (20.0 �g/ml) is about 50% of
the control group after 48 h. To observe the cytotoxicity of a 48 h
exposure, 20.0 �g/ml was determined to be the optimal dose.

The typical cell morphologies are shown in Fig. 4 at different
time after cell seeding. The cells of the control group gradually
proliferated with incubation period, until the whole plate wall
was reached. On the contrary, the living cells of the drug group
gradually decreased. MTT assay was also performed to investi-
gate cell viability and its proliferation. As shown in Fig. 5, the
cell viability of the control group increases with culture time,
which indicates that cells proliferate well. However, the viability
“increase” indicates the cell proliferation can still be in progress
and the cytotoxicity of AA I is not enough to induce the cell apopto-
sis in a short time. The “decrease” after 30 h means the cytotoxic
effects of AA I surpasses the cell proliferation, and the number

ean± SD) Precision, RSD (%) Recovery (%)

8.1 86.2
7.5 89.0
7.7 88.1

11.0 78.8
10.2 76.4
11.5 74.8
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i at 0 h
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ig. 4. Microscope images of cells during the culture course at different intervals.
nitial time was recorded when cells had been cultured for 24 h, and AA I was added

f the dead cells exceeds the number of the new proliferated
ells.
.5. Sample analysis

In this work, qualitative analyses were based on the reten-
ion time, UV spectrum, fluorescence characteristics, ESI/MS and
oculation density: 1.0×105 cells/ml. C—the control group, D—the drug group. The
with a final concentration of 20.0 �g/ml.

metabolic activation. It can be seen from the FLD view in Fig. 2A,
two peaks appeared in the chromatograph of the drug groups.

According to the activation mechanism of AA I, their UV and FL
characteristics, the two peaks should be identified as AL derivatives
[29]. AL I was easily identified by comparing the chromatographic
retention (17.43 min) of the unknown peak with that of the refer-
ence standard. As for another unknown peak (marked with “*” in
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Fig. 5. Cytotoxicity of AA I in L-02 cells. Cells were treated with 20.0 �g/ml AA I.
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ciency can be compensated by the kinetics of AL I. The concentration
of AL I increasing rapidly during the first 12 h according to a one-
iability was assessed by MTT assay, and expressed as the absorbance at 570 nm
n = 3).

ig. 2A, 18.70 min), it is certainly not 7-OH AL I, whose retention
ime should be less than that of AA I. Both dA-AL I and dG-AL I

ay or may not exist simultaneously, so they cannot be identified
o the unknown metabolite. To find and identify the metabolites,
PLC–DAD–ESI/MS analysis has also been carried out as the previ-
us work [27]. When the samples were further concentrated, a peak
an be found with SIR (selective ion recording) mode at the relative
etention time (Fig. 6, SIR: 324 for AL I, and SIR 310 for unknown
eak). But, there are several AL (such as AL IVa and N-OH AL I, etc)
orresponding to 310 m/z [27]. Moreover, the qualitative power of
SI/MS is often not sufficient because it can not provide fragment

on for AL (see Fig. 6B). Therefore, we are not sure which AL the
nknown metabolite is. According to the metabolic activation of
A I, it may be N-OH AL I.

Fig. 6. Typical chromatograms (A) of the sample and mass spectrum
(2009) 1141–1147

The proposed HPLC–DAD–FLD method was applied to determine
the AA I and its metabolites in the cell culture. The samples were
prepared and analyzed according to the details in Section 2. The
typical chromatograms of various samples are shown in Fig. 2. AA I
can easily be quantified with HPLC–DAD. AL I, one of its metabolites,
can be sensitively determined with HPLC–FLD.

3.6. Preliminary cellular toxicokinetic study

During the course of cytotoxicity tests, the proliferation and via-
bility of L-02 cells were monitored with the microscopy and MTT
assay. At predetermined intervals after cell seeding, three sets of
culture media were taken out for chromatographic analysis with
the developed HPLC–DAD–FLD method. AA I and its other two
metabolites (AL I and an unknown metabolite) were detected. The
concentration–time curve of AA I and the two metabolites were
obtained (Fig. 7). The concentration changes of AA I and the metabo-
lites can be explained from the reaction of the cells and the drug. At
the beginning, AA I was taken up and metabolized by the cells, so
the concentration of AA I in culture media decreased rapidly, and
the metabolites appeared and increased. At the same time, the cyto-
toxicity of AA I affected the viability of the cells, some cells began
to die. The dead cells released from the metabolites and some AA I.
So the concentration of AA I increased a little at the last part of the
test.

Although the concentration variation were in accordance with
the proliferation and viability of the cells, no further toxicokinetic
parameters can be found. It is because the concentrations came
from two parts, metabolized by the living cells and then released
by the apoptotic cells. The former can be useful in toxicokinetc
study, but the latter may interfere with the detection. The defi-
phase exponential association process, reaching near saturation
after approximately 12 h and a maximal intracellular concentration
reached at about 36 h.

(B) of AL I. TIC—total ion current; SIR—selective ion recording.
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ig. 7. Time course of AA I and its metabolites (n = 6). C—short for
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. Conclusions

The sample preparation procedure (LLE) with ethyl acetate as
xtraction solvent concentrated and cleaned out. The proposed
PLC–DAD–FLD hyphenated technique was selective and sensitive
nough to detect AA analogues and their trace metabolites in com-
lex matrices without laborious sample preparations.

For the first time, AA I and some of its metabolites were simul-
aneously determined in cellular environment with the developed

ethod. The preliminary cellular toxicokinetics was in accordance
ith the cytotoxicity assay. The assay could be used for further

ellular toxicokinetic study of AAs in cells.
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a b s t r a c t

Four sensitive, selective and precise stability-indicating methods for the determination of Clopidogrel
Bisulfate (CLP) in presence of its alkaline degradate and in pharmaceutical formulations were developed
and validated. Method A is a second derivative (D2) spectrophotometric one, which allows the determi-
nation of CLP in presence of its alkaline degradate at 219.6, 270.6, 274.2 and 278.4 nm (corresponding
to zero-crossing of the degradate) over a concentration range of 4–37 �g mL−1 with mean percentage
recoveries 99.81±0.893, 99.72±0.668, 99.88±0.526 and 100.46±0.646, respectively. CLP can be deter-
mined in the presence of up to 65% of its degradate. D2 method was used to study the kinetic of CLP
alkaline degradation that was found to follow a first-order reaction. The t1/2 was 6.42 h while K (reaction
rate constant) was 0.1080 mol/h. Method B is the first derivative of the ratio spectra (DD1) spectrophoto-
metric method, by measuring the peak amplitude at 217.6 and 229.4 nm using acetonitrile and CLP can
be determined in the presence of up to 70% of its degradate. The linearity range was 5–38 �g mL−1 with
mean percentage recoveries 99.88±0.909 and 99.70±0.952, respectively. Method C based on the deter-
mination of CLP by the bivariate calibration depending on simple mathematic algorithm which provides
simplicity and rapidity. The method depends on quantitative evaluation of the absorbance at 210 and
225 nm over a concentration range 5–38 �g mL−1 with mean percentage recovery 99.27±1.115. CLP can
be determined in the presence of up to 70% of its degradate. Method D is a TLC-densitometric one, where
CLP was separated from its degradate on silica gel plates using hexane:methanol:ethyl acetate (8.7:1:0.3,

v/v/v) as a developing system. This method depends on quantitative densitometric evaluation of thin
layer chromatogram of CLP at 248 nm over a concentration range of 0.6–3 �g/band with mean percent-
age recovery 99.97±1.161. CLP can be determined in the presence of up to 90% of its alkaline degradate.
The selectivity of the proposed methods was checked using laboratory prepared mixtures. The proposed
methods have been successfully applied to the analysis of CLP in pharmaceutical dosage forms without

osage
interference from other d

method.
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form additives and the results were statistically compared with the official

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Clopidogrel hydrogen sulfate (CLP) is methyl (+)-(S)-�-(2-
chlorophenyl)-6,7-dihydrothieno [3,2-c] pyridine-5(4H)-acetate
hydrogensulfate [1]. The structural formula of CLP is shown below.
Clopidogrel Bisulfate is a new thienopyridine derivative chemi-
cally related to ticlopidine. It has been shown to prevent ischemic
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Fig. 1. IR-spectra of Clopidogrel Bi

troke, myocardial infraction and vascular disease and demon-
trated clinical efficacy superior to that of aspirin, in a large
hase III trial [2]. Thus, CLP is indicated for the reduction of
therosclerotic events in patients with atherosclerosis documented
y recent stroke, recent myocardial infraction or cardiovascular
isease [2].

Clopidogrel Bisulfate is an enantiopure carboxylic ester of
-configuration. The R-enantiomer is devoid of antithrombotic
ctivity and can evoke convulsions at high doses of animals [3].
t is rapidly absorbed and undergoes extensive metabolism and

etabolic activation, as evidenced by the absence of detectable
mounts of unchanged drug in plasma [4,5]. The parent compound
s inactive in vitro, while its active metabolite inhibits platelet
ggregation via selective binding to adenylate cyclase-coupled ADP
eceptors on the platelet surface [6,7]. The major circulating com-
ound is the inactive carboxylic acid derivative, which is formed by

ydrolysis of the ester function by carboxylesterase [8].

Few methods for the determination of CLP have been reported in
iterature. Recently, the non-enzymatic and enzymatic chiral inver-
ion of Clopidogrel has been investigated in vitro using 1H NMR
nd a chiral HPLC procedure [9]. Moreover, in the same article,
(a) and its alkaline degradate (b).

a nonstereospecific HPLC assay method was also used to moni-
tor the hydrolysis of CLP. The possible in vivo chiral inversion of
carboxylic acid metabolite of CLP in rats was also studied using (S)-
�-(1-naphthyl) ethylamine as a derivatization reagent and an HPLC
method with spectrofluorimetric detection [9] and LC method for
determination of CLP [10]. Identification and isolation of oxidation
impurity of CLP using HPLC also reported [11]. HPLC determination
of carboxylic acid metabolite of CLP in Wistar rat plasma [12] and in
human plasma with application to a bioequivalence study [13]. For
the analysis of the carboxylic acid metabolite of CLP in plasma and
serum a GC–MS method has also been reported [14] and its deter-
mination by liquid chromatography–electrospray ionization mass
spectrometry [15]. Also, a bioanalytical method for determination
of CLP in human plasma [16] was reported. A stability indicating
spectrodensitometric method for determination of CLP was also
reported [17].
The scientific novelty of the present work is that the methods
used are simple, rapid, selective and less expensive and less time-
consuming compared with other published LC methods.

The focus of the present study was to develop and validate sim-
ple stability-indicating methods for the determinations of CLP in



876 H.E. Zaazaa et al. / Talanta 78 (2009) 874–884

isulfa

p
t

2

2

2
3

Fig. 2. Mass spectra of Clopidogrel B

resence of its alkaline degradate (which is pharmacologically inac-
ive) for the quality control of CLP in pharmaceutical preparations.

. Experimental

.1. Instruments

1. A double beam UV–visible spectrophotometer (SHIMADZU,
Japan) model UV-1601 PC with quartz cell of 1 cm pathlength,
connected to IBM compatible computer. The software was UVPC
personal spectroscopy software version 3.7. The spectral band-
width was 2 nm and wavelength-scanning speed 2800 nm/min.

. UV lamp with short wavelength 254 nm (USA).

. TLC scanner 3 densitometer (Camag, Muttenz, Switzerland).

The following requirements are taken into consideration:
• Slit dimensions: 5 mm×0.2 mm.
• Scanning speed: 20 mm/S.
• Spraying rate: 10 s �L−1.
• Data resolution: 100 �m/step.
te (a) and its alkaline degradate (b).

4. TLC plates (20 cm×10 cm) coated with silica gel 60F254 (Merck,
Germany).

5. Sample applicator for TLC Linomat IV with 100 �L syringe
(Camag, Muttenz, Switzerland).

2.2. Materials

2.2.1. Pure standard
Clopidogrel Bisulfate was kindly supplied from ADWIA Co. S.A.E.,

10th of Ramadan city, Egypt. Its purity was found to be 99.86%
according to the official HPLC method [26].

2.2.2. Pharmaceutical dosage forms

1. Myogrel® tablets are labeled to contain Clopidogrel Bisulfate

equivalent to 75 mg of Clopidogrel manufactured by ADWIA Co.
S.A.E., 10th of Ramadan city, Egypt. Batch No. 060729.

2. Stroka® tablets are labeled to contain Clopidogrel Bisulfate
equivalent to 75 mg of Clopidogrel manufactured by Multi-APEX
Pharma Co. S.A.E., Badr City, Cairo, Egypt. Batch No. 230/206.
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Fig. 3. Zero-order absorption spectra of 25 �g mL−1 of Clopidogrel Bisulfate (—) and
25 �g mL−1 of its alkaline degradate (- - -) using acetonitrile as a solvent.
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.2.3. Degraded sample
0.5 g of CLP powder was transferred into 250-mL stoppered

ask, dissolved in 25 mL methanol, completed to 100 mL with 1N
aOH and refluxed for 8 h with magnetic stirring. Complete hydrol-
sis was followed via TLC using hexane:methanol:ethyl acetate
8.7:1:0.3, v/v/v) as a developing system. The solution was neu-
ralized with 2 N HCl solution till pH 3, then the degradate was
xtracted with multiple fractions of chloroform (6× 20 mL). The
xtract was evaporated at room temperature and collected the
egradate. The degradate powder was elucidated by IR and mass
pectrometry.

.2.4. Chemicals and reagents
All chemicals used throughout this work were of analytical

rade, and the solvents were of spectroscopic grade.

1. Acetonitrile of HPLC grade (E. Merck, Germany).
. Methanol, hexane, ethyl acetate and chloroform (El-Nasr Phar-

maceutical Chemicals Co., Abu-Zabaal, Cairo, Egypt).
. 2N HCl and 1N NaOH solutions (El-Nasr Pharmaceutical Chemi-

cals Co., Abu-Zabaal, Cairo, Egypt).

.3. Standard solutions

Stock standard solutions of CLP and its alkaline degradate,
1 mg mL−1 in acetonitrile (for D2, DD1 and bivariate spectropho-
tometric methods) and in methanol (for spectrodensitometric
method).
Working solutions of CLP and its alkaline degradate, 100 �g mL−1

in acetonitrile (for D2, DD1 and bivariate spectrophotometric
methods). They were prepared by suitably diluting the stock stan-
dard solutions with the suitable solvent.

.4. Kinetic study

Two sets of working standard solutions of CLP (5.95×10−3

nd 8.34×10−3 mol L−1) were prepared by dissolving in 10 mL
ethanol into 100-mL volumetric flask and diluting to 100 mL with

N NaOH.

.5. Laboratory prepared mixtures

Solutions containing different ratios of CLP and its alkaline
egradate were prepared to contain 10–90% of alkaline degradate
f CLP.

. Procedures

.1. Construction of calibration curve for D2 spectrophotometric
ethod

Aliquots of CLP working solution (100 �g mL−1 in acetonitrile)
quivalent to 40–370 �g were accurately transferred into a series

f 10-mL volumetric flasks, the volume was completed to the
ark with acetonitrile. The second derivative absorption spectra

f the UV-spectrum of each solution against acetonitrile as a blank
ere recorded. D2 curves were recorded at �� = 4 and scaling

actor = 100. Calibration curve was obtained by plotting the peak
mplitude at 219.6, 270.6, 274.2 and 278.4 nm (corresponding to
ero-crossing of the degradate) of D2 spectra versus the corre-
ponding concentrations of CLP and the regression equations were
omputed.
Fig. 4. Second derivative absorption spectra of 4–37 �g mL−1 of Clopidogrel Bisulfate
(—) and 25 �g mL−1 of its alkaline degradate (- - -) using acetonitrile as a solvent.

3.2. Construction of calibration curve for DD1 spectrophotometric
method

Different aliquots equivalent to 50–380 �g of CLP working solu-
tion (100 �g mL−1 in acetonitrile) were accurately transferred into a
series of 10-mL volumetric flasks then diluted to volume using ace-
tonitrile. DD1 curves were recorded at �� = 4 and scaling factor = 10.
The absorption spectra of this solutions were divided by the absorp-
tion spectrum of 15 �g mL−1 of the degradate (as a divisor), and then
the obtained ratio spectra were differentiated with respect to wave-
length. The peak amplitude at 217.6 and 229.4 nm were recorded.
The calibration curves representing the relationship between the
measured amplitudes and the corresponding concentrations of the
drug were constructed.

3.3. Construction of calibration curve for bivariate
spectrophotometric method

Into two separate sets of 10-mL volumetric flasks, aliquots
equivalent to 50–380 �g of CLP and its alkaline degradate were
transferred from their working solutions (100 �g mL−1 in acetoni-
trile). The volume was completed with acetonitrile. The regression
equations at 210 and 225 nm for CLP and its alkaline degradate were
computed.
3.4. Kinetic study

Two sets of working solutions of CLP (5.95×10−3 and
8.34×10−3 mol L−1) were prepared in 1N NaOH and inserted as
rapidly as possible in a thermostatic water bath set at 80 ◦C and
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Table 1
Determination of Clopidogrel Bisulfate in presence of its alkaline degradate in laboratory prepared mixtures by the proposed methods.

Degradate% Recovery%a of CLP

D2 spectrophotometric method DD1 spectrophotometric method Bivariate calibration
method

TLC-densitometric
method

219.6 nm 270.6 nm 274.2 nm 278.4 nm 217.6 nm 229.4 nm

10 101.28 98.17 100.50 98.94 99.83 100.89 97.61 98.85
20 99.25 98.25 100.50 99.50 101.31 101.00 101.00 99.14
30 99.07 97.93 99.57 98.00 98.29 98.21 97.57 99.80
40 101.92 100.00 100.00 97.42 101.92 100.25 100.25 101.31
50 104.58b 100.30 102.00 101.70 100.20 101.20 100.40 97.93
60 107.88b 99.75 104.77b 99.92 101.00 104.31b 99.75 100.89
65 108.92b 100.86 106.20b 100.50 100.57 105.93b 102.21 101.98
70 110.45b 104.12b 108.57b 95.88b 98.44 108.11b 100.67 102.00
80 115.11b 107.75b 110.32b 92.17b 103.88b 111.78b 94.22b 97.17
90 120.32b 110.15b 115.55b 89.80b 108.60b 117.50b 90.45b 101.55
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and a new broad band at 3388.2 cm−1 indicating the presence of
a hydroxyl group of carboxylic acid (due to hydrolysis). The elec-
tron impact showed mass ion peak at m/z 321 corresponding to the
intact drug, while the mass ion peak of the degradate was at m/z
ean± S.D. 100.38±1.435 99.32±1.182 100.51±0.917 99.43±1.464

a Average of three experiments.
b Rejected values.

.1 mL from the reflux solutions were quantitatively transferred into
0-mL volumetric flask for 8 h at 1 h time interval. The flasks were
ompleted to volume with acetonitrile and measured. By apply-
ng in the previously described D2 method at 278.4 nm for the
etermination of the remaining intact CLP from its correspond-

ng regression equation, a plot of log the remaining concentration
ersus time in hours was then performed to determine the kinetic
rder of alkaline degradation process.

.4.1. Effect of sodium hydroxide concentration on the reaction
ate

The mentioned procedure was followed using 0.5N and 1N NaOH
n the degradation of 8.34×10−3 mol L−1 of CLP.

.5. Construction of calibration curve for TLC-densitometric
ethod

Into a series of 10-mL volumetric flasks, aliquots equivalent
o 6–30 �g were accurately transferred from the standard stock
olution of CLP (1 mg mL−1 in methanol), then the volume was com-
leted with methanol. 10 �L of each solution was spotted as bands
f 5 mm width on TLC plates (20 cm×10 cm with 250 �m thick-
ess) using a Camag Linomat IV applicator. The bands were applied
t 5 mm interval and 15 mm from the bottom and sides. Linear
scending chromatogram developing to a distance of 8 cm was per-
ormed in a chromatographic tank previously saturated for 1 h with
he developing mobile phase consisted of hexane:methanol:ethyl
cetate (8.7:1:0.3, v/v/v) at room temperature. CLP was scanned at
48 nm. The peak area was recorded and the calibration curve was
onstructed by plotting the integrated peak area versus the corre-
ponding concentrations of the drug and the regression equation
as computed.

.6. Application to pharmaceutical formulations

Ten tablets of each of Myogrel® tablets and Stroka® tablets were
owdered and mixed well; an accurately weighed amount of the
owder equivalent to 0.1 g of CLP of each was transferred into two
eparate 100-mL volumetric flasks, 75 mL of the appropriate solvent

dded (acetonitrile for D2, DD1 and bivariate methods and methanol
or spectrodensitometric method), stirred well then cooled and
ompleted to the volume to obtain 1 mg mL−1 stock solutions, then
ltered. The solutions were diluted to the same concentrations of
he appropriate working solutions and proceeded according to the
rocedure of each method mentioned above.
0.20±1.301 100.31±1.227 99.93±1.612 100.06±1.738

4. Results and discussion

Following an oral administration in human, the plasma levels of
CLP are very low due to extensive metabolism. The main circulating
metabolite is the carboxylic acid derivative which is pharmacolog-
ically inactive [8].

Clopidogrel Bisulfate was subjected to oxidation using hydrogen
peroxide, giving many oxidative degradation products which were
difficult to be separated.

Upon refluxing CLP with acid or alkali, the carboxylic acid degra-
date was obtained, and being inactive. So the determination of CLP
in presence of its alkaline (or acidic) degradate was essential.

The International Conference on Harmonization (ICH) guideline
entitled “stability testing of new drugs substances and products”
requires the stress testing to be carried out to elucidate the inher-
ent stability characteristics of the active substance [18]. An ideal
stability indicating method is one that quantifies the standard drug
alone and also resolves its degradation products.

The structure of the alkaline (also obtained by acid hydrolysis)
degradate was elucidated by IR and mass spectrometry, where IR
spectrum of CLP showed a characteristic band at 1753.3 cm−1 indi-
cating the presence of carbonyl group. While the IR spectrum of
the degradate showed the same band but shifted to 1637.6 cm−1
Fig. 5. First derivative of the ratio spectra of 5–38 �g mL−1 of Clopidogrel Bisulfate
(—) and 25 �g mL−1 of its alkaline degradate (- - -) using 15 �g mL−1 of the degradate
as a divisor and acetonitrile as a blank.
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07 as shown in Figs. 1 and 2. Therefore one can conclude that car-
ying out the alkaline (or acidic) hydrolysis of CLP may proceed as
hown below.

The focus of the present work was to develop accurate, spe-
ific, reproducible and sensitive stability indicating methods for the
etermination of CLP in pure form or in pharmaceutical formula-
ions in the presence of its alkaline degradation product.

The zero-order absorption spectra of CLP and its alkaline degra-
ate showed severe overlapping, Fig. 3, which interfere with the
irect determination of CLP. Derivative spectrophotometry is an
nalytical technique of great utility for extracting both qualitative
nd quantitative information from spectra composed of unresolved
ands, and for eliminating the effect of baseline shifts and base-

ine tilts by using the first or higher derivatives of absorbance with
espect to wavelength [19]. A rapid, simple and low cost spectropho-
ometric method based on measuring the peak amplitude of D2

pectrum of CLP at 219.6, 270.6, 274.2 and 278.4 nm (correspond-
ng to zero-crossing of the degradate) was developed with good
electivity without interference of alkaline degradate as shown in
ig. 4.

Different solvents were tried to resolve their overlapping, e.g.
ethanol, ethanol, butanol, acetonitrile, 0.05N NaOH and 0.05N
Cl, in each of these solvents derivatization was done. Zero-crossing
f degradate corresponding to peak of CLP was obtained by applying
2 technique using acetonitrile as a solvent.

In order to optimize D2 method, different smoothing and scaling
actors were tested, where a smoothing factor �� = 4 and a scaling
actor = 100 showed a suitable signal to noise ratio and the spectra
howed good resolution.

A linear correlation was obtained between peak amplitude at
19.6, 270.6, 274.2 and 278.4 nm and the corresponding concentra-
ion in the range of 4–37 �g mL−1, from which the linear regression
quations were computed and found to be

Y1 = 0.0120C − 0.0064, r = 0.9999 at 219.6 nm
Y2 = 0.0066C − 0.0145, r = 0.9999 at 270.6 nm
Y3 = 0.0056C − 0.0135, r = 0.9999 at 274.2 nm
Y4 = 0.0089C − 0.0201, r = 0.9999 at 278.4 nm

here Y1, Y2, Y3 and Y4 are the peak amplitude at 219.6, 270.6, 274.2
nd 278.4 nm, respectively, C is the concentration of CLP in �g mL−1

nd r is the correlation coefficient.
The proposed method is valid for the determination of CLP in

resence of up to 65% of its alkaline degradate in different labora-

ory prepared mixtures as presented in Table 1, where at 270.6 and
78.4 nm showed higher selectivity with mean percentage recovery
9.32±1.182 and 99.43±1.464, respectively.

In order to improve the selectivity of the analysis of CLP in pres-
nce of its alkaline degradate, DD1 spectrophotometric method
78 (2009) 874–884 879

was established. The main advantage of the method is that the
whole spectrum of interfering substance is canceled. Accordingly,

the choice of the wavelength selected for calibration is not critical
as in the second derivative D2 method. The spectra are presented
in Fig. 5.

In order to optimize DD1 method, several divisor concentrations
5, 10, 15 and 20 �g mL−1 of the degradate were tried, the best result
was obtained when using 15 �g mL−1 of the degradate as a divi-
sor. Different smoothing and scaling factors were tested, where
a smoothing factor �� = 4 and a scaling factor = 10 were suitable
to enlarge the signal of CLP to facilitate its measurement and to
diminish error in reading the signal.

Dividing the absorption spectra of CLP in the range of
5–38 �g mL−1 by the absorption spectrum of 15 �g mL−1 of the
degradate (as a divisor); the obtained ratio spectra were differenti-
ated with respect to wavelength.

DD1 values showed good linearity and reproducibility at 217.6
and 229.4 nm, the linear regression equations were found to be

Y1 = 0.0172C − 0.0155, r = 0.9999 at 217.6 nm
Y2 = 0.0152C − 0.0167, r = 0.9999 at 229.4 nm

where Y1 and Y2 are the peak amplitude at 217.6 and 229.4 nm,
respectively, C is the concentration of CLP in �g mL−1 and r is the
correlation coefficient.

The method was checked by analysis of laboratory prepared
mixtures of CLP and its alkaline degradate in different ratios as
presented in Table 1. At the wavelength 217.6 nm, CLP could be
determined in presence of up to 70% of degradate with mean per-
centage recovery 100.20±1.301, giving higher selectivity than at
229.4 nm.

The third method was the bivariate calibration technique, in
this work, CLP was determined and resolved from its alkaline
degradate by using the bivariate calibration spectrophotometric
method [20,21]. This method is based on a simple mathematic
algorithm, in which the data used derives from four linear regres-
sion calibration equations: two calibrations for each component
at two wavelengths selected using the method of Kaiser [22].
The method has been successfully applied to resolve different
binary mixtures, such as: metronidazole/furazolidone and metron-
idazole/diiodohydroxyquinoline [23]. The advantage of bivariate
calibration method is its simplicity and the fact that derivatization

procedures are not necessary. Unlike other chemometric tech-
niques, there is no need for full spectrum information and no data
processing is required.

The linear calibration regression function for the spectrophoto-
metric determination of an analyte A at a selected wavelength (i) is
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Table 2
Application of the method of Kaiser for the selection of the wavelength set for the determination of Clopidogrel Bisulfate.

�1/�2 205 210 215 220 225 230 235 245

205 0 16.53 7.79 8.57 13.06 15.25 5.83 10.47
210 0 7.56 14.35 21.64 11.25 4.19 9.20
215 0 11.64 12.34 5.40 6.59 5.50
220 0 3.72 3.50 8.10 9.58
225 0 6.05 9.80 10.04
230 0 3.90 6.10
2
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he absolute values of determinants of sensitivity (K×10−5). The bold value represe

iven by

Ai = mAi · CA + eAi

here mAi is the slope of linear regression, CA is the concentration of
nalyte A and eAi is the intercept value. If the measurements of the
inary mixture (A, B) are performed at two selected wavelengths
�1, �2), we have a two equations set:

AAB1 = mA1CA +mB1CB + eAB1
AAB2 = mA2CA +mB2CB + eAB2

he resolution of such equations set allows the evaluation of CB
concentration of CLP) value:

B =
mA2(AAB1 − eAB1)+mA1(eAB1 − AAB2)

mA2mB1 −mA1mB2

hese simple mathematic algorithms allows the resolution of the
wo components by measuring the absorbance of CLP and degra-
ate at the two wavelengths and using the parameters of the linear
egression functions evaluated individually for each component at
he same wavelengths. The method of Kaiser [22] was used for

he selection of optimum wavelength set which assured the best
ensitivity for the quantitative determination of the cited drug.

In order to apply this method, select the signals of the two com-
onents located at eight wavelengths: 205, 210, 215, 220, 225, 230,
35 and 245 nm.

able 3
inetic data of Clopidogrel Bisulfate—alkaline degradation.

oncentration (mol L−1) K (mol/h) t1/2 (h) Regression equationa

.95×10−3 0.1085 6.39 Y =−0.0471C−9.2724r = 0.9937

.34×10−3 0.1080 6.42 Y =−0.0469C−8.9475r = 0.9933

a Y = the peak amplitude at 278.4 nm. C = the remaining CLP concentration
mol L−1).

ig. 6. Kinetic plots of the alkaline degradation for 8.34×10−3 mol L−1 and
.95×10−3 mol L−1 of Clopidogrel Bisulfate using 1N NaOH.
0 3.20
0

e highest matrix determinant value obtained at the wavelength set 210 and 225 nm.

The calibration curve equations and their respective linear
regression coefficients are obtained directly with the aim of ensur-
ing the linearity between the signal and the concentrations. The
slope values of the linear regression were estimated for both the
drug and its alkaline degradate at the selected wavelengths and
used for determination of the sensitivity matrices K, proposed by
Kaiser’s method [22]. A series of sensitivity matrices K, were cre-
ated for each binary mixture and for every pair of pre-selected
wavelengths:

K =
(

mA1 mB1
mA2 mB2

)

A = Alkaline degradate; B = CLP.
Where mA1,2 and mB1,2 are the sensitivity parameters (slope) of

the regression equations of A and B at the two selected wavelengths
(�1 and �2). The determinants of these matrices were calculated as
shown in Table 2. The wavelength set was selected for which the
highest matrix determinant value was obtained.

For bivariate determination of CLP in presence of its degradate
wavelengths 210 and 225 nm were used. At these selected wave-
lengths, the one-component calibration curves were obtained in
the range of 5–38 �g mL−1 for CLP and 5–25 �g mL−1 for alkaline
degradate using the following linear regression calibration formula:

For CLP A = 0.0307C + 0.0213, r = 0.9999 at �1 = 210 nm
A = 0.0271C + 0.0068, r = 0.9999 at �2 = 225 nm

For degradate A = 0.0354C − 0.0092, r = 0.9999 at �1 = 210 nm
A = 0.0242C − 0.0053, r = 0.9999 at �2 = 225 nm
where A is the absorbance at the selected wavelength, C is the con-
centration in �g mL−1 and r is the correlation coefficient.

Fig. 7. Plot for the effect of sodium hydroxide concentration on the rate of degrada-
tion of 8.34×10−3 mol L−1 of Clopidogrel Bisulfate.
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Table 4
Parameters of system suitability of the developed TLC-densitometric method for the
determination of Clopidogrel Bisulfate.

Parameters Clopidogrel Bisulfate Alkaline degradate

Symmetry factor 0.98 0.92
Resolution (Rs)a 5.32

T
Q

T

D

D

M

B

M

T

M

ig. 8. Thin layer chromatogram of standard Clopidogrel Bisulfate (1 �g/band) at
f = 0.646±0.05 using a mobile phase hexane:methanol:ethyl acetate (8.7:1:0.3,
/v/v).

.1.1. Analysis of laboratory prepared mixtures
The absorption spectra of different laboratory prepared mix-
ures were measured at 210 and 225 nm. The concentration of CLP
as calculated using the parameters of the linear regression func-

able 5
uantitative determination of Clopidogrel Bisulfate in Myogrel® tablets by the proposed m

he proposed method Myogrel® tablets 75 mg (Batch No. 0

Recovery%a ± S.D.

2 Spectrophotometric method

At 270.6 nm
98.80
± 1.155

Mean± S.D.

At 278.4 nm
100.20
± 0.982

Mean± S.D.

D1 Spectrophotometric method at 217.6 nm
100.20
± 1.216

ean± S.D.

ivariate calibration method
99.10
± 0.930

ean± S.D. 99.35 ± 1.425

LC-densitometric method
100.50
± 2.082

ean± S.D.

a Average of six experiments.
b Average of three experiments.
Capacity factor (K′) 0.354 0.247
Selectivity (˛)a 2.615

a The parameters were calculated using Clopidogrel Bisulfate as reference.

tion evaluated for CLP and its degradate at the same wavelengths
and substituting in the following equation:

CCLP =
mA2(AAB1 − eAB1)+mA1(eAB1 − AAB2)

mA2mB1 −mA1mB2

where eAB1 and eAB2 are the sum of intercepts of the linear cali-
brations at the two wavelengths (eAB1 = eA1 + eB1), 1 and 2 are the
wavelengths 210 and 225 nm, mA and mB are the slopes of the linear
regressions and C is the concentration of CLP.

Results obtained in Table 1 showed that the method is valid
for the determination of CLP in different laboratory prepared mix-
tures in presence of up to 70% of its alkaline degradate with mean
percentage recovery of 99.93±1.612.

4.2. Kinetic investigation
D2 method was used to determine the order of the alkaline
degradation rate of reaction by following the decrease in con-
centration of CLP within 8 h at 1 h time interval. Two different
concentrations 5.95×10−3 and 8.34×10−3 mol L−1 were used for

ethods and application of standard addition technique.

60729) Standard addition technique

Pure added (�g mL−1) Pure foundb (�g mL−1) Recovery%

10 9.86 98.60
15 14.73 98.20
20 19.88 99.40
25 24.58 98.32

98.63±0.540

10 9.92 99.20
15 14.84 98.93
20 20.17 100.85
25 24.62 98.48

99.37±1.034

10 10.04 100.40
15 15.10 100.67
20 19.95 99.75
25 24.78 99.12

99.99±0.694

10 10.11 101.10
15 14.70 98.00
20 19.98 99.90
25 24.60 98.40

0.8 0.785 98.13
1 1.011 101.10
1.2 1.226 102.17
1.4 1.425 101.79

100.80±1.833
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ratios were tried for separation, e.g. chloroform–ethyl acetate

T
Q
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D
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D

M
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ig. 9. Thin layer chromatogram of Clopidogrel Bisulfate in the concentration range
.6–3 �g/band (Rf = 0.646±0.05) using a mobile phase hexane:methanol:ethyl
cetate (8.7:1:0.3, v/v/v).
he study. Fig. 6 is a plot of log of the remaining concentrations ver-
us time. The slope (S) of the obtained curves was nearly the same
nd the linear relationship obtained indicates that the reaction fol-
ows first order kinetics.

able 6
uantitative determination of Clopidogrel bisulfate in Stroka® tablets by the proposed m

he proposed method Stroka® tablets 75 mg (Batch No. 23

Recovery%a ± S.D.

2 spectrophotometric method

At 270.6 nm
100.80
± 0.802

Mean± S.D.

At 278.4 nm
101.60
± 1.030

ean± S.D.

D1 spectrophotometric method at 217.6 nm
100.70
± 1.342

ean± S.D.

ivariate calibration method
100.66
± 1.530

ean± S.D.

LC-densitometric method
101.40
± 1.887

ean± S.D.

a Average of six experiments.
b Average of three experiments.
78 (2009) 874–884

Alkaline catalyzed hydrolysis is a bimolecular reaction, but one
of the reactants is water, which is present in large excess, so the
change in concentration in negligible. Such reactions where one
of the reactants is present in large excess are considered to follow
pseudo-first order kinetics and all equations describing first order
can be applied for it. The rate of degradation (K) and the t1/2 of
the reaction were calculated from the equation S = K/2.303, while
t1/2 = 0.693/K [24] and the results are presented in Table 3.

To study the effect of NaOH concentration on the reaction rate,
experiments were performed using 0.5N and 1N NaOH. Fig. 7,
shows that the reaction rate was increased by elevating the sodium
hydroxide concentration. Temperature was essential for complete
alkaline degradation.

The last method is a TLC-densitometric method. This technique
offers a simple way to quantify directly on TLC plate by measuring
the optical density of the separated bands. The amounts of com-
pounds are determined by comparing to a standard curve from
reference materials chromatographed simultaneously under the
same condition [25].

To improve separation of bands, it was necessary to investigate
the effect of different variables. Studying the optimum parameters
for maximum separation was carried out as following:

1. Mobile phase
Different developing systems of different composition and
(9.5:0.5, v/v), chloroform–hexane (5:5, v/v), hexane–methanol
(9.5:0.5, v/v) and hexane–ethyl acetate–acetic acid (8:2:0.1,
v/v/v). The best mobile phase was hexane–methanol–ethyl
acetate in ratio (8.7:1:0.3, v/v/v). This selected mobile phase

ethods and application of standard addition technique.

0/206) Standard addition technique

Pure added (�g mL−1) Pure foundb (�g mL−1) Recovery%

10 10.03 100.30
15 15.18 101.20
20 19.88 99.40
25 25.18 100.72

100.41±0.764

10 10.01 100.10
15 15.30 102.00
20 20.07 100.35
25 24.62 98.48

100.23±1.441

10 10.01 100.10
15 14.98 99.87
20 19.84 99.20
25 25.39 101.56

100.18±0.995

10 9.89 98.90
15 14.89 99.27
20 20.27 101.35
25 25.32 101.28

100.20±1.297

0.8 0.798 99.75
1 0.989 98.90
1.2 1.226 102.17
1.4 1.414 101.00

100.46±1.432
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Table 7
Assay parameters and method validation obtained by applying the proposed methods for the determination of Clopidogrel Bisulfate.

Parameters D2 spectrophotometric method DD1 spectrophotometric
method at 217.6 nm

Bivariate calibration TLC-densitometric
method

At 270.6 nm At 278.4 nm At 210 nm At 225 nm

Range 4–37 �g mL−1 5–38 �g mL−1 5–38 �g mL−1 0.6–3 �g/band

Linearity
Slope 0.0066 0.0089 0.0172 0.0307 0.0271 0.1867×104
Intercept −0.0145 −0.0201 −0.0155 0.0213 0.0068 0.1153×104

Correlation coefficient (r) 0.9999 0.9999 0.9999 0.9999 0.9999 0.9996

Accuracy (mean± S.D.) 99.73±0.634 100.38±1.101 99.90±0.914 100.20±1.058 100.29±1.041 99.97±1.161

Specificity 99.32±1.182 99.43±1.464 100.20±1.301 99.93±1.612 100.06±1.738

Precision (R.S.D.%)
Repeatabilitya 0.512 0.457 0.788 0.994 1.322
Intermediate precisionb 0.882 0.799 1.003 1.11 1.624
LODc 0.81 �g mL−1 0.75 �g mL−1 1.30 �g mL−1 1.2 �g mL−1 1.4 �g mL−1 0.04 �g/band
LOQc 2 �g mL−1 2.2 �g mL−1 3.50 �g mL−1 3.2 �g mL−1 3 �g mL−1 0.4 �g/band

a The intraday (n = 3), average of three different concentrations repeated three times within day.
b The interday (n = 3), average of three different concentrations repeated three times in three successive days.
c Limit of detection and limit of quantitation are determined experimentally for TLC-densitometric method and via calculations for the other methods.

Table 8
Statistical comparison of the results obtained by the proposed methods and the official method.

Parameters The proposed methods Official methoda

D2 spectrophotometric method DD1 spectrophotometric
method at 217.4 nm

Bivariate calibration TLC-densitometric
method

At 270.6 nm At 278.4 nm

Mean 99.72 100.46 99.88 99.27 99.97 99.86
S.D. 0.668 0.646 0.909 1.115 1.161 1.116
R.S.D.% 0.670 0.643 0.910 1.123 1.161 1.118
n 8 8 10 8 7 7
Variance 0.446 0.418 0.826 1.243 1.347 1.246
Student’s t-test 0.299 (2.160)b 1.288 (2.160)b 0.050 (2.131)b 1.020 (2.160)b 0.178 (2.179)b

F b b b b b

d UV
and F

2

3

4

5

(
F

-Value 2.79 (3.87) 2.98 (3.87) 1.51 (3.37)

a Official HPLC method USP (RP-HPLC using acetonitrile:0.05 M KH2PO4 25:75, an
b Figures between parentheses represent the corresponding tabulated values of t

allows the determination of CLP without interference from its
alkaline degradate and without tailing of the separated bands,
Fig. 8.

. Band dimensions
Different band dimensions were tested in order to obtain sharp

and symmetrical separated peaks. The optimum band width cho-
sen was 5 mm and the inter-space between bands was 5 mm.

. Scanning wavelength
Different scanning wavelengths were tried, although peaks

at 220 nm (�max of CLP) gave higher sensitivity, but at 248 nm,
peaks were more sharp and symmetrical and minimum noise
was obtained.

. Slit dimensions of scanning light beam
The slit dimensions of the scanning light beam should ensure

complete coverage of band dimensions on the scanned track
without interference of adjacent bands. Different slit dimensions
were tried, where 5 mm×0.2 mm proved to be the slit dimension
of choice which provides highest sensitivity.

. System suitability
Parameters including resolution (Rs), peak symmetry, capac-

ity factor (K′) and selectivity factor (˛) were calculated using
1 �g/band of CLP. The resolution is always above two, the selec-
tivity more than one and an accepted value for symmetry factor

was obtained, as shown in Table 4.

This method is based on the difference in the Rf values of CLP
Rf = 0.646±0.05) and degradate (Rf = 0.247±0.03), as shown in
ig. 9.
1.00 (3.87) 1.08 (4.28)

detection at 220 nm, flow rate 1 mL/min).
at P = 0.05.

The calibration curve was constructed by plotting the integrated
peak area versus the corresponding concentration in the range of
0.6–3 �g/band for CLP. The regression equation was calculated and
found to be

A = 0.1867× 104C + 0.1153× 104, r = 0.9996

where Y is the integrated peak area, C is the concentration of CLP in
�g/band and r is the correlation coefficient.

Results described in Table 1, showed that this method is spe-
cific, valid and applicable for determination of CLP in presence of
up to 90% of its alkaline degradate with mean percentage recovery
100.06±1.738.

As the method could effectively separate the drug from its degra-
dation product, it can be employed as a stability indicating one.

The suggested methods are valid and applicable for the analysis
of CLP in Myogrel® and Stroka® tablets. The validity of the proposed
methods was assessed by applying the standard addition technique,
which showed accurate results and there is no interference from
excipients as shown in Tables 5 and 6.

Method validation was performed according to USP guidelines
[26] for all the proposed methods. Table 7 shows results of accuracy,
repeatability and intermediate precision of the methods.

Table 8 shows statistical comparison of the results obtained

by the proposed methods and the official HPLC method [26].
The calculated t and F values are less than the theoretical
ones indicating that there is no significant difference between
the proposed methods and the official method with respect to
accuracy and precision. One-way ANOVA was applied for the
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Febiger, Philadelphia, 1983, pp. 359–360.

[25] N. Grinberg, Modern Thin-layer Chromatography, Marcel Dekker Inc., New York,
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omparison of these methods where There is no significant differ-
nce between the proposed methods and the official method as
calculated(2.330) < Ftabulated(1.061).

. Conclusion

The present work is concerned with the determination of CLP
n presence of its alkaline degradate. In this paper simple, sensitive
nd rapid methods are described for determination of CLP in pure
orm or in pharmaceutical formulations.

Reviewing literature in hand no other spectrophotometric meth-
ds concerned with the determination of CLP in presence of
ts alkaline degradate which is pharmacologically inactive while
egradation product was not identified in other published TLC-
ensitometric method and no synthetic mixtures were prepared
o check the specificity of the method.

D2 and DD1 spectrophotometric methods are well-established
echniques that are able to enhance the resolution of overlapping
ands. These methods are simple, more convenient, less time con-
uming and economic stability indicating methods compared to
ther published LC methods.

Kinetic studies of the decomposition of drugs using stability test-
ng techniques are essential for the quality control of such products.
n this work, a kinetic investigation of alkaline degradation of CLP
isulfate was done.

Bivariate calibration method provided simple and rapid deter-
ination of CLP with minimal sample and data manipulation.
The advantages of TLC-densitometric method is that several

amples can be run simultaneously using a small quantity of mobile
hase unlike HPLC, thus lowering analysis time and cost per analysis
nd provides high sensitivity and selectivity.

High values of correlation coefficients and small values of inter-
epts validated the linearity of the calibration graphs and the
bedience to Beer’s law. The R.S.D. values, the slopes and the inter-
epts of the calibration graphs indicated the high reproducibility of
he proposed methods.
From the results obtained, we concluded that the suggested
ethods showed high sensitivity, accuracy, reproducibility and

pecificity and can be used as stability indicating methods. More-
ver, these methods are simple and inexpensive, permitting their
pplication in quality control laboratories.
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A new solid phase microextraction (SPME) method coupled with gas chromatography–mass spectrometry
(GC–MS) was developed for rapid determination of four anabolic steroids such as 3�-hydroxy-5�-
androstane-17-one (HA), dihydrotestosterone (DHT), androstenedione (AD) and methyltestosterone (MT)
in pig urine. SPME was used to extract the four anabolic compounds directly without derivatization. The
optimum SPME sampling conditions were based on the home-made carbowax-divinylbenzene (CW-DVB)
fiber coating during extraction at 40 ◦C for 50 min with 0.18 g/mL NaCl solution and 750 rpm stirring
nabolic steroids
PME
C–MS
ig urine

speed. The linear ranges of the proposed method were in the range of 8–640 pg/mL for HA and DHT and
16–510 pg/mL for AD and MT, respectively. The detection limits (S/N = 3) were from 2 to 8 pg/mL for the
four anabolic steroids. This SPME method provided very high enrichment factors for the four anabolic
steroids, which were 1063-fold and 965-fold for HA and DHT at the concentration of 8 pg/mL and 207-fold
and 451-fold for AD and MT at the concentration of 16 pg/mL, respectively. The recoveries ranged from 71.3
to 121%, and the RSDs were lower than 12.9%. The method was sensitive and reliable for determination

in bio
of trace anabolic steroids

. Introduction

Until now, anabolic steroids have been used as growth promot-
rs in livestock farming for more than 30 years. The use of anabolic
teroids could result in increasing the muscular mass of the ani-
als, but led to change the animal origin at the same time. When

nabolic steroids are acted as growth promoters, it would take a
reatly potential risk of harming the public health of consumers
rom possible developmental, neurobiological, genotoxic and car-
inogenic effects due to the intake of their residues and metabolites.
herefore, anabolic steroids have been banned as the animal growth
romoters in the European Community since 1986 [1]. Moreover,
nabolic steroids are on the list of prohibited substances published
y the World Anti-Doping Agency (WADA) [2,3]. The residues of
nabolic steroids in biological samples such as animal urine and
uman urine could be considered good biomarkers for evaluating
he abuse of anabolic steroids.

Determination of anabolic steroids in biological samples has

een carried out by some techniques, such as gas chromatography
GC) [4], high performance liquid chromatography (HPLC) [5,6], gas
hromatography–mass spectrometry (GC–MS) [7–17] and high per-
ormance liquid chromatography–mass spectrometry (HPLC–MS)

∗ Corresponding author. Tel.: +86 591 87893207; fax: +86 591 87892482.
E-mail addresses: zlan@fzu.edu.cn (L. Zhang), gnchen@fzu.edu.cn (G. Chen).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.022
logical samples.
© 2009 Elsevier B.V. All rights reserved.

[18–25]. Among them GC–MS is a major suitable technique for the
assay of anabolic steroids. However, it always required the com-
plicated sample preparation and derivatization to achieve good
GC–MS detection result [7,9,10]. The detection limits of the analyses
of anabolic steroids by GC–MS with traditional sample prepara-
tion methods usually ranged from microgram to nanogram level
[11–17], which could not satisfy the rapid determination of trace
anabolic steroids in biological samples nowadays. Thus, the appro-
priate preconcentration methods have been imperative before
development of analytical methods with enough sensitivity for the
unambiguous detection and confirmation of these substances.

Conventional preconcentration methods for the determina-
tion of trace anabolic steroids in the previous works are mainly
liquid–liquid extraction (LLE) [2,6,7,9,18] and solid phase extrac-
tion (SPE) [3,26,27]. These methods always required the long
extraction time, big solvent amounts and multiple consequent
steps. Therefore, seeking simple and efficient preconcentration
methods have been one of the greatest challenges for the anal-
ysis of anabolic steroids. Solid phase microextraction (SPME),
developed by Pawliszyn and co-workers [28,29], is a simple and
solvent-saving sampling method, which has been widely used in

the environmental [30], biological [31], pharmaceutical [32] and
other field analyses [33]. SPME merges the extraction, concentra-
tion and introduction in one step, greatly reduces preparation time
and increases sensitivity simultaneously over other extraction
methods [34]. Especially when SPME is directly coupled to GC–MS,
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ample preparation, separation, detection and structure inter-
retation could be inosculated perfectly, which makes the whole
nalytical procedure simple and fluent. Recently SPME–GC–MS
as been used to analyze the single �-agonist clenbuterol [4] and
ther anabolic steroids such as dehydroisoandrosterone, estrone,
7�-estradiol, testosterone, pregnenolone, etc. [8,35]. Although the
esults suggested the improvement of analytical sensitivity, most
orks needed the complicated and time-consuming derivatization
rocedures prior to GC–MS detection. In our work, SPME was used
o directly extract the anabolic steroids from the pig urine samples
ithout any derivatization procedures followed by GC–MS detec-

ion. This analytical technique possessed the obvious simplicity in
omparison with the other techniques mentioned above. Moreover,
he analytical targets were different from the present work.

In the present paper, it is the first time to establish a simple and
ensitive method for the determination of four anabolic steroids,
amely 3�-hydroxy-5�-androstane-17-one (HA), dihydrotestos-
erone (DHT), androstenedione (AD) and methyltestosterone (MT)
n pig urine simultaneously by direct SPME–GC–MS without any
omplicated derivatization procedures. Some important factors
nfluencing the SPME extraction efficiency were taken into account
ncluding the type of SPME fiber coating, thickness of SPME fiber
oating, stirring speed, extraction temperature, extraction time,
oncentration of ionic strength of the sample solution, the pH value
f the sample solution, and the thermal desorption temperature and
ime. SPME and GC–MS conditions were optimized to achieve the
ood extraction efficiency and distinguishing analytical sensitivity.
he detection limits were achieved in picogram/milliliter level, and
ood recovery and reproducibility were obtained.

. Experimental

.1. Chemicals
HA and AD were obtained from Sigma (St. Louis, MO, USA).
HT was purchased from Tokyo Chemical Industry Co. Ltd. (Tokyo,

apan). MT was purchased from National Institute for the Control of
harmaceutical and Biological Products (Beijing, China). The struc-
ures of the four anabolic steroids are shown in Scheme 1.

Scheme 1. Structures of the
(2009) 1083–1089

Acetone (HPLC grade), methyl methacrylate (MMA) and ben-
zoyl peroxide (BPO) were purchased from Fucheng Chemical
Reagents (Tianjin, China). Methanol (HPLC grade), trifluoroacetic
acid and polyethylene glycol 20000 (PEG-20000) were obtained
from Sinopharm Chemical Reagent Co. Ltd. (Shanghai, China).
Hydroxyl silicone oil (OH-TSO) and polymethylhydrosiloxane
(PMHS) were from Santai Organic Silicon Materials (Kaihua, China).
Tetramethoxysilane (TMOS) was obtained from Dongou Chemi-
cal Reagents (Jintan, China). Divinylbenzene (DVB) was obtained
from Shengzhong Fine Chemicals (Shanghai, China). Methyl tert-
butyl ether was purchased from Fisher ChemAlert Guide. Silica fiber
was purchased from Yongnian Ruifeng Chromatographic Device Co.
Ltd. (Hebei, China). C18 SPE column was purchased from Agilent
(1000 mg/6 mL, US).

During SPME procedures, K2HPO4 and NaH2PO4 solution were
used to adjust the pH of sample solution. K2HPO4 solution
(0.067 mol/L) was prepared by dissolving 15.20 g of K2HPO4·2H2O
in 1000 mL fresh deionized water. NaH2PO4 solution (0.067 mol/L)
was prepared by dissolving 10.40 g NaH2PO4·2H2O in 1000 mL of
fresh deionized water. All solutions were prepared with fresh deion-
ized ultrapure water. Solid buffering agent for SPE was prepared by
mixing NaHCO3 with Na2CO3 (w/w = 8:1, pH 8.8–8.9).

Stock standard solutions of HA, DHT, AD and MT (1 mg/mL) were
prepared in methanol and stored at 4 ◦C in dark. Working solu-
tions were prepared by appropriate dilution of the stock standard
solutions with acetone and were stored at 4 ◦C in dark.

2.2. Instrumentation

The Agilent 6890N GC-5973i MS system with 7893 series
auto-sampler was used in the study (Agilent Scientific, USA). The
home-made SPME device based on the normal GC microsyringe
was used to extract the four anabolic steroids in pig urine. Ultra-
pure water was produced with Milli-Q ultrapure water system
(Millipore, Bedford, USA). HGC-24A pressured gas blowing con-

centrator (Jingyi technologies, Xiamen, China), DF-101S portable
heating magnetic whisk (Yuhua instruments, Gongyi, China) and
PHS-3C pH Meter (Dapu instruments, Shanghai, China) were used
for the preparation of SPME fiber coatings and SPME procedures.
10-Position SPE vacuum manifold instruction sheet was purchased

four anabolic steroids.
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CW-DVB fiber coating, so it was selected as the optimized fiber coat-
ing. The experiments also demonstrated (see Fig. 1) when the fiber
was immersed vertically into the sol solution for 40 min, the best
effective was achieved.
Z. Zhang et al. / Tala

rom Agilent Scientific, USA. The surface property of home-made
PME fiber coatings was monitored by environmental scanning
lectron microscope (XL30 ESEM, Philips).

.3. GC–MS analysis

Chromatographic separation was performed with an HP-5MS
Agilent Scientific, USA) capillary column (30 m length×0.25 mm
.D.×0.25 �m film thickness). Column flow was volumetric at
.0 mL/min using ultrapurified helium (>99.999%) as carrier gas.
njection was in splitless mode at 260 ◦C with a 12 min solvent
elay. The transfer line temperature was set at 300 ◦C. The MS
nalyzer was set at 70 eV, electron impact source temperature of
30 ◦C, electron-multiplier voltage 1588 mV. The temperature pro-
ram was as following: initial 100 ◦C (5 min) to 250 ◦C at ramp rate
f 25 ◦C/min, 250 ◦C for 7 min, from 250 ◦C to 310 ◦C at ramp rate of
0 ◦C/min. The identification of target anabolic steroids was based
n the standard mass spectra of the National Institute of Standards
nd Technology (NIST) MS spectral library, standard compounds
nd the corresponding references [36–39]. Ions for monitoring HA,
HT, AD and MT at m/z were the ion fraction groups of (290, 107, 270
nd 108), (231, 290, 55 and 163), (286, 124, 148 and 244) and (124,
3, 91 and 302) respectively on the basis of results obtained from an

nitial scan from 40 to 400 AMU. The quantization was based on the
xtracted Ionization Chromatograms (EICs), and the corresponding
uantitative ions for HA, DHT, AD and MT at m/z were 290, 231, 286
nd 124, respectively.

.4. Preparation of the home-made SPME fiber coatings

Four fiber coatings with different polarities were prepared by
he use of sol–gel method. Prior to sol–gel coating, commercial fiber
as immersed in acetone for 15 min to remove the polyimide on its

urface, then rinsed with the deionized water and dried. After that,
he fiber was immersed in 1 mol/L sodium hydroxide solution for
0 min, then rinsed with the deionized water and dried. Finally, the
ber was immersed in 0.1 mol/L hydrochloric acid for 20 min, then
lso rinsed with deionized water again and dried. The procedure
as repeated three times.

Four kinds of fiber coatings, carbowax-divinylbenzene (CW-
VB) [40], carbowax (CW) [41], hydroxyl silicone oil-polymethyl-
ydrosiloxane (OH-TSO-PMHS) [42] and polyacrylate (PA) [43] were
repared according to the procedures in the previous reports with
ome improvements. For the preparation of CW-DVB fiber coating,
00 �L of TMOS, 200 �L of OH-TSO, 50 �L of PMHS, 300 �L of TFA,
00 �L of DVB, 200 mg of PEG-20000 and 400 �L of acetone were
ixed in a 2 mL tube and then shaken by the use of Vortex Shaker

Qilin medical instruments, Haimeng, China) until PEG-20000 was
issolved. The mixture was treated in an ultrasonator for 5 min and
entrifuged at 4000 rpm for 10 min. The top clear sol solution was
ransferred into a 0.5 mL tube for the consequent preparation of
ber coating. The fiber was immersed vertically into the sol solution

or 40 min and then dried naturally. The procedure was repeated 4
imes by using of the fresh sol solution each time. Then the fiber was
laced in the desiccator at room temperature for 12 h. The sol–gel
oated fiber was initially conditioned in the GC inlet set at 230 ◦C
nder N2 protection for 2 h. After cooling to room temperature, the
ber was adjusted again at 250 ◦C for 10 min. The conditioning pro-
edure was repeated a few times before the experiment until the
table GC baseline was achieved. The surface property of CW-DVB
ber coating was analyzed by ESEM. The sol–gel CW-DVB coatings

ossessed porous structures, which would significantly increase
he available surface area of the fiber coating and further provide
nhanced stationary phase loading and extraction capacity. And
reparation procedures of other three kinds of fiber coatings were
early the same as that of CW-DVB.
(2009) 1083–1089 1085

2.5. Sample preparation

For SPME procedure, 20 mL pig urine was put in a 25 mL glass
vial followed by adding to 3.50 g NaCl. Under the magnetic agitation,
SPME fiber coating was exposed in the sample solution for 50 min.
Finally, the target compounds extracted by SPME were thermally
desorbed by inserting the fiber directly into the GC injector set at
260 ◦C in splitless mode for 8 min.

In comparison with SPME, SPE procedures were conducted
according to the previous reports [25,44,45]. The SPE column was
activated with ultrapure water and methanol. Then, 5 mL pig urine
was loaded on the SPE column following by 5 mL water rinsing to
remove the impurity and then 5 mL methanol rinsing to elute the
target compounds extracted in SPE column. The methanol eluate
was dried by the N2 blow and then dissolved in 1 mL ultrapure
water. The pH of solution was adjusted by use of 100 mg solid
buffer. After that, the anabolic steroids were extracted with 5 mL
methyl-tert-butyl ether on a mechanical shaker for 1 min and then
centrifuged for 15 min at 4000 rpm in order to remove precipitated
proteins and other particulate matters. After centrifugation, the
upper layer was evaporated to dryness under a N2 flow. The residue
was redissolved in the 0.1 mL methanol for the GC–MS analysis.

3. Results and discussion

3.1. Selection of fiber coatings

During the SPME process, the property of SPME fiber coatings
plays a crucial role in the extraction procedure. Some useful and
specific factors should be taken into consideration, such as polar-
ity, matrix, etc. Four home-made SPME fiber coatings (CW-DVB,
CW, OH-TSO-PMHS and PA) were compared for the good extraction
efficiency. Fig. 1 shows the results of the optimization of SPME fiber
coatings. It could be seen from the figure that the better detector
responses of all target compounds were achieved by use of CW-
DVB fiber coatings. According to the “like dissolve like” principle,
the polar anabolic steroids have a higher affinity toward the polar
Fig. 1. Selection of SPME fiber coatings GC–MS conditions: 100 ◦C for 5 min, then
heated at 25 ◦C/min to 250 ◦C, for 7 min, and then heated at 30 ◦C/min to 310 ◦C;
injection temperature, 260 ◦C; ion source temperature, 230 ◦C. SPME conditions:
extraction time, 50 min; extraction temperature, 40 ◦C; stirring speed, 750 rpm; pH
7.00; NaCl concentrations, 0.18 g/mL; desorption temperature, 260 ◦C; desorption
time, 8 min.
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ig. 2. Optimization of SPME conditions (A) optimization of the stirring speed; (B) o
expressed as NaCl concentration in sample solution); (D) optimization of the pH of

.2. Optimization of SPME conditions

In order to obtain the good extraction efficiency and high ana-
ytical sensitivity, the factors influencing SPME samplings were
ptimized. The results are shown in Fig. 2.

Appropriately stirring the sample solution could accelerate the
iffusion of analytes from the water solution to the SPME fiber
oatings, reduce the extraction time and improve the extraction
fficiency. Fig. 2A shows the results of the stirring speed opti-
ization. It is obvious that the responses of the target compounds

ncrease very much under stirring. Then, the effects of stirring speed
n the responses of the target compounds were investigated in
etail at the stirring speed ranging from 500 to 1000 rpm. It could
e seen from Fig. 2A that the responses of the four anabolic steroids

ncreased with the stirring speed in the range of 500–750 rpm. After
he stirring speed exceeded 750 rpm, the extraction reached equi-
ibrium and the responses of the analytes did not increase with the
ncrease in stirring speed. Therefore, 750 rpm was selected as the
ptimum stirring speed.

Increasing extraction temperature could accelerate the mass
ransfer and raise the extraction efficiency. The effects of extraction
emperature on extraction efficiency were examined at the tem-
eratures of 30, 40, 50 and 60 ◦C, respectively. The best responses
f the target compounds were obtained at the extraction tempera-
ure of 40 ◦C. Therefore, 40 ◦C was preferred as optimum extraction
emperature.

The extraction time is another important factor influencing the
PME efficiency. The extraction time profile of the CW-DVB fiber
oating for the four anabolic steroids under the optimized stir-

ing condition (750 rpm, 40 ◦C) is shown in Fig. 2B. It could be
een from the figure that the responses of all of the target com-
ounds increased with the increase in extraction time until 50 min.
t 50 min, the responses of most compounds reached the highest

evel, thus 50 min was selected as the optimum extraction time.
ation of the extraction time; (C) optimization of ion strength of the sample solution
le solution; SPME and GC–MS conditions as in Fig. 1.

The ion strength of the sample solution was optimized by spik-
ing a series of NaCl concentrations ranging from 0 to 0.25 g/mL
into the sample solution. Fig. 2C shows the results of ion strength
optimization. The responses of the anabolic steroids increased with
the increasing in NaCl concentration until 0.18 g/mL. Inorganic salts
could reduce the affinity of organic compounds in water layer (also
call “salting out effect”) and result in the increasing extraction
efficiency. However, the high NaCl concentration would make the
analytes ionized and dissolved in the matrix solution and reduce
the extraction efficiency of the analytes on the contrary. Consider-
ing the overall responses of the target compounds, 0.18 g/mL NaCl
solution was selected as the optimum level of ion strength.

Generally, weakly acidified sample solution could prevent
the organic analytes from dissociating during SPME process and
increase the extraction efficiencies [43]. The effects of the pH of the
sample solution were examined at pH 6.50–7.60 carefully (adjusted
by K2HPO4 and NaH2PO4). Fig. 2D shows that the effects of pH on the
responses of MT and AD were insignificant. The responses of HA and
DHT increased when the pH of sample solution increased from 6.50
to 6.75, whereas their responses decreased when the pH of sample
solution increased from 6.75 to 7.50. However, all the compounds
showed the good response of pH 7.00. Considering the analytical
responses of all the anabolic steroids and operation convenience,
pH 7.00 was selected as the optimum value.

The desorption temperature and time were optimized at last.
The experiment showed that the desorption amount of the target
compounds increased with the increasing desorption temperature
and almost desorbed completely at the temperature of 260 ◦C. Com-
paring the responses of target compounds when desorption time

ranged from 4 to 12 min, desorption time of 8 min resulted in the
best responses of the four anabolic steroids. Considering the over-
all detector responses and the fiber coating life, 260 ◦C and 8 min
were selected as the optimum desorption temperature and time,
respectively.
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Fig. 3. GC–MS analysis of 1.00 �g/mL of four anabolic steroids (A) and SPME–GC–MS
analysis of 0.50 ng/mL of four anabolic steroids (B) by use of selected ionization mode
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.3. Validation

On the basis of the experiments discussed above, the optimal
PME conditions for the four anabolic steroids were based on the
W-DVB fiber during extraction at 40 ◦C for 50 min with 0.18 g/mL
aCl solution and 750 rpm stirring speed. The thermal desorption
f analytes from the SPME fiber coating was conducted at 260 ◦C
or 8 min.

In order to clarify the enrichment capacity of SPME, the cal-
bration curves of the standard solutions based on the direct
njection and SPME procedures injection were constructed under
he optimum experimental conditions by linear curve fitting using
he least square linear regression calculation, respectively. The
hromatograms of mixed standard solution by direct injection
1.00 �g/mL) and SPME (0.50 ng/mL) procedures are shown in
ig. 3A and B, respectively. The linearity was good for all analytes
n the whole range of tested concentrations, as proved by the cor-
elation coefficients (R2) being greater than 0.9935 for all curves.
he linear ranges, regression equations, detection limits and enrich-
ent factors of four anabolic steroids by direct injection and SPME

rocedures are demonstrated in Table 1. The detection limits of
PME sampling projects were 5000 (for HA and DHT) and 6250
for AD and MT) times lower than those of direct injection projects.
he detection limits of four anabolic steroids were at pg/mL level,
anging from 2 to 8 pg/mL. The SPME methods provided very high
nrichment factors for the four anabolic steroids, namely 1063-
old for HA and 965-fold for DHA at the concentration of 8 pg/mL
nd 207-fold for AD and 451-fold for MT at the concentration of
6 pg/mL, respectively. It is obvious that the detection limits and
nrichment factors obtained by this direct SPME–GC–MS method
re much better than those of conventional methods by use of
erivatization.

Under the optimum conditions, the reproducibility of the
ethod was evaluated by five duplicated measurements of the

tandard mixture solutions of 0.30 �g/mL (by direct injection) and
.20 ng/mL (by SPME) with the time interval of 60 min. The relative
tandard deviations (RSDs) of the retention time and the peak area
f all the four analytes are also shown in Table 1. The RSDs of the
etention time and the peak areas ranged from 0.02 to 0.04% and
.9 to 5.7%, respectively. All the quantitative parameters suggested
he reliability of this new SPME–GC–MS method.

.4. Application
In order to validate the feasibility of this method proposed
efore, the spiked pig urine samples were prepared according to
he procedure described in Section 2.5. The typical chromatograms
f the blank and the spiked pig urine samples by SPME are shown

able 1
he regression equations, linear ranges, correlation coefficients, detection limits and repr

Compounds Regression equation
y = ax + bb

Linear range
(ng/mL)

Enrichment
factorc

A Direct Injection y = 211x−7122 50–1000 1063
SPME y = 224269x + 14478 0.008–0.64

HT Direct Injection y = 220x−10629 50–2500 965
SPME y = 212295x + 9857 0.008–0.64

D Direct Injection y = 241x−54333 250–5000 207
SPME y = 49929x + 2027 0.016–0.51

T Direct Injection y = 127x−12227 100–2500 451
SPME y = 57328x + 4534 0.016–0.51

a The same experimental conditions as in Fig. 3.
b The parameters, x and y, refer to the concentration of the target compound (ng/mL) a
c Enrichment factor = (the slope of SPME project)/(the slope of direct injection project).
(SIM) ions for monitoring HA, DHT, AD and MT at m/z were based on the ion fraction
groups of (290, 107, 270 and 108), (231, 290, 55 and 163), (286, 124, 148 and 244) and
(124, 43, 91 and 302), respectively. Other SPME and GC–MS conditions as in Fig. 1.

in Fig. 4. It could be seen from the Fig. 4 that no significant mat-
ters in the mixture of body fluids interfered with the determination
of the four anabolic steroids. The analytical results of correspond-
ing spiked pig urine samples are illustrated in Table 2. The average
recoveries ranged from 71.3 to 121%, and the RSDs ranged from 6.0

to 12.9%.

We also conducted the SPE sampling projects to validate the reli-
ability of the novel SPME method. The typical chromatogram of the
spiked pig urine sample by SPE is also shown in Fig. 5. The analyt-

oducibility of the method (n = 5)a.

Correlation coefficient
(R2)

Detection limits
(ng/mL)

RSDs (%)

Retention time Peak area

0.9994 10 3.2 0.02
0.9941 0.002 2.9 0.02

0.9997 20 5.0 0.02
0.9935 0.004 5.1 0.02

0.9962 50 5.2 0.04
0.9972 0.008 5.3 0.04

0.9985 50 5.6 0.02
0.9975 0.008 5.7 0.02

nd the corresponding peak area.
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Table 2
Recoveries of spiked urine samples by SPME and SPE (n = 3)a.

Compounds SPME SPE

Added (pg/mL) Found (pg/mL) Recovery (%) RSD (%) Added (ng/mL) Found (ng/mL) Recovery (%) RSD (%)

HA 182 121 7.2 0.5 – – –
300 242 80.7 12.4 500 558 112 16.5

DHT 150 150 100 12.5 0.5 – – –
300 220 73.3 12.9 500 463 92.6 6.8

AD 150 176 117 6.0 0.5 – – –
300 245 81.7 12.7 500 628 126 7.7

MT 150 151 101 9.3
300 214 71.3 9.3

a The same experimental conditions as in Fig. 3.

Fig. 4. SPME–GC–MS analyses of the blank and spiked urine samples with the
0.30 ng/mL of four anabolic steroids SIM mode is used to monitor the target com-
pounds as MS detection, and the SIM conditions are the same as in Fig. 5. The
q
D
m
(

i
i
t
a
W
s

F
a

uantization was based on the EIC, and the corresponding quantitative ions for HA,
HT, AD and MT at m/z were 290, 231, 286 and 124, respectively. (A) The SIM chro-
atogram of the blank urine; (B) the SIM chromatogram of the spiked urine sample;

C) the EIC of the spiked urine sample. Other SPME and GC–MS conditions as in Fig. 1.

cal results of corresponding spiked urine samples are illustrated
n Table 2. The average recoveries ranged from 92.6 to 126%, and

he RSDs ranged from 4.5 to 16.5%, when the concentrations of the
dded target compounds in the spiked pig urine were at 500 ng/mL.
hen the concentrations of the added target compounds in the

piked pig urine were 0.5 ng/mL, there were no detector responses

ig. 5. GC–MS analysis of the spiked urine sample with the 0.50 �g/mL of four
nabolic steroids by SPE using C18 column GC–MS conditions as in Fig. 1.
0.5 – – –
500 560 112 4.5

of four anabolic steroids by SPE. Comparing the analytical results of
SPME and SPE, it could be seen that the SPME method established
was reliable and possessed the much higher enrichment capacity
than that of SPE. All the analytical results indicate that the sim-
ple SPME method proposed is very suitable for the simultaneous
and rapid determination of trace HA, DHT, AD and MT in pig urine
without derivatization.

4. Conclusion

Monitoring the abuse of anabolic steroids in the livestock farm-
ing is a very hot topic for the health of public consumers nowadays.
The development of the highly sensitive, simple and rapid method
for the simultaneous analysis of the trace anabolic steroids in meat-
producing animal’s urine is one of crucial aspects for the research. In
this work, it is the first time to establish an analytical method based
on direct SPME–GC–MS for the simultaneous and rapid determina-
tion of four anabolic steroids (HA, DHT, AD and MT) in pig urine
without any complicated derivatization procedures. The important
SPME conditions were studied in detail to achieve the optimized
extraction and analytical results. The optimized SPME conditions
were using the home-made CW-DVB fiber during extraction at 40 ◦C
for 50 min with 0.18 g/mL NaCl sample solution and 750 rpm stirring
speed. The linear ranges of the method ranged from 8 to 640 pg/mL
for HA and DHT, and from 16 to 512 pg/mL for AD and MT, respec-
tively. The corresponding detection limits of SPME projects ranged
from 2 to 8 pg/mL (S/N = 3). The excellent detection limits obtained
by this direct SPME–GC–MS method are much lower than those of
conventional methods by use of derivatization. The accuracy and
precision have been determined with the recoveries ranging from
71.3 to 121% and the RSDs not exceeding the value of 12.9% for spiked
urine samples. Also, we compared the analytical results of SPME
and conventional SPE projects to validate the reliability of novel
SPME method. The comparison results suggested that the direct
SPME method established was reliable and possessed the much
higher enrichment capacity than SPE. In a word the SPME-based
analytical method is simple, environmental friendly, highly sensi-
tive and very suitable for the simultaneous and rapid determination
of trace HA, DHT, AD and MT in pig urine. It is hopeful that the study
would facilitate the quality control of meat-producing and food
safety.
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a b s t r a c t

With the given special structures, the CD bonded stationary phases are expected to have complementary
retention properties with conventional C18 stationary phase, which will be helpful to enhance the polar
selectivity in RP mode separation. In this work, two �-cyclodextrin (�-CD) bonded stationary phases for
reversed-phase HPLC, including 1, 12-dodecyldiol linked �-CD stationary phase (CD1) and olio (ethy-
lene glycol) (OEG) linked �-CD stationary phase (CD2), have been synthesized via click chemistry. The
resulting materials were characterized with FT-IR and elemental analysis, which proved the successful
immobilization of ligands. The similarities and differences in retention characteristics between the CD and
C18 stationary phases have been elucidated by using comparative linear solvation energy relationships
(LSERs). The force related to solute McGowan volume has no significant difference, while the hydrogen
bonding and dipolar interactions between solutes and CD stationary phases are stronger than between
solutes and C18, which is attributed to the special structures (CD and triazole groups) of CD stationary

phases. Chemical origins are interpreted by comparison between CD1 and CD2. Similar dispersive interac-
tions of CD1 and CD2 are attributed to their similar length of spacer arms. CD2 which contains OEG spacer
arm has relative weaker HBD acidity but stronger HBA basicity. CD stationary phases display no serious
different methylene selectivity and higher polar selectivity than in the case of C18. Higher acid selectivity
and lower basic selectivity are observed on CD2 than on CD1. Distinctive retention properties and good
complementary separation selectivity to C18 make the novel CD bonded stationary phases available for

.
more application in RPLC

. Introduction

Cyclodextrins (CDs) are doughnut-shaped cyclic oligosaccha-
ides, containing six to eight glucose units bonded through �-(1,
) linkages. CDs are extensively applied in separation science such
s capillary electrophoresis and chromatography. This interest can
e largely attributed to their special structures. There are 18–24 pri-
ary and secondary hydroxyl groups on their upper and lower rims.
eanwhile, inside the CD cavity a hydrophobic environment is pro-

ided. The different interactions (hydrogen bonding, hydrophobic
nd dipolar interactions) of CDs can afford specific selectivity. In

he field of liquid chromatography, CDs have been used either as
dditives in the mobile phase [1–4] or as functionalities bonded
o an appropriate solid support [1,4–20]. From the practical view-
oints, more and more attentions have been paid to the exploring

∗ Corresponding author. Tel.: +86 411 84379519; fax: +86 411 84379539.
E-mail address: liangxm@dicp.ac.cn (X. Liang).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.066
© 2009 Elsevier B.V. All rights reserved.

for modified CDs stationary phases and efficient conjugation strate-
gies. Amine, urethane, amide linkages and alkyl, triazine spacer
arms were added between CDs and silica beads [9–11,13–15].
Methyl, acetyl, phenylcarbamate, naphthylcarbamate groups were
also used to substitute the hydroxyl on CDs [16–20]. Compared with
native ones, these modified CDs bonded stationary phases display
higher selectivity in the separation of enantiomers, positional iso-
mers, and polar compounds. Various separation modes, such as
normal phase, hydrophilic interaction, and reversed-phase, warrant
CDs stationary phases of extensive application.

Reversed-phase liquid chromatography (RPLC) as the most com-
monly used mode of liquid chromatography has been widely
applied in pharmaceutical, biochemical, environmental analysis,
etc. However, since the retention on ordinary RP stationary phases

(alkyl-silica columns) is attributed primarily to solvophobic or
hydrophobic interaction, the selectivity for the resolution of polar
compounds is often lacked. There are numerous attempts to rem-
edy the problem. Introduction of polar groups on hydrophobic
ligands is the most frequent solution [21]. In addition, the strate-
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Table 1
Structural descriptors of 20 test solutes in Eq. (1).

No. Solute E S A B V

1 1,3,5-triisopropylbenzene 0.627 0.40 0 0.22 1.985
2 1,3-diisopropylbenzene 0.605 0.46 0 0.20 1.562
3 1,4-dinitrobenzene 1.13 1.63 0 0.41 1.065
4 3,5-dichlorophenol 1.020 1.10 0.83 0 1.020
5 4-chlorophenol 0.915 1.08 0.67 0.20 0.898
6 4-cyanophenol 0.940 1.63 0.79 0.29 0.930
7 4-iodophenol 1.380 1.22 0.68 0.20 1.033
8 Methyl phenyl ether 0.708 0.75 0 0.29 0.916
9 Benzamide 0.990 1.50 0.49 0.67 0.973

10 Benzene 0.610 0.52 0 0.14 0.716
11 Chlorobenzene 0.718 0.65 0 0.07 0.839
12 Cyclohexanone 0.403 0.86 0 0.56 0.861
13 Dibenzothiophene 1.959 1.31 0 0.18 1.379
14 Phenol 0.805 0.89 0.60 0.30 0.775
15 Hexylbenzene 0.591 0.50 0 0.15 1.562
16 Hexachlorobutadiene 1.019 0.85 0 0 1.321
17 Indazole 1.180 1.25 0.54 0.34 0.905
Y. Zhao et al. / Tala

ies of introducing novel molecules as functionalities such as
alixarene [22–27], poly (ethylene glycol) [28–31], artificial mem-
ranes [32,33] have appeared. Although specific selectivity of many
olutes have been achieved on these RP stationary phases, it is desir-
ble to develop more stationary phases aiming to the resolution of
arious solutes.

CDs bonded stationary phases have also been applied in RPLC.
omplementary retention properties with conventional C18 sta-
ionary phase are expected. In addition to the native CD bonded
tationary phases, adding hydrophobic spacer arms between CDs
nd silica beads is a considerable strategy, which might improve the
electivity of polar solutes as well as maintain hydrophobic selectiv-
ty compared with alkyl-silica columns. Selectivity difference and
hemical origins could be elucidated through comparison between
D and C18 stationary phases, which is meaningful for chromatog-
aphy method development. Meanwhile, comprehension of the
hemical origins will be helpful to the intentional preparation of
Ds stationary phases with expected retention properties.

Since the intermolecular interactions between the stationary
hase, the analyte and the mobile phase components play an impor-
ant role in retention properties, a qualitative and quantitative
electivity evaluation is necessary. However, little attention has
een received on the modified CDs stationary phases [34]. Lin-
ar solvation energy relationships (LSERs) as an object method is
ppropriate for the column retention mechanisms investigation
35–40]. By conducting LSER studies, much can be learned about
he intermolecular interactions governing the chromatographic
rocess. Different systems (e.g., different stationary phases) can
e compared to one another to gain important chemical insight.
he contributions to column selectivity for non-ionized solute
olecules have been incorporated into the solvation equation
odel for RPLC retention:

n k′w = c + eE + sS + aA+ bB+ vV (1)

ach parameter in the equation accounts for a specific intermolec-
lar interaction: E is the excess molar refraction, S is the solute
ipolarity/polarizability, A and B are the solute overall hydrogen
ond donor (HBD) acidity and hydrogen bond acceptor (HBA) basic-

ty, and V is the solute characteristic volume of McGowan. The
onstants c, e, s, a, b, and v in Eq. (1) reflect the corresponding
roperties of the HPLC system considered.

Herein, we attempt to develop two designed �-CD bonded sta-
ionary phases for RPLC via click chemistry (1,2,3-triazole forming
eactions), which has been used as a facile, robust and high effi-
ient conjugation strategy in bonded stationary phases synthesis
41–44]. The set of 20 solutes for LSERs is according to the literature
35]. Through LSERs, the different retention properties of CD from
hat of C18 stationary phases are elucidated. The chemical origins
nfluencing the retention property of the CD stationary phases are
lso interpreted. Furthermore, the methylene selectivity and polar
electivity are evaluated.

. Experimental

.1. Chemicals

Acetonitrile (HPLC grade) was purchased from Fisher (USA).
ater was purified on a Milli-Q system (USA). Silica gel (5 �m par-

icle size, 10 nm pore size, 270 m2/g surface area) was purchased

rom Fuji Silysia Chemical (Japan). The reagents which were used
or chemical modification of the support material are all identified
hemicals. All the evaluation compounds are analytical grade chem-
cals of various origins and were solved in methanol–water (v/v,
:1), the concentration is around 1 mg mL−1. The injection volume
as 1 �L. The names of the 20 test solutes are shown in Table 1.
18 Caffeine 1.500 1.60 0 1.35 1.363
19 Naphthalene 1.340 0.92 0 0.20 1.085
20 Toluene 0.601 0.52 0 0.14 0.716

2.2. Preparation of CD bonded stationary phases and column
packing

The azide-modified silica gel was prepared according to the pro-
cedures in the previous reports [41].

The general procedure for the synthesis of O,O-dipropargyl-1,
12-dodecyldiol was as follows: To a solution of 1, 12-dodecyldiol
(10.13 g, 50 mmol) in dry THF (100 mL) under Ar at 0 ◦C, NaH (60%
w/w in mineral oil, 5.04 g, 125 mmol) was added. After stirring for
15 min, propargyl bromide (14.85 g, 125 mmol) was added. The ice
bath was removed two hours later and the system was kept stir-
ring at room temperature for 5 h. Then the solution was put into
100 mL water and extracted with 300 mL ethyl acetate for 3 times.
The ethyl acetate extract was concentrated in vacuo and passed
through a silica gel column eluted with ethyl acetate to give yellow
oil: yield 6.71 g (50%). 1H NMR (CDCl3) ı: 4.12–4.13 (d, 4H, J = 2.4 Hz),
3.49–3.52 (t, 4H, J = 6.6 Hz), 2.40–2.41 (t, 2H, J = 2.4 Hz), 1.55–1.62
(m, 4H, J = 6.6 Hz).

The procedure for the synthesis of O,O-dipropargyltetra
(ethylene glycol) was similar to that of O,O-dipropargyl-1, 12-
dodecyldiol. Yellow liquid was obtained: yield 5.82 g (43%). 1H
NMR (CDCl3) ı: 4.00–4.21 (d, 4H, J = 2.4 Hz), 3.61–3.74 (m, 16 H),
2.47–2.48 (t, 2H, J = 2.4 Hz).

The mono-(6-azido-6-deoxy)-�-CD was prepared according to
procedures in the literature [45].

CD bonded stationary phases were synthesized over two suc-
cessive reactions via click chemistry. The general procedures
are depicted in Fig. 1. The procedure of CD1 is described
in brief as follows: CuSO4 (0.10 g, 0.6 mmol), sodium ascor-
bate (0.36 g, 1.8 mmol), and azide-modified silica gel (5.03 g)
were added to a solution of O,O-dipropargyl-1, 12-dodecyldiol
(3.43 g, 12 mmol) in methanol–water (v/v, 9:1, 100 mL). After
stirring for 8 h at room temperature, the obtained material
was filtrated and washed with 200 mL methanol, 200 mL water,
and 200 mL methanol respectively. Then the prepared material,
CuSO4 (0.05 g, 0.3 mmol), sodium ascorbate (0.18 g, 0.9 mmol)
were added again to a solution of mono-(6-azido-6-deoxy)-�-
CD (6.82 g, 6.0 mmol) in methanol–water (v/v, 1:1, 100 mL). The
system was then stirred at room temperature. After 72 h the
obtained material was filtrated and washed by 200 mL water,

300 mL 0.1 mol L−1 EDTA, 500 mL water and 200 mL acetone respec-
tively to give CD1 stationary phase. CD2 stationary phase was
prepared with the similar procedure. The prepared materials
were dispersed into toluene–acetone (v/v, 1:1) and packed into
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conditions: CuSO4 (5 mol%), sodium ascorbate (15 mol%), R.T. 80 h.
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Table 2
Natural logarithms of retention factors corresponding to 100% water eluent deter-
mined on the CD and C18 stationary phases.

No Solute ln k′w (CD1) ln k′w (CD2) ln k′w (C18)

1 1,3,5-triisopropylbenze 7.481 8.060 9.096
2 1,3-diisopropylbenzene 6.167 6.655 10.088
3 1,4-dinitrobenzene 1.936 2.226 4.134
4 3,5-dichlorophenol 4.450 6.396 6.704
5 4-chlorophenol 2.768 3.916 4.632
6 4-cyanophenol 1.845 3.888 2.898
7 4-iodophenol 3.937 5.003 6.361
8 Methyl phenyl ether 2.103 2.651 4.682
9 Benzamide 0.967 1.227 1.924

10 Benzene 1.771 2.582 4.241
11 Chlorobenzene 2.921 3.691 7.022
12 Cyclohexanone 1.327 1.833 2.223
13 Dibenzothiophene 6.328 6.655 14.509
14 Phenol 1.253 2.135 –
15 Hexylbenzene 6.992 7.608 9.229
16 Hexachlorobutadiene 6.304 7.023 9.543
17 Indazole 2.409 – 3.398
18 Caffeine 1.383 0.330 2.449
19 Naphthalene 4.466 5.529 7.789
Fig. 1. Scheme for the synthesis of CD1 and CD2, reagents and

tainless-steel column (4.6 mm×100 mm) by a slurry packing
echnique.

.3. Instrumentation, columns and condition

FT-IR measurements, before and after the process of click chem-
stry, were performed on a Nicolet 20 DXB FT-IR (USA) using KBr
ellets. Elemental analysis was measured on a Vario EL III elemen-
al analysis system (Germany). 1H NMR spectra were recorded on a
ruker DRX-400 instrument and were referenced to TMS.

The HPLC system (Agilent 1100, USA) consisted of a quater-
ary pump, an autosampler, a degasser, an automatic thermostatic
olumn compartment and a diode array detector. The station-
ry phase for comparison was XTerra MS C18 column (5 �m,
.1 mm×150 mm, Waters, USA).

The flow rate for CD stationary phases was 1.0 mL min−1 and
hat for C18 was 0.2 mL min−1. The mobile phases used for the LSERs
ere water (A) and acetonitrile (B). The test solutes on CD stationary
hases were eluted at 3 different gradients: (1) 12% B - 30 min - 55%
- 5 min - 55% B, (2) 7% B - 40 min - 55% B - 5 min - 55% B, (3) 2%
- 50 min - 55% B - 5 min - 55% B. Three gradients for C18 were:

1) 30% B - 30 min - 100% B, (2) 20% B - 35 min - 100% B, (3) 10% B -
0 min - 100% B. The column temperatures were held constantly at
5 ◦C during the analysis. The detection wavelengths were 254 and
80 nm for all the compounds.

The mobile phases used for methylene selectivity and polar
electivity evaluations were water and acetonitrile. The compo-
ents of acetonitrile in mobile phases are shown in Table 5, which
ere different on columns to obtain similar toluene retention fac-

ors (5.5 < kT < 6.5).

.4. Data analysis

To start LSERs, the observation of ln k′w of 20 test solutes was
rerequisite. The structural descriptions of the 20 test compounds
re listed in Table 1. We used method and CSASS software devel-
ped in our group for obtaining retention equations under gradient
onditions aiming to improve the analysis efficiency [45–50]. The

etention equation is:

n k = a+ cCB (2)

here k is the retention factor, CB is the acetonitrile content in the
obile phase, a and c are constants. The retention parameter a is
20 Toluene 2.455 3.243 6.970

Missing values mean that ln k′ was poorly correlated to percent acetonitrile and the
calculated ln k′w was unreliable.

equal to the natural logarithm of retention factors corresponding
to 100% water (ln k′w). Related data are collected in Table 2.

The dead time of each column (1.726 min for CD1; 1.707 min
for CD2; 1.931 min for C18) was measured as the first base-line
deviation.

The multiple regression analysis was carried out between ln k′w
and all the structural descriptors with Microsoft Excel software.

3. Results and discussion

3.1. Preparation and characterization of CD stationary phases

Alkyne groups could be readily introduced to the functional
spacers on both ends and react with the azide-silica and the azide
group of CD derivative via click chemistry. Two CD stationary

phases were prepared. It is assumed that the CD stationary phases
possess specific selectivity to solve problems in chromatography
through their various available interactions. The CD guarantees the
hydrogen bonding, hydrophobic, and dipolar interactions. Further-
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Table 3
Characteristics of the CD stationary phases and modified silica gel.
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lemental analysis CD1 CD2 Azide-modified silica gel

C (%) 11.79 8.39 5.99
N (%) 3.28 2.90 2.48

ore, the triazole group which is the product of click chemistry is
lso available for the dipolar and hydrogen bonding interactions.
wo kinds of spacers (OEG and alkyl groups) were used. An OEG
olecule has a long chain contributing to hydrophobic interactions

nd the ether groups on OEG are available for hydrogen bonding
nd dipolar interactions with polar molecules [44]. To eliminate the
nfluence of spacer length, an alkyl group with the similar length to
hat of OEG group is used as spacer arm of the other CD stationary
hase.

The materials, before and after the immobilization process, were
haracterized with FT-IR. Azide group has strong absorption at
bout 2110 cm−1 on FT-IR spectrum. For CD1 and CD2 the distinct
eak at 2110 cm−1 for azide group on the IR spectra disappeared
fter the immobilization processes, which indicated that the azide
roup on the silica support was exhausted (data not shown). The
lemental analysis results are showed in Table 3. The increase in
arbon content of CD stationary phases than that of azide-modified
ilica gel indicates the successful immobilization.

.2. Intercorrelations between the stationary phases

Intercorrelations were carried out between the observed reten-
ion parameters (ln k′w) of the test solutes on the stationary phases,
hich are described by the coefficients. The differences in reten-

ion properties are demonstrated with relatively low coefficients.
he coefficients between the CD stationary phases are relative
igh (R = 0.924), indicating their similar retention properties which
ight results from the common �-CD structure and conjugation

trategy. The low coefficients between C18 and CD stationary phases
lso clearly illustrate that the specific intermolecular interactions,
ifferent from that of C18, affect the retention properties of CD sta-
ionary phases. However, dissimilarity may still exist between CDs
tationary phases due to the effect of different spacer arms. Signifi-
ant difference between the retention properties of CD1 and CD2 is
bserved according to their coefficients with C18. Lower intercorre-
ation between CD2 and C18 (R = 0.695) than that between C18 and
D1 (R = 0.779) means that the retention property of CD1 is closer to
18, which may be caused by the different kinds of forces provided
y alkyl groups on CD1 from the forces provided by OEG groups on
D2.

.3. Comparison of LSERs coefficients between the stationary
hases
It appears interesting which and to what extent intermolecular
nteraction affects the retention properties of CD stationary phases
fter the intercorrelation evaluation. The LSERs was used to eval-
ate the retention mechanisms of CD and C18 stationary phases.
rom the multiple regression analysis between the retention data

able 4
esult of retention parameters of stationary phases on LSERs.

n k′w c e s a b

D1 −1.083 1.517 −1.222 0.042 −3.430
D2 −0.032 1.039 −0.773 0.849 −5.505
18 1.772 5.061 −2.591 −2.307 −6.151

, e, s, a, b, v are retention parameters; n is the number of the dependent variable data po
rrors of the estimated of the equations; p is the significant levels of each term and of wh
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of the 20 test solutes (ln k′w) and the solute descriptors, the coeffi-
cients of LSER equations were derived (Table 4). The intercorrelation
coefficients of C18 (R = 0.952), CD1 (R = 0.984) and CD2 (R = 0.974)
between the observed ln k′w and the corresponding ln k′w calculated
theoretically by Eq. (1) showed no serious outliers. Furthermore,
high correlation coefficient (R > 0.950) was observed on the equa-
tion of each stationary phase.

The magnitudes of coefficients v, e, a, b, and s vary substantially
with the type of stationary phases. The negative v, e, a, b, and s
values for the columns denote that the corresponding interactions
are stronger between the mobile phase and solutes than between
the stationary phase and solutes, while the positive values have the
contrary meaning.

The structural parameter of the solute, V as well as E, are the
solute size (bulkiness)-related descriptors. They can be treated
as measures of the ability of solute molecules to participate in
dispersive interactions. The v coefficient is a measure of solute
characteristic volume of McGowan. The e coefficient reflects the
tendency of the system to interact with the solute through �- and
n-electron pairs. Positive v and e coefficients are obtained on CD and
C18 stationary phases. Since both CD and C18 stationary phases
have the “bulky” chains, certainly the dispersive interactions will
be stronger between a solute molecule and stationary phases than
between the same solute and the small molecules of eluent. As
expected, CD1 and CD2, both have spacer arms with similar length,
display only slightly different v and e coefficients, which indicates
their similar dispersive interaction. That, in turn, proves that the
length of hydrophobic spacer arms is the main factor of dispersive
interaction of CD stationary phases. The v values of CD and C18
stationary phases display no serious difference, indicating that the
force related to solute volume of McGowan has no significant differ-
ence on CD from that on C18 stationary phases, which is attributed
to the long chain in common.

In the case of structurally specific intermolecular interactions,
two important descriptors are B and A which are reflected by b and
a coefficients accordingly. The coefficients b and a are used to mea-
sure the difference between the stationary and mobile phases in
HBD acidity and HBA basicity, respectively. A larger negative a and
b can be obtained for the less basic and acidic stationary phases,
whereas smaller negative constants reveal the increasing column
basicity and acidity. Among the CD stationary phases, CD2 has larger
negative b value and larger a value than CD1, which indicates the
weak HBD acidity interaction and stronger HBA basicity interac-
tion of CD2. The proton acceptor performance of OEG spacer on
CD2 is chemical origin of the difference retention property. Sig-
nificant dissimilarity is observed between CD and C18 stationary
phases. Although both C18 and CD stationary phases have negative
b coefficients, smaller negative b value of CD stationary phases indi-
cates their stronger HBD acidity over C18. The outstanding acidity
of CD stationary phases is a consequence of their HB donor hydrox-
yls on CD. Negative a value is obtained on C18, while both CD1 and

CD2 have positive a values. Stronger HBA basicity of CD stationary
phases is probably caused by the triazole groups on the stationary
phases.

The s coefficient indicates the differences in the dipolar-
ity/polarizability interaction between the mobile and stationary

v n R F sb p

4.844 20 0.984 82.967 0.450 ≤6.7×10−10

4.812 19 0.976 56.738 0.579 ≤8.5×10−9

3.987 19 0.953 25.289 1.187 ≤2.9×10−6

ints used to derive the regression; R is the multiple correlation; sb is the standard
ole equations; F is the values of the F-test of significance.
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Table 5
Methylene selectivity and polar selectivity of stationary phases.

Phase ACN (%) kT ˛EB/T ˛PCR/T ˛CAF/T
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[
[

[
[
[

[

[
[
[

[

D1 30 5.930 1.696 0.466 0.181
D2 20 6.337 1.806 0.651 0.038
18 42 5.950 1.727 0.192 0.036

hases. All the studied stationary phases have negative s values.
maller negative s value of CD2 than that of CD1 is caused by the
tronger dipolar force of OEG spacer than that of alkyl spacer. In
ddition, smaller negative s values of CD stationary phases than
18 indicate stronger dipolar interaction between solutes and CD
tationary phases than that is with C18. Triazole groups and CD
tructure are responsible for the dipolar interaction on CD station-
ry phases.

The LSERs results and interpretations prove that a solute under-
oes different reversed-phase liquid chromatographic retention
rocess on CD and C18 stationary phases. The distinct retention
roperties of CD stationary phases will contribute to their comple-
entary separation selectivity to C18 in RPLC.

.4. Methylene selectivity and polar selectivity

It is well recognized that solute selectivity is chromatographi-
ally important for a given stationary phase. In this work, methylene
electivity and polar selectivity were evaluated between three
olute pairs: (1) ˛EB/T, relative retention of ethylbenzene to toluene;
2) ˛PCR/T, relative retention of p-cresol to toluene; (3) ˛CAF/T,
elative retention of caffeine to toluene [51,52]. Similar toluene
etention factors (5.5 < kT < 6.5) between stationary phases were
btained (Table 5) aiming to evaluate the selectivities in a com-
arable level. Methylene selectivity was measured by ˛EB/T, which
as been the most extensively studied property to characterize RP
tationary phase hydrophobicity. Based on the ˛EB/T values, prac-
ically no difference is detected in the methylene selectivity of
D and C18 stationary phases, which is the consequence of their
ommon long hydrophobic chain. Acid selectivity and basic selec-
ivity were measured by ˛PCR/T and ˛CAF/T respectively. Higher
PCR/T (>0.460) and ˛CAF/T (>0.036) of CD stationary phases than
PCR/T (0.192) and ˛CAF/T (0.036) of C18 demonstrate higher polar
electivity of CD stationary phases than C18. Compared with C18,
he notably higher polar selectivity of CD stationary phases is a
onsequence of their higher hydrogen bonding and dipolar inter-
ctions. Among the CD stationary phases, CD2 has larger ˛PCR/T
alues and smaller ˛CAF/T values (˛PCR/T = 0.651, ˛CAF/T = 0.038) than
hat of CD1 (˛PCR/T = 0.466, ˛CAF/T = 0.181). Consequently, CD2 dis-
lays higher acid selectivity and lower basic selectivity than CD1.
he reason is that CD2 have weaker HBD acidity and stronger
BA basicity than in the case of CD1. The selectivity evalua-

ion clearly shows that while hydrophobic selectivity is similar,
olar selectivity has been improved on CD stationary phases than
lkyl-silica column (C18).

. Conclusion

Two �-CD bonded stationary phases were synthesized via click
hemistry and evaluated under reversed-phase mode. The LSERs
odel was used to evaluate the presence and extent of various

nteractions of the stationary phases with a series of 20 structurally
iverse test solutes. Through LSERs, the differences in the inter-

olecular interactions of CD and C18 stationary phases were found

o be significant. Stronger dipolar and HB interactions are obtained
n CD stationary phases than C18. Meanwhile, the chemical origins
f the different retention mechanisms were assessed. The contribu-
ion of CD structure, the length and structure of the spacers and the

[

[

[

8 (2009) 916–921

triazole groups produced from conjugation process to the reten-
tion process is significant. Separation selectivity evaluation shows
that CD stationary phases possess similar methylene selectivity
and higher polar selectivity than C18. We believe that the CD RP
stationary phases will become useful in many fields and be com-
plement to C18. Further investigations are now in progress in our
group.
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a b s t r a c t

Carbon nanotube (CNT) electrodes in combination with ionic liquid (IL) electrolytes are potentially impor-
tant for energy storage systems. We report electrochemical investigation of such a system involving
a paper-electrode of multi-wall CNT (MWCNT) in the IL of 1-ethyl-3-methyl imidazolium ethylsul-
ccepted 12 January 2009
vailable online 20 January 2009

eywords:
arbon nanotube
yclic voltammetry

fate (EMIM-EtSO4). Our study concentrates on the analytical aspects of cyclic voltammetry (CV) to
probe the double layer capacitance of these relatively unconventional systems (that involve rather large
charge–discharge time constants). Both theoretical and experimental aspects of CV for such systems are
discussed, focusing in particular, on the effects of Faradaic side-reactions, electrolyte resistance and volt-
age scan speeds. The results are analyzed using an electrode equivalent circuit (EEC) model, demonstrating

he ty
ouble layer capacitance
onic liquid

a method to account for t

. Introduction

Recent advancements in electrochemical double layer capac-
tors for energy storage indicate considerable interest in the
tilization of carbon nanotube (CNT) electrodes with ionic liq-
id (IL) electrolytes [1–5]. However, owing mostly to the complex
lectrochemistry of CNT–IL systems, several facets of both the
xperimental designs and the data analysis protocols necessary to
tudy these systems have remained relatively underexplored. Fac-
ors that affect electrochemical characterization of these systems
nclude the intrinsic porosity and in-homogeneity of CNT [1,2] as

ell as the significantly departing properties of ILs [1,6,7] from
hose commonly described by classical electrochemical models.
onsequently, the analysis of experimental results in such studies
an often become a nontrivial task. For instance, frequency disper-
ion effects can complicate various measurements involving the
.C. techniques. Likewise, the relatively large time constants asso-
iated with charging/discharging of these systems can affect the
esults of D.C. cyclic voltammetry (CV). The present work explores

he general aspects of CNT–IL double layer capacitance (Cdl) mea-
urements based on the CV technique.

The experiments reported here demonstrate how certain
omplex features of a CNT–IL interface can be detected using

∗ Corresponding author. Tel.: +1 315 268 6676; fax: +1 315 268 6610.
E-mail address: samoy@clarkson.edu (D. Roy).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.014
pical artifacts expected in CV of CNT–IL interfaces.
© 2009 Elsevier B.V. All rights reserved.

CV. The working principle of these measurements is discussed
using an electrode equivalent circuit (EEC) model. The experi-
mental system involves a paper-electrode of multi-wall carbon
nanotubes (MWCNT) in the IL, 1-ethyl-3-methyl imidazolium ethyl-
sulfate (EMIM-EtSO4 or, [EtMeIm]+[C2H5SO4]−). This non-halide
(C8H16N2O4S) IL has a low melting point (−65 ◦C), as well as a
relatively high conductivity (3.76 mS cm−1 at room temperature)
[8]. The electrochemical window of this CNT–IL interface is exam-
ined with CV, and the same experimental framework is used to
determine the voltage-dependent double layer capacitance and
polarization resistance of the charged interface. The discussion also
addresses the experimental artifacts typically associated with such
measurements, as well as a relatively straightforward procedure for
resolving these effects.

2. Theory

A strictly nonFaradaic CNT–IL interface should behave like an
ideal non-leaking capacitor [2,9,10], and the analysis of CV under
this condition is relatively straightforward [11]. Quite frequently,
however, the voltammetric response of such a system within its
(apparent) electrochemical window is associated with Faradaic side

reactions arising from intrinsic impurities of both the electrode
and the electrolyte [3,12,13]. In addition, the rather sizable solution
resistance of viscous IL electrolytes can affect the CV measurements.
Voltage scan rate-dependent CV (which typically is necessary for
D.C. measurement of double layer capacitances [14,15]) is particu-
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ig. 1. A typical circuit model for a CNT–IL interface under the conditions of D.C.
yclic voltammetry.

arly prone to these types of effects [11]. The following discussion
riefly outlines how these various effects can be accounted for in
he analysis of the experimental CV data by using EEC models.

Although EECs most commonly are used in the context of A.C.
lectrochemical impedance spectroscopy (EIS) [11,16], their utility
n D.C. electrochemical studies have also been noted in earlier stud-
es [17–19]. For our present analysis, we refer to the EEC in Fig. 1.
his circuit represents a “D.C. version” of the relatively familiar
EC often found in EIS of CNT–IL interfaces [20]. Ru and R repre-
ent the uncompensated electrolyte resistance and the polarization
charge transfer) resistance of Faradaic processes, respectively. The
pplied D.C. voltage is E, which leads to the D.C. current i. Here,
= ic + ir, with ic and ir representing the current components for dou-
le layer charging and Faradaic side reactions, respectively. For CV,
is scanned at a rate, vdc = (dE/dt), starting from an initial poten-

ial Ei, and it is assumed that the value of vdc is moderate enough to
eave the double layer free of dispersion effects in the time domain
16,21–23].

Applying Kirchhoff’s voltage rule to Fig. 1, and assuming that
r /= 0 at E /= Eoc, we obtain E−Eoc− iRu = (q/Cd) = irR. Here q is the
harge stored at the double layer capacitor, and Eoc is the open
ircuit potential (OCP). Combining these identities:

r =
(

1
Ru + R

)[
E − Eoc − Ru

(
dq

dt

)]
. (1)

y using the standard condition for CV [11], namely, E = Ei ± vdct,
nd by noting from above that ir≡ [q/(RCd)], Eq. (1) can be rear-
anged as

dq

dt
+ q

�
= A1 + A2t, (2)

here t is the time measured from the beginning of the voltage scan
n a given (positive or negative) direction. A1 and A2 are constants at
fixed scan rate of CV; A1 = [(Ei−Eoc)/Ru]; A2 = ±(vdc/Ru); the (+)

nd (−) signs correspond to positive and negative voltage sweeps,
espectively; � is the effective time constant of the electrochemical
ell in the presence of Faradaic processes; � = RtCdl. The total resis-
ance Rt represents a combination of R and Ru; (1/Rt) = (1/Ru) + (1/R).
he solution to Eq. (2) has the form [19]:

= �[A1 + A2(t − �)]+ k0 exp
(
− t

�

)
, (3)

here k0 is a constant. By using the definition, ic = (dq/dt) in Eq. (3):

c = ±vdcCdl

(
Rt

Ru

)[
1− exp

(−t

�

)]
. (4)
here we have incorporated the result, k0 = ±(vdc�2/Ru), obtained
ccording to the initial condition, ic = 0 at t = 0. For R�Ru (weak or
egligible Faradaic reactions), Eq. (4) simplifies to the previously
ublished result [14,15,18].
(2009) 1056–1062 1057

The Faradaic reaction current ir should be voltage-dependent,
so that the net current i in CV would depend on both E and vdc:

i = ir(E)± vdcCdl

(
Rt

Ru

)
B, (5)

B = 1− exp
(
−|E − Ei|

vdc�

)
, (6)

where we have taken the expression of ic from Eq. (4), and used
the condition of CV, t = |E − Ei|/vdc. The term B indicates how fast
the double layer charge–discharge process can follow the voltage
variations in CV; this process is instantaneous for B = 1. Depend-
ing on the relative strengths of the cathodic and anodic reactions
ir can be positive or a negative. As the direction of the voltage
scan is reversed, ic passes through zero at E = Ei. In the early stages
(t� �) of the given scan, where |E−Ei| ≈0, we have: {exp[−|E −
Ei|(vdc�)−1]} ≈ 1− [|E − Ei|(vdc�)−1]. Under this condition, i defined
in Eq. (5) becomes independent of vdc:

i = ir(E)± [|E − Ei|(Ru)−1]. (7)

As the value of |E−Ei| increases during the CV scan, eventually the
condition specified in Eq. (8) below is satisfied, and Eq. (5) then
takes the form of Eq. (9):

|E − Ei| � (vdc �), (8)

i = ir(E)± vdcC ′dl. (9)

C ′dl is a scaled value of the double layer capacitance; C ′dl = [R/(R+
Ru)]Cdl, and for

R� Ru, (10)

one has C ′dl ≡ Cdl. This criterion is always met in the absence of
Faradaic reactions, when R is infinitely large.

The above calculations illustrate how the determination of Cdl
for CNT–IL systems using the general framework of Eq. (5) can be
difficult using CV measurements alone. Two specific issues are iden-
tified in this regard. The first one arises because both Ru for ILs and
Cdl for CNTs are rather large, which make the time constant � large,
and consequently forces the experimental system to deviate from
the condition specified in Eq. (8). In this case, it is difficult to extract
the value of Cdl in a straightforward manner from experimental i vs.
vdc plots. Even if the experimental conditions are favorable to the
requirements of Eq. (8), the capacitance term obtained from Eq. (9)
is the scaled capacitance C ′dl and not Cdl. This is the second issue in
CV-based measurement of the double layer capacitance of CNT–IL
systems, and it arises whenever Eq. (10) is not satisfied.

The task of measuring the double layer capacitance for CNT–IL
systems is somewhat simplified if the condition of Eq. (8) is met. If
a series of voltammograms are recorded at different values of vdc
under this condition, then a plot of i (ordinate) vs. vdc (abscissa) at
each voltage explored in CV should be linear according to Eq. (9),
with an ordinate-intercept of ir(E) and a slope of C ′dl. In such cases
C ′dl can be determined as a function of E from the slopes of a series of
voltage-dependent i− vdc graphs recorded at different values of vdc.
Subsequent determination of Cdl from C ′dl would involve measure-
ment of the resistances R and Ru. If ir≈0 (weak Faradaic current, or
large polarization resistance), then Eq. (10) (which yields Cdl ≈ C ′dl)
also is satisfied simultaneously. In this latter case, Eq. (9) further
simplifies as

Cdl = |i(vdc)−1|. (11)

Eq. (11) also follows directly from the conventional defini-

tion of Cdl [11], if i originates exclusively from E-dependent
variations of the surface charge density q. In other words,
Cdl = (dq/dE) = (dq/dt) (dE/dt)−1, with ir = 0, i = (dq/dt), and vdc =
(dE/dt) [25]. In the simple case of Eq. (11), i vs. E voltammograms
of CV can be converted directly to Cdl vs. E plots [2].
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Fig. 2. Calculated results for the parameter B, defined in Eq. (6), describing
temporal response characteristics of a CNT–IL interface to D.C. voltage-induced
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the term, (vdcCdl) considered in Eq. (4). This feature is typical of
electrochemical interfaces associated with relatively large values
of Cdl [11].

The overall voltage range where the electrode current remained
approximately confined within ±5 mA cm−2 was found to extend
harge–discharge during CV scans. Variation of B is shown as a function of the volt-
ge sweep rate, vdc. Only the early stage of the (positive or negative) voltage sweep,
ithin 0.2 V from the initial voltage, is considered for three typical values of the time

onstant, �, of the electrode–electrolyte interface.

Calculated results for the parameter B are shown in Fig. 2 as func-
ions of vdc and for � = 0.1, 0.5 and 0.8 s (expected values of � for the
NT–IL system considered here), using |E−Ei|= 0.2 V. This Figure
emonstrates the experimental limits on the voltage scan speeds
ecessary to validate Eq. (8). For instance, with � < 0.5 s, vdc should
e kept below 200 mV s−1 and at the same time, voltammogram
ata within ∼0.2 V of each voltage bound of the CV scan should be
xcluded from any quantitative analysis to fully justify the use of
q. (9) (that is, to maintain the value of B reasonably close to 1). As
he value of � and/or that of vdc increases, the central voltage region
the electrochemical sub-window, with |E−Ei| subtracted from its
oth ends) that can be used with Eq. (9) also becomes narrower.

We briefly note in this context that, if the EEC of Fig. 1 is subjected
o EIS, the circuit branches/elements are likely to change, because
he D.C. and A.C. response characteristics of porous, spatially inho-

ogeneous interfaces generally are quite different [16–18,21–24].
or instance, circuit branches that only contain D.C. blocking
lements (like the Warburg impedance, and adsorption pseudo-
apacitance) are not detectable if the electrochemical interface is
robed only with D.C. CV [11,16,25] (and hence are excluded from
ig. 1). These additional elements are likely to be found in A.C. EIS,
nd at the same time, the double layer signature would appear in
he EIS data as a constant phase element (CPE), rather than as Cdl
20–24]. Although Cdl can be determined for certain simple R-CPE
ombinations [26,27], such analyses of EIS data can be difficult if
ultiple A.C.-allowing circuit branches and elements are present

n the detected EEC. This subject of EIS for CNT–IL interfaces will
e addressed in a future report, while our present discussion will
enter only on D.C. CV.

. Experimental

Commercial MWCNT, BuckyPaperTM was obtained from
anolab. Preparation and properties, including scanning electron
icroscope (SEM) images of this material are provided on Nanolab
ebsite [28]. The free-standing MWCNT film was about 100 �m

hick and 50% dense, containing CNTs with a typical average
iameter of 40 nm. Carbon-content of the paper was 95.93%, and Fe
epresented the highest impurity component (1.65%). The MWCNT
aper electrode (0.06 cm2 area exposed to the electrolyte) was
xed in a Teflon holder, and electrical connection to the electrode

as made using Ag paste and a Cu current collector. The MWCNT

lectrode was soaked for several hours in the IL electrolyte prior
o all experiments to allow complete wetting of its internal pores.
he OCP (≈0 V vs. Ag wire) of the system was allowed to stabilize
rior to all electrochemical measurements.
(2009) 1056–1062

The air-tight, three-electrode cell containing 0.5 ml of elec-
trolyte used a silver wire quasi-reference electrode and a Pt wire
counter electrode (2 and 1 mm diameters, respectively, both from
Alfa Aesar). Several measurements involving IL electrolytes and
different working electrodes have already been reported in the lit-
erature that used the Ag wire reference [4,10,29–31]. The present
choice of Ag reference is based on considerations for comparison
of our results with those reported earlier for similar systems. Com-
mercially available EMIM-EtSO4 (ECOENG 212TM), obtained from
Solvent Innovation [8], was kept at 80 ◦C in a vacuum oven for 24 h
and was used without further processing or dilution. The solvent-
free electrolyte was degassed before the experiments by bubbling
ultrahigh purity Ar for 1 h.

CV was performed in the true-analog ramp mode; staircase CV
was avoided due to its problematic transient effects on capacitive
current measurements. The uncompensated electrolyte resistance
(Ru) was evaluated following the standard procedure of EIS. A
Solartron 1287A potentiostat/galvanostst, coupled with a model
1252A frequency response analyzer was employed for this purpose,
using 10 mV A.C. signals between 0.5 Hz and 100 KHz. CV data were
recorded at different voltage scan speeds varied between 10 and
300 mV s−1.

4. Results and discussion

4.1. Electrochemical window of the CNT-[EMIM-EtSO4] system

Electrochemical windows of ILs commonly are determined
using CV. The reported voltage scan speeds used in such measure-
ments vary between 2 and 100 mV s−1, with the maximum Faradaic
currents often allowed up to ±20 mA cm−2 [32–35]. Fig. 3 shows
voltammograms obtained for a CNT-paper electrode in EMIM-
EtSO4 using experimental parameters similar to those mentioned
above. The relatively larger Faradaic currents observed in the end-
regions of the voltage range explored in Fig. 2 most likely are
generated by oxidation of [C2H5SO4]− and reduction of [EtMeIm]+

at positive and negative voltages, respectively [36]. The “width” of
the voltammograms (that is, the difference between the currents
recorded with positive and negative voltage scans) is attributed to
Fig. 3. Cyclic voltammograms of a CNT-paper electrode in EMIM-EtSO4, recorded
in the voltage range between −3.5 and 3.0 V at scan rates of (a) 50 mV s−1 and (b)
100 mV s−1. The arrows represent the direction of voltage scan, and the two vertical
lines indicate the electrochemical sub-window where |i|< 5 mA cm−2. The currents
are normalized with respect to the geometric surface area of the electrode.
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Fig. 4. (A) D.C. cyclic voltammograms and (B) scan-speed normalized electrode cur-
rents (i/vdc) of a paper electrode of CNT in EMIM-EtSO4 at different voltage scan
speeds (vdc), recorded with CV within the electrochemical window of the interface.
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Fig. 5. (A) Anodic and (B) cathodic D.C. currents at the CNT–IL interface, measured
at different voltage scan rates (vdc) using CV in positive- and negative-going voltage
sweeps, respectively. The results only for selected D.C. voltages are shown to preserve
the clarity of the collective plots. The graphs employing squares, circles, triangles,

We adapt a different approach in the present work, because (i) we
n both (A) and (B) vdc = (a) 10 mV s−1, (b) 50 mV s−1, (c) 100 mV s−1, (d) 150 mV s−1,
e) 200 mV s−1, (f) 250 mV s−1 and (g) 300 mV s−1. In (B), the labels (a)–(g) apply
equentially from the outermost to the innermost plot.

rom 0.6 to−0.7 V. This “sub-window” (indicated with the two ver-
ical dotted lines in Fig. 3) is somewhat smaller than the earlier
ublished electrochemical windows for a number of ILs [4]. How-
ver, most of these earlier data were recorded using Pt working
lectrodes, and as seen in Xu et al.’s report [9], a noticeable nar-
owing of the nonFaradaic window of an IL can occur if CNT is used
nstead of Pt as the working electrode. The results in Fig. 2 are con-
istent with this observation, as well as with the general trends of
NT electrodes in ILs [1,5,9].

.2. Analysis of scan rate-dependent voltammograms

In Fig. 2, we have identified a voltage region, 0.6 to−0.7 V, where
he electrode currents were minimal. Fig. 4A shows voltammo-
rams that explore this voltage region with vdc varied between 10
nd 300 mV s−1. The right hand side of Eq. (11), evaluated using the
ata from Fig. 4A, is plotted against E in Fig. 4B. In Fig. 4A, the mag-
itude of the current increases with increasing vdc, since ic (and
ence i) is proportional to vdc. The E vs. (i/vdc) plots for different
alues of vdc in Fig. 4B are not coincident, showing a noticeable
eparture from the simple description of Eq. (11). Nonzero values
f ir are likely to dictate this effect.

To test for the presence of Faradaic effects, the cathodic (irc) and
nodic (ira) components of ir should be separated from the mea-
ured i, and this can be done by plotting i (at different voltages) as
function of vdc. These plots for the anodic and cathodic current

omponents (extracted from Fig. 4A) are presented in Fig. 5A and
, for different voltages during the negative and positive voltage
cans, respectively. In view of the discussion of Eq. (5) and Fig. 2,
he data recorded with vdc > 200 mV s−1 are excluded from Fig. 5 to
void the scan range associated with strong effects of �. The plots in
ig. 5 are predominantly linear as expected in the description of Eq.
9). However, the slopes of the plots recorded (at 0.6 and −0.5 V)
lose to the outer voltage limits of the CV scans are rather small,
mplying that the currents become nearly independent of vdc at
uch voltages. This situation corresponds to the initial stage of the
oltage scan, as described in Eq. (7). All the linear plots in Fig. 5 have

nite intercepts on the current axis, and according to Eq. (9), these

ntercepts imply ir /= 0. Thus, due to the second term in the quan-
ity C ′dl + (ir/vdc), the value of (i/vdc) obtained from Eq. (9) should
ncrease with decreasing vdc, and this trend is exhibited in Fig. 4B.
inverted triangles, diamonds and crosses correspond to E =−0.5,−0.4,−0.3,−0.1 and
0.1 and 0.6 V in panel (A), respectively. In panel (B), the same sequence of symbols
correspond to E = 0.4, 0.1, −0.1, −0.3, −0.4 and −0.5 V, respectively. The lines are
linear fits to the data using Eq. (9).

Faradaic side reactions in CNT–IL systems typically arise from
impurities. For instance, under voltage polarization, the Fe impu-
rity sites [28] of the CNT electrode may anodically react with the
H2O impurity in the electrolyte: Fe + 2H2O = Fe(OH)2 + 2H+ + 2e−.
Furthermore, during their aqueous processing and purification,
the nanotubes are acid-treated and slightly functionalized [28,37].
Oxygen-containing functional groups (such as carboxylic, sul-
phonic, phenolic and ketone groups) are formed on/within the CNTs
in this process [37–40]. Most of these functional groups are electro-
active [38,39], and as noted by Musso et al. [37], tend to covalently
bond to defect sites on the walls and open ends of the CNTs. These
electro-active sites on the CNT walls can support both anodic and
cathodic reactions, for instance, those indicated in Eqs. (12) and (13)
for carboxylic and ketone groups on the CNT surface, respectively
[38,40]:

–COOH = –COO + H+ + e−, (12)

> C = O + e− => C–O−. (13)

The H+ (or, H3O+ in the presence of water impurities) generated in
reaction (12) can form an ion-pair with the anion of the IL [41].

4.3. Polarization resistance from voltage scan rate-dependent CV

In view of the above results, Eq. (9) provides an acceptable rep-
resentation of the D.C. response of the CNT–IL system studied here.
In order to determine Cdl, using this description, however, it is
also necessary to determine the polarization resistance R. In con-
ventional D.C. measurement (Stern Geary method) [11,16] of the
equilibrium polarization resistance, the measured current is ana-
lyzed only in a small voltage region near the OCP of the system [19].
seek to determine E-dependent values of R, and not just the equi-
librium polarization resistance, and (ii) the net current measured
for the CNT–IL system is dominated by its capacitive component ic
(Fig. 5), whereas R is strictly associated with the Faradaic current ir.
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Fig. 6. (A) Faradaic reaction currents, irc (triangles) and ira (squares), given by the y-
axis intercepts of the linear plots for positive and negative voltage scans from Fig. 5,
respectively. The arrows indicate the voltage-scan direction. (B) Components of the
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olarization resistance for cathodic (Rc) and anodic (Ra) reactions, calculated using
he local slopes of the irc and ira plots from panel (A), respectively. (C) Net polarization
esistance, R, of the cathodic and anodic side reactions, calculated from the data of
art (B) using Eq. (14).

To proceed with the calculation of R, first we plot in Fig. 6A the
.C. voltage-dependent values of ira and irc, obtained as y-intercepts
f the linear graphs of Fig. 5A and B, respectively. The squares and
he triangles in Fig. 6A correspond to data points recorded in pos-
tive and negative voltage scans (ira and irc), respectively. The line
hows the overall trend of the data. In the EIS formalism, the dif-
erent sequential steps of a given reaction generally are modeled in
erms of series connected circuit elements representing the differ-
nt steps [16]. Similarly, if multiple reactions occur simultaneously
t different sites of the same electrode surface, the circuit branches
or the different reactions should be connected in parallel with each
ther. In the present study, at a given applied voltage, the anodic and
athodic Faradaic steps could be operative at the same time, because
hese steps represent different reactions having different activation
olarizations. Therefore, we consider R as a net resistance of a par-
llel combination of the anodic and cathodic reactions, including
he ones considered in Eqs. (12) and (13). Thus, defining the polar-
zation resistances for anodic and cathodic reactions as Ra and Rc,
espectively, we write: (1/R) = (1/Ra) + (1/Rc), or

1
R
=
∣∣∣dira

dE

∣∣∣+
∣∣∣dirc

dE

∣∣∣ , (14)

−1 −1
here Ra = |dira/dE| and Rc = |dirc/dE| . When more than one
nodic steps are active, the individual polarization resistances for
ll these steps can be lumped in a mutually parallel connection, and
hen Ra will represent the resulting value of these combined resis-
ances. A similar situation will apply to Rc. The terms |dira/dE| and
(2009) 1056–1062

|dirc/dE| represent the E-dependent magnitudes of the local slopes
of the (ira−E) and (irc−E) plots of Fig. 6A, respectively. It is useful
to note here, that even at small values of |E−Ei| (where Eqs. (8) and
(9) are not valid), the y-axis intercepts of the plots in Fig. 5 repre-
sent the reaction current ir (according to Eqs. (5) and (7)). Therefore,
the determination of R based on Eq. (14) should not be significantly
affected by departure from the criterion of Eq. (9).

Fig. 6B shows the voltage-dependent values of Ra (squares) and
Rc (triangles) calculated by applying the above expressions to the
data of Fig. 6A. Fig. 6C presents the values of R obtained by apply-
ing Eq. (14) to the graphs in Fig. 6B. Both Ra and Rc in Fig. 6B have
maximum values between−0.1 and 0.2 V, and consequently, the net
polarization resistance R in Fig. 6C also has maximum values in this
region. This is an expected result, considering that the aforemen-
tioned voltage range falls in the mid-region of the electrochemical
window (Fig. 2), where the Faradaic effects are minimal.

4.4. Double layer capacitance from voltage scan rate-dependent
CV

The D.C. voltage-dependent values of C ′dl (that is the slopes of the
linear graphs of Fig. 5) are plotted in Fig. 7A. The squares and the tri-
angles represent positive and negative voltage scans, respectively.
The positive and negative signs of Cdl simply indicate increasing and
decreasing voltages for charging and discharging the double layer,
respectively. Because these data are based on composite graphs
constructed from a range (10–200 mV s−1) of vdc, the voltage scan
rate-dependent effects within this range are essentially “averaged”
in the processed data of Fig. 7.

The electrolyte resistance, Ru, measured using EIS (detailed
data not included here), is found to be voltage independent
with a value of 55 � cm2. Compared to this value, R is consider-
ably large (2–10 K� cm2) in the mid-sector of the experimental
voltage window, where R/(R + Ru)≈1, and C ′dl ≈ Cdl. In the end-
regions of the voltage window, however, R drops to smaller values
(100–250 � cm2) where the values of C ′dl deviate from those of Cdl.
Using the aforementioned Ru and R from Fig. 6, we obtained Cdl as
shown in Fig. 7B. This plot is similar to those published previously
for similar systems [30,31,40].

For the present system, the central voltage region (estimated
from the results of Fig. 2) available for straightforward measure-
ment of Cdl extends between 0.3 and −0.4 V (bounded by the two
vertical dashed lines in Fig. 7). Outside this region, Eq. (8) no longer
serves as an adequate working equation for the determination of
Cdl or C ′dl using CV. The general form of the scaled capacitance in
this “outside-region” (denoted here as C ′dl (gen)) can be obtained
from Eq. (5): C ′dl(gen) = [(i− ir)/vdc]/B, which is different from
the definition obtained from Eq. (9): C ′dl = [(i− ir)/vdc], for B≈1.
Therefore, evaluation of C ′dl based on Eq. (9) in the outside-region
would be inaccurate, and the fractional error in this measurement
can be estimated phenomenologically as: (�C ′dl/C ′dl) = (1− B)/B,
where �C ′dl = [C ′dl(gen)− C ′dl]. As expected, this error is minimal
for B≈1. (�C ′dl/C ′dl) for a given time constant depends on both
the voltage and the voltage scan speed. For instance, according to
Fig. 2, if � = 0.5 s, the uncertainty in C ′dl at a voltage 0.2 V away from
each turn-around point of CV is about 16% (with B≈0.86) at vdc =
200 mV s−1. By dropping vdc down to 100 mV s−1 (B≈0.98 in Fig. 2),
while keeping the other experimental parameters unchanged, this
uncertainty in C ′dl can be reduced to 2%.

Within the central voltage region of the electrochemical win-
dow, where �C ′dl is negligible (but C ′dl /= Cdl), one may consider

the difference between the values of Cdl and Cdl as the error in
Cdl introduced by the relative values of R and Ru deviating from
the conditions of Eqs. (10) and (11). In this case, the fractional
error in the value of Cdl is voltage-dependent through R, and can
be calculated, once again, from phenomenological considerations,
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Fig. 7. (A) Scaled double layer capacitance (C ′dl) as a function of the applied voltage of
CV, obtained from the slopes of the linear plots of Fig. 5. (B) Double layer capacitance
(Cdl) as a function of the applied voltage of CV, obtained from panel (A) and using
the values of R from Fig. 6C. (C) Voltage-dependent time constant, �, of the CNT
working electrode, affected by Faradaic side reactions during charge–discharge in
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MIM-EtSO4. In all three panels, the triangles and the squares represent positive
nd negative voltage scans, respectively. Experimental artifacts that tend to alter
he formulation of Eqs. (8) and (9) are minimal in the voltage region bounded by the
wo dashed vertical lines.

y writing: (�Cdl/Cdl) = [(Cdl − C ′dl)/Cdl] = Ru/(R+ Ru). The mini-
um value of R found within the central window (between 0.3 and
0.4 V in Fig. 6C) is about 2.5 k� cm2. By combining this R with the
easured Ru (55 � cm2) in the above formula, we estimate that the
aximum error in Cdl within the limits of applicability of Eq. (9) is

nly about 2%. As a result, the overall shape of the plot in Fig. 7B is
imilar to that in Fig. 7C, and the values also are rather comparable
etween the two cases.

At and within ±0.1 V of the OCP (≈0 V), the positive and nega-
ive values of Cdl in Fig. 7B are equally separated from the voltage
xis with a magnitude of ≈12 mF cm−2. At these voltages, the net
aradaic current (ir = irc + ira) is equal or close to zero (|irc| ≈ |ira|).
hus, the double layer capacitance values of the CNT–IL interface
easured here using CV should be most reliable at and near the
CP. Consistent with recently reported results for CNT electrodes

1,2,6] this value is about three orders of magnitude higher than

hose typically found for flat metal electrodes in traditional aqueous
lectrolytes [11,16,21]. This high capacitance of the CNT–IL systems
s relevant for charge storage devices.

By combining Cdl from Fig. 7B with R from Fig. 6C, we obtain the
oltage-dependent time constant � plotted in Fig. 7C. The symbols

[

[
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are associated with their corresponding experimental conditions
indicated in Fig. 7A and B. In the mid-region of this window,
the Faradaic effects are minimized (R�Ru) where �≈RuCdl. The
values of � observed here are considerably larger than those typi-
cally found (0.1–1 ms) for metal electrodes in aqueous electrolytes
[13,18]. The large time constant of the cell is caused by the rela-
tively large solution resistance of the viscous IL, as well as by the
large double layer capacitance of the porous CNT electrode.

5. Conclusions

We have used voltage scan rate-dependent CV to study the dou-
ble layer characteristics of a CNT-paper electrode in an IL electrolyte
of EMIM-EtSO4. The results demonstrate that the measurement
of the double layer capacitance for such CNT–IL systems using
CV is complicated by two main factors: (i) presence of Faradaic
side reactions within the electrochemical window, and (ii) a rel-
atively large time constant for charge/discharge of the CNT–IL
double layer. We have demonstrated a relatively simple method
of CV that helps to address these issues, as well as to identify and
account for the associated experimental artifacts. The theoretical
basis of this experimental approach has been discussed. The mea-
sured currents of the Faradaic reactions are strongly masked by the
charge–discharge current of the double layer. The results reported
here also demonstrate how the polarization resistance can be deter-
mined in the presence of strong capacitive currents. The double
layer capacitance for the CNT–EMIM-EtSO4 system has also been
obtained in the mid-region of the experimentally obtained electro-
chemical window. The analytical approach discussed in this work
can be readily extended to studies of other IL electrolytes in com-
bination with CNT electrodes.
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a b s t r a c t

It is found that Al(III) can further enhance the intensity of resonance light scattering (RLS) of the silver
nanoparticles (AgNPs) and nucleic acids system. Based on this, a novel method of determination of nucleic
acids is proposed in this paper. Under optimum conditions, there are linear relationships between the

−9 −7 −1

vailable online 15 January 2009

eywords:
ucleic acids
esonance light scattering
ilver nanoparticles

enhancing extent of RLS and the concentration of nucleic acids in the range of 1.0×10 –1.0×10 g mL ,
1.0×10−7–2.0×10−6 g mL−1 for fish sperm DNA (fsDNA), 1.0×10−9–7.0×10−8 g mL−1 for calf thymus DNA
(ctDNA) and 1.0×10−9–1.0×10−7 g mL−1 for yeast RNA (yRNA). The detection limits (S/N = 3) of fsDNA,
ctDNA and yRNA are 4.1×10−10 g mL−1, 4.0×10−10 g mL−1 and 4.5×10−10 g mL−1, respectively. The studies
indicate that the RLS enhancement effect should be ascribed to the formation of AgNPs–Al(III)–DNA
aggregations through electrostatic attraction and adsorption bridging action of Al(III). And the sensitivity

s–fsD
l(Ш) and stability of the AgNP

. Introduction

Metal nanoparticles such as AgNPs have attracted considerable
nterest because of their particular optical, magnetic, electronic
nd catalytic properties. AgNPs are widely utilized in material sci-
nce, physics and chemistry fields [1]. Moreover, they also has
mportant curatorial function in inflammation, antivirus, anti-AIDS
nd especially in anticancer [2,3]. As we know, DNA is an attrac-
ive template because of its large aspect ratio (length/diameter),
ell-defined sequences of DNA base, a variety of superhelix and a
igh affinity for metal cations. So with chemical reduction, many
etal cations could form metallic nanowires following the con-

our of the DNA template [4–10], for example, silver [4], copper
7], gold [8] and so on. Recently, it has been demonstrated that
ilver nanocluster [11] and silver nanoring [12] can be formed
hrough a DNA-templated process. And the determination of
ucleic acids using AgNPs has aroused abroad interest and attention
13,14].
In this paper, a new method for nucleic acids determination
as developed using the system of AgNPs–Al(III)-nucleic acids. The

xperiments indicated that the enhanced intensity of RLS was in
roportion to the concentration of nucleic acids. The interaction
echanism of the system was also studied by the transmission

∗ Corresponding author. Tel.: +86 531 88365459; fax: +86 531 88564464.
E-mail address: wux@sdu.edu.cn (X. Wu).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.12.054
NA system could be enhanced by Al(III).
© 2009 Elsevier B.V. All rights reserved.

electronic microscopy (TEM), circular dichroism spectra (CD), zeta
potentials and UV spectrometry.

2. Experimental

2.1. Chemicals

Stock solutions of nucleic acids (100 �g mL−1) were prepared
by dissolving commercial fsDNA (Sigma), ctDNA and yRNA (Beijing
Baitai Co., China) in 0.05 mol L−1 sodium chloride solutions. Sil-
ver nanoparticles prepared: a stock solution of silver nanoparticles
(2.0×10−4 g mL−1) was prepared by dissolving 0.0158 g of AgNO3 in
40 mL of 0.22 �m-filtered doubly distilled water, 2 mL sodium cit-
rate (1%) was added slowly in above AgNO3 solution by heating at
86 ◦C with stirring for 30 min, the solution color changed gradually
from colorless to olivine, diluting to 50 mL finally. Above solutions
were stored at 0–4 ◦C. A 0.01 mol L−1 potassium hydrogen phthalate
(KHP)–NaOH buffer solution was prepared by dissolving 0.5106 g
KHP in distilled water and adjusting the pH to 5.6 with 0.2 mol L−1

NaOH. A stock solution of aluminium nitrate (2.0×10−2 mol L−1)
was prepared by dissolving 0.7503 g Al(NO3)3 in 100 mL volumetric
flask with water. All the chemicals used were of analytical reagent
grade and double-distilled water was used throughout.
2.2. Apparatus

The RLS spectra and the intensity of RLS were performed on a
LS-55 spectrofluorimeter (PE, USA). All CD spectra were collected
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Fig. 1. Resonance light scattering spectra. (1) AgNPs–Al(III)–ctDNA; (2)
AgNPs–Al(III)–fsDNA; (3) AgNPs–Al(III)–yRNA; (4) AgNPs–fsDNA; (5) Al(III)–fsDNA;
(
1
1

o
a
t
T
(
i
m
S

2

f
t
1
n
o
s
i
a
a
w
a

3

3

A
A
c
a
m
a
b
t
r
A
r

is 1.4×10 g mL , IR/IR (%) value of this system reaches a max-
imum and the value of I0

R is lower. Considering the effect of the
system regent blank, 1.4×10−6 g mL−1 AgNPs is chosen for further
experiment.
6) AgNPs; (7) AgNPs–Al(III); (8) Al(III); (9) fsDNA. Conditions: AgNPs:
.4×10−6 g mL−1; Al(III): 2.0×10−3 mol L−1; fsDNA: 1.0×10−6 g mL−1; ctDNA:
.0×10−6 g mL−1; yRNA: 1.0×10−6 g mL−1; KHP: 8.0×10−4 mol L−1 (pH 5.6).

n a J-810S Circular Dichroism Spectrometer (JASCO, Japan). All
bsorption spectra were measured on a U-4100 spectrophotome-
er (Hitachi, Japan). TEM images were measured on JEM-100 CXII
ransmission Electron Microscope (JEOL, Japan). Zeta potentials
�) were measured with a JS94H micro-television electrophoretic
nstrument (Powereach, Shanghai). All pH measurements were

ade with a Delta 320-S acidity meter (Mettler Toledo,
hanghai).

.3. Procedure

To a 10 mL colorimetric tube, the solutions were added in the
ollowing order: buffer, AgNPs, Al(III) and nucleic acids. The mix-
ure was diluted to 5 mL with water and allowed to stand for
0 min. The RLS spectra were obtained by simultaneously scan-
ing the excitation and emission monochromators over the range
f 250–600 nm (i.e. �� = 0 nm). The intensity of resonance light
cattering was measured at the maximum wavelength (398 nm)
n a 1 cm quartz cell, with the slit width at 10 nm for the excitation
nd emission. The enhanced RLS intensity of AgNPs–Al(III)-nucleic
cids system was represented as �I = IR − I0

R , where IR and I0
R

ere the RLS intensities of the systems with and without nucleic
cids.

. Results and discussion

.1. Light scattering spectra

Fig. 1 shows the RLS spectra of AgNPs–Al(III)–ctDNA,
gNPs–Al(III)–fsDNA, AgNPs–Al(III)–yRNA, AgNPs–fsDNA,
l(III)–fsDNA, AgNPs, AgNPs–Al(III), Al(III) and fsDNA systems. As
an be seen, nucleic acids can increase the RLS intensity of AgNPs
nd Al(III). Additionally, when AgNPs, Al(III) and nucleic acids are

ixed together, the RLS intensity is further enhanced and reaches
maximum at 398 nm, which indicates that there are interactions
etween AgNPs–Al(III) and nucleic acids. We think that the RLS of
he system at 398 nm is ascribed to the absorption of AgNPs in the
ange of 250–280 nm. In comparison with AgNPs, the system of
gNPs–Al(III) has lower intensity of RLS in the detected wavelength
ange.
Fig. 2. Effect of pH. (1) I0; (2) I0
R
; (3) �I. Conditions: AgNPs: 1.4×10−6 g mL−1; Al(III):

2.0×10−3 mol L−1; fsDNA: 1.0×10−6 g mL−1; KHP: 8.0×10−4 mol L−1.

3.2. Effects of pH and buffers

The effect of pH on the RLS intensity of this system is shown in
Fig. 2. It can be seen that �I value reaches the maximum at the pH
5.61, so pH 5.61 is used for subsequent work. The buffer also have
a large effect on the intensity of the system. The �I (%) for hex-
amethylenetetramine (HMTA)–HCl, NaAc–HAc, KHP–HCl, succinic
acid–NaOH, BR and critric acid–K2HPO4 are 3.7, 94.8, 100, 84.3, 95.4
and 94.6, respectively. Further experiments indicate that 0.4 mL of
0.01 mol L−1 KHP–NaOH is the most suitable buffer.

3.3. Effect of AgNPs concentration

From Fig. 3 it can be seen that the �I value of this system reaches
a maximum when the concentration of AgNPs is 1.8×10−6 g mL−1.
At the same time, the RLS intensity of the system of AgNPs–Al(III)
is high, too. As can be seen that when the concentration of AgNPs

−6 −1 0
Fig. 3. Effect of the concentration of AgNPs. (1) I0; (2) I0
R
; (3) �I; (4) I0

R
/I0. Condi-

tions: Al(III): 2.0×10−3 mol L−1; fsDNA: 1.0×10−6 g mL−1; KHP: 8.0×10−4 mol L−1

(pH 5.6).



H. Zhou et al. / Talanta 78 (2009) 809–813 811

F
1

3

F
m
S
t
o

3

t
o
i
a
T

3

f
h
±

4

4

f
p
a

Table 1
Interference from foreign substances.

Foreign substance Concentration coexisting (×10−6 mol L−1) Change of �I (%)

K+, Cl− 350 −5.2
Na+, Cl− 180 −3.8
Mg2+, SO4

2− 200 −4.5
Ca2+ 230 +3.8
Fe3+ 25 +4.1
NH4

+, Cl− 50 −3.8
CMP 4.0 +4.8
TMP 8.0 +4.0
GMP 4.0 +4.5
AMP 10 −3.8
Phe 40 −4.0
Cys 10 +6.2
L-His 320 +4.6
Pro 40 −5.8
BSA 30 �g mL−1 −4.1
HSA 45 �g mL−1 −3.7

T
A

N

f

c
y

ig. 4. Effect of the concentration of Al(III). (1) I0; (2) I0
R
; (3) �I. Conditions: AgNPs:

.4×10−6 g L−1; fsDNA: 1.0×10−6 g mL−1; KHP: 8.0×10−4 mol L−1 (pH 5.6).

.4. Effect of Al(III) concentration

The effect of the concentration of Al(III) is tested as shown in
ig. 4. It can be seen that the �I value of this system reaches a
aximum when the concentration of Al(III) is 2.0×10−3 mol L−1.

o 2.0×10−3 mol L−1 is chosen for further experiment. A further
est indicates that in presence of Al(III), the sensitivity and stability
f the AgNPs–fsDNA system can be obviously enhanced.

.5. The addition order and stability of this system

The effect of the adding order is investigated. The results indicate
hat the order of buffer-AgNPs–Al(III)–fsDNA is the best. Under the
ptimum condition, the effect of time on the RLS intensity is stud-
ed. The results show that the �I reaches a maximum at 10 min
fter all the reagents added, and it remains stable for over 2.5 h.
herefore, this system exhibits good stability.

.6. Effect of foreign substances

The interference of foreign substances is shown in Table 1. It is
ound that most metallic ions, protein, amino acids and nucleotides
ad not or had little effect on the determination of fsDNA within
5% relative error.

. Analytical applications

.1. Calibration graphs and detection limits
Under the optimum conditions defined, the calibration graphs
or fsDNA, ctDNA and yRNA are constructed. All the analytical
arameter are presented in Table 2. The results show that the limits
re down to 10−10 g mL−1.

able 2
nalytical parameters of this method.

ucleic acids Linear range (g mL−1) Linear regression eq

sDNA 1.0×10−9–1.0×10−7 �I = 25.3 + 3.83×10
1.0×10−7–2.0×10−6 �I = 311.5 + 5.32×10

tDNA 1.0×10−9–7.0×10−8 �I = 35.0 + 3.85×10
RNA 1.0×10−9–1.0×10−7 �I = 31.9 + 3.46×10−

a Correlation coefficient.
Conditions: AgNPs: 1.4×10−6 g mL−1; Al(III): 2.0×10−3 mol L−1; fsDNA:
6.0×10−7 g mL−1; KHP: 8.0×10−4 mol L−1 (pH 5.6).

4.2. Recovery test and determination of actual sample

The standard addition method is used for both recovery test
and the determination of fsDNA in synthetic samples which
include fsDNA 6.0×10−7 g mL−1, KCl 5.0×10−6 g mL−1, MgSO4
3.0×10−6 g mL−1 and L-His 1.0×10−6 mol L−1. The recovery ratio
for fsDNA is 96–106.5% (n = 3). The content of plasmid DNA in the
real sample is 700 ng �L−1, obtained by using a Biophotometer
(Eppendorf Co.). The sample is diluted by 7000-fold with water
and determines by this proposed method, the mean value of three
measurements is 741 ng �L−1 and the relative standard deviation
is 0.50% (n = 3). Hence, the proposed method is suitable for the
determination of trace amount of nucleic acids in this sample.

5. Interaction mechanism of the system

5.1. Interaction of AgNPs, Al(III) and fsDNA

The interaction between AgNPs, fsDNA and Al(III) can be exam-
ined by the � of the system at different concentration of Al(III). From
Fig. 5, it can be seen that the � of AgNPs–fsDNA is about −39 mV in
KHP–NaOH buffer. With the addition of Al(III) to this system, the �
increases and reaches 0 when the concentration of Al(III) is up to
2.8×10−3 mol L−1, then increases to a positive �, which is attributed
to the neutralization of negatively charged AgNPs–fsDNA with pos-
itive charged Al(III). This indicates that there exists electrostatic
interaction between AgNPs–fsDNA and Al(III).

5.2. Formation of AgNPs–Al(III)–DNA aggregates

The RLS theory [15,16] indicated that the increase of particle

aggregation extent was a main reason for the RLS enhancement.
From Fig. 1, it can be seen that the RLS intensity of AgNPs–Al(III) is
greatly enhanced in the presence of DNA. So we presume that the
AgNPs, Al(III) and DNA can form the lager aggregates.

uation (g mL−1) ra Limit of detection (g mL−1)

−9C 0.988 4.1×10−10

−7C 0.997
−9C 0.990 4.0×10−10

9C 0.992 4.5×10−10
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ig. 5. � of AgNPs–fsDNA against concentrations of Al(III). Conditions: AgNPs:
.4×10−6 g mL−1; fsDNA: 1.0×10−6 g mL−1; KHP: 8.0×10−4 mol L−1 (pH 5.6).

A direct evidence for forming the AgNPs–Al(III)–fsDNA aggre-
ates is obtained by TEM images (as shown in Fig. 6). Fig. 6a reveals
hat AgNPs are spherical in shape with a diameter of 10–15 nm,
nd they are well dispersed. As we know, DNA has large aspect

atio (length/diameter), well-defined sequences of DNA base, a vari-
ty of superhelix and a high affinity for metal cations. With the
ddition of fsDNA to the AgNPs solution, AgNPs could follow the
emplate of fsDNA and form AgNPs–fsDNA aggregates (Fig. 6b).
wing to strong adsorption bridging action of Al(III) and electro-

ig. 6. Transmission electronic microscopy (a–c). Conditions: AgNPs: 1.4×10−5 g mL−1; fs
Fig. 7. Absorption spectra of the system. (1) AgNPs; (2) Al(III)–fsDNA vs.
Al(III); (3) fsDNA; (4) AgNPs–fsDNA vs. fsDNA; (5) AgNPs–Al(III)–fsDNA vs.
Al(III)–fsDNA. Conditions: AgNPs: 1.4×10−6 g mL−1; Al(III): 2.0×10−3 mol L−1;
fsDNA: 1.0×10−6 g mL−1.

static interactions among AgNPs, Al(III) and fsDNA, they could form
netlike AgNPs–Al(III)–DNA aggregates (Fig. 6c), causing the RLS
enhancement of the system. At the same time, the electron diffrac-

tion pattern of AgNPs–Al(III)–DNA confirms that the polycrystalline
structure forms.

From the ultraviolet absorption spectra (Fig. 7), it can be seen
that AgNPs has weak absorption peak at 420 nm corresponding
to its plasmon resonance absorption and another absorption peak

DNA: 1.0×10−5 g mL−1; Al(III): 4.0×10−3 mol L−1; KHP: 8.0×10−4 mol L−1 (pH 5.6).
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[
[15] C.Z. Huang, K.A. Li, S.Y. Tong, Anal. Chem. 69 (1997) 514.
ig. 8. CD spectra of the system. Conditions: AgNPs: 1.4×10−6 g mL−1; fsDNA:
.0×10−5 g mL−1; Al(III): 2.0×10−3 mol L−1.

t 260 nm corresponding to new, overlapping, electronic bands for
mall silver nanoclusters. When Al(III) is added to fsDNA solution,
he absorption spectrum of Al(III)–fsDNA (against Al(III) as ref-
rence) system decrease in intensity without obvious shift. With
ddition fsDNA to AgNPs system, the absorption peak at 260 nm
against fsDNA as reference) shifts to shorter wavelength changing
o a shoulder at 248 nm with the peak height increasing. We think
t may be caused by the formation of AgNPs–fsDNA aggregates.
he absorption intensity of AgNPs–Al(III)–fsDNA system (against
sDNA–Al(III) as reference) increases and the peak shifts from
48 nm to 255 nm. We think that the results are attributed to the
ormation of netlike aggregates.

.3. Circular dichroism study of the system

The CD-spectra in the UV range can be used to monitor the
onformational transition of nucleic acids [17,18]. The CD spec-
ra of system are studied and shown in Fig. 8. It is known that a
trong positive cotton effect at 278 nm corresponding to base stack-
ng, and a weak negative cotton effect at 246 nm corresponding to
elicity in the CD spectrum of nucleic acid. After adding AgNPs to
he fsDNA solution, the positive peaks and the negative peaks all
ncrease a little without obviously shift. We presume that AgNPs
ave association with the nucleobases of fsDNA, which induces the

hange of nonplanar and tilted orientations of fsDNA bases, result-
ng in change of the helicity structure of fsDNA [14]. Furthermore,

hen Al(III) is added into AgNPs–fsDNA system, the positive peaks
ecrease more obviously than the negative peaks and their peaks
ll shift to longer wavelengths. The phenomena indicate that Al(III)

[

[

[

8 (2009) 809–813 813

could induce the structural change of base stacking and helicity of
fsDNA, and base stacking has a larger change. We think that the
formation of AgNPs–Al(III)–DNA aggregations result in the confor-
mational transition of fsDNA.

6. Conclusions

In this paper, it is found that the further enhancement effect of
resonance light scattering of AgNPs–fsDNA by Al(III). Based on this,
a simple and sensitive method for the determination of nucleic acids
has been established. Under optimum conditions, the enhanced
intensity of RLS is in proportion to the concentration of nucleic
acids (e.g. fsDNA, ctDNA and yRNA), with detection limits at the
10−10 g mL−1 level. The results for the determination of plasmid
DNA in actual samples are satisfactory. The interaction mechanism
investigation indicates that fsDNA and AgNPs combine with Al(III)
through electrostatic attraction and adsorption bridging action and
form the netlike AgNPs–Al(III)–DNA aggregations, which result in
a remarkable RLS enhancement of the system. This method is very
simple, rapid and effective for determination of nucleic acids, which
may be suggested for further uses in biology and nanoscience.
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a b s t r a c t

A syringe-driven chelating column (SDCC) was applied to develop an on-line preconcentra-
tion/inductively coupled plasma mass spectrometry (ICP-MS) method for preconcentration and
determination of rare earth elements (REEs) in seawater samples. The present on-line preconcentra-
tion system consists of only one pump, two valves, an SDCC, an ICP-MS, several connectors, and Teflon
eywords:
are earth elements
n-line
reconcentration
yringe-driven chelating column

tubes. Optimizations of adsorption pH condition, sample loading flow rate, and integration range were
carried out to achieve optimum measurement conditions for REEs in seawater sample. Six minutes was
enough for a preconcentration and measurement cycle using 10 mL of seawater sample, where the detec-
tion limits for different REEs were in the range of 0.005 pg mL−1 to 0.09 pg mL−1. Analytical results of
REEs in a seawater certified reference material (CRM), NASS-5, confirmed the usefulness of the present
method. Furthermore, concentrations of REEs in Nikkawa Beach coastal seawater were determined and

aliz
CP-MS discussed with shale norm

. Introduction

Because of the unique chemical properties of rare earth elements
REEs), they are useful in marine geochemistry as water-mass trac-
rs [1] and as probes for oxidation–reduction reactions [2]. In
ecent years, there are increasing reports on Gd anomaly in REE
istribution pattern for coastal seawater, which is caused by dis-
harge of Gd compounds used as magnetic resonance imaging (MRI)
ontrast reagents. Because of the high stability of such Gd com-
ounds, Gd anomaly is considered as one of the possible indicators
f anthropogenic impacts on the water environment [3,4]. Taking
nto consideration these facts, determination of REEs in seawater
s necessary for marine geochemistry and environmental chem-
stry.

Inductively coupled plasma mass spectrometry (ICP-MS), with

ts high sensitivity and wide linear dynamic range, is one of the
owerful instruments compatible for simultaneous determination
f REEs. However, determination of REEs in seawater by ICP-MS is
till a difficult work, which may be attributed to two facts. One is

∗ Corresponding author at: National Metrology Institute of Japan (NMIJ), National
nstitute of Advanced Industrial Science and Technology (AIST), 1-1-1, Umezono,
sukuba, Ibaraki 305-8563, Japan. Tel.: +81 29 861 4130; fax: +81 29 861 6889.
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oi:10.1016/j.talanta.2008.12.072
ed REE distribution pattern.
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the extremely low natural concentrations of REEs, which are gen-
erally at sub pg mL−1 level and are difficult to determine directly
by ICP-MS. The other is the high salt content (ca. 3%) in seawater,
which results in the clogging of introduction systems and causes
serious interferences with REE measurement. In order to overcome
these difficulties, co-precipitation [5,6], solvent extraction [7,8],
and solid phase extraction [9–18] techniques were developed for
enrichment of REEs and removal of salt contents prior to measure-
ment of REEs. In these works, solid phase extraction techniques
using chelating resins were the most accepted ones, which could
be attributed to the merit of selectivity and lack of harmful organic
solvent.

Preconcentration methods using chelating resin can be gener-
ally classified to two major groups. One is off-line batch method
group, which has benefits of simultaneous multi-sample pretreat-
ment; the other is on-line method group, which can improve the
sensitivity and reproducibility of measurement. In recent years,
syringe-driven chelating columns (SDCCs) were developed for pre-
concentration of REEs and other trace metals [13,19–27], all of
which were carried out off-line. As a matter of fact, SDCCs are

convenient both for off-line and for on-line pretreatment of sam-
ples. However, on-line preconcentration techniques for trace metals
using SDCC have scarcely been reported until now.

Therefore, this paper presents an on-line technique using SDCC
for preconcentration of REEs prior to the determination by ICP-MS,
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Table 1
Typical operating conditions of ICP-MS instrument.

Plasma conditions:
Incident power 1.35 kW
Coolant gas flow rate Ar 16.0 L min−1

Auxiliary gas flow rate Ar 0.90 L min−1

Sample gas flow rate Ar 0.85 L min−1

Additional 1 gas flow rate Ar 0.28 L min−1

Chamber: Cinnabar cyclonic spray chamber (20 mL)
Nebulizer: PFA �flow nebulizer

Sample uptake rate 0.5 mL min−1

Data acquisition (low resolution, m/�m = 300):
Mass window 100
Integration window 80
Samples per peak 3

Table 2
Major parts for construction of on-line preconcentration system.

Part Model Producer

Pump LC-10Ai Shimadzu Corp., Kyoto, Japan
6-port rotation

valve
TFR-6 GL Sciences Inc., Tokyo, Japan

4-port
switching
valve

TF-4 GL Sciences Inc., Tokyo, Japan

SDCC NOBIAS CHELATE-PB1M Hitachi High-Technologies
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Fig. 1. Structure of on-line preconcentration system. (A) 6-port rotation valve; (B)
pump; (C) column; (D) 4-port switching valve; (E) ICP-MS (c1, male Luer connector;
c2, syringe-driven chelating column; c3, female Luer connector). 3 M HNO ,

T
O

S

1
2
3
4
5

Corp., Tokyo, Japan
CP-MS Finnigan Element2 Thermo Fisher Scientific, GA,

USA

hich helps to achieve good analytical reproducibility and to lower
he risk of contamination.

. Experimental

.1. Instrumentation

A double focusing single collector ICP-MS instrument of model
innigan Element2 (Thermo Fisher Scientific, Germany) was used
or the measurement of REEs. The operating conditions of the
CP-MS instruments are summarized in Table 1. These operating
onditions were chosen after the optimization of each instrumental
arameter.

Major parts used to construct the on-line preconcentration
ystem are summarized in Table 2. The SDCC is commercially avail-
ble and is packed with 150 mg of divinylbenzene–methacrylate
opolymeric resin containing polyaminopolycarboxylic acid groups
PAPC), in other words ethylenediaminetriacetic acid and imin-
diacetic acid groups. The ethylenediaminetriacetic functional
roup is an analogue of ethylenediaminetetraacetic acid (EDTA),
hich makes the present resin more effective at adsorbing trace
etals in seawater than the resins with iminodiacetic acid and 8-
ydoxyquinoline functional groups [28]. The LC-10Ai pump was
sed in the on-line preconcentration and measurement system for
ontinuous loading of solutions, which provided a maximum flow
ate of 10 mL min−1. In addition, a syringe pump (model KDS200,
D Scientific, MA, USA) was used for off-line high-speed sample

able 3
perating procedure for preconcentration and determination of REEs in seawater sample

tep Rotation valve position Switching valve position ICP-MS measurem

1 I Off
2 I Off
4 I Off
5 I Off
6 II On

a Depend on sample volume.
3

1 M AcNH4, MilliQ water, Sample, 2 M HNO3(consists of Cs and Tl, 1 ng mL−1

each) and waste.

loading during optimization of sample loading flow rate. A non-
contact type pH meter (Twin pH meter B212; Horiba, Kyoto, Japan)
was used for pH adjustment.

2.2. Chemicals and samples

Ultrapure grade nitric acid, acetic acid and aqueous ammo-
nia solution were purchased from Kanto Chemicals (Tokyo, Japan).
Three REE stock standard solutions (1000 �g mL−1 each: Standard
I, La, Ce, and Pr; Standard II, Nd, Sm, Eu, Gd, and Tb; Standard
III, Dy, Ho, Er, Tm, Yb, and Lu) for making the working calibration
curves were purchased from Wako Pure Chemicals (Osaka, Japan).
Standard solutions of 1 ng mL−1 REEs were prepared for making
calibration curves. A standard solution of 10 ng mL−1 Ba was also
prepared to check polyatomic interference with REEs. At the same
time, Cs and Tl (1 ng mL−1 each) was added to standard solutions for
monitoring signal drift of ICP-MS. Pure water used throughout the
present experiment was prepared by a Milli-Q purification system
of model Element A-10 (Nihon Millipore Kogyo, Tokyo, Japan).

Coastal seawater sample collected near the shore of Nikkawa
Beach (Kamisu, Ibaraki, Japan) was used for optimizing the experi-
mental conditions of the present preconcentration method. It was
filtered with a membrane filter (pore size 0.45 �m, Nihon Millipore
Kogyo, Tokyo, Japan) immediately after sampling and acidified to
approximately pH 1.0 with conc. nitric acid. A seawater certified ref-
erence material (CRM), NASS-5, was purchased from the National
Research Council of Canada (NRCC) and analyzed to confirm the
usefulness of the present method.
All bottles, test tubes and pipette tips used in the present exper-
iment were soaked in 6 M nitric acid for a week and then rinsed
three times with pure water.

.

ent Time (min) Flow rate (mL min−1) Purpose

1 5 Column regeneration
0.5 5 pH conditioning
2a 5 Sample loading
0.5 5 Washing
2 0.5 Elution and measurement
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and 20 mL min−1, the recoveries of REEs decreased approximately
3%, 5%, and 10%, respectively. Therefore, 5 mL min−1 was selected as
the optimum sample loading flow rate in the present experiment.
Y. Zhu et al. / Tala

.3. On-line preconcentration system and operating procedure

Structure of the present on-line preconcentration system is
hown in Fig. 1. It consists of only one pump, two valves, an SDCC,
n ICP-MS, several connectors, and Teflon tubes. All the Teflon tubes
o.d. 1.5 mm, i.d. 0.5 mm) were cut as short as possible to achieve
igh throughput measurement of REEs in seawater sample. It is
oted that a pair of Luer connectors not only permitted the direct
onnection of the SDCC in the preconcentration system but also
ade it convenient to exchange SDCC. It is also noted that inert flow

ath (poly ether–ether ketone, PEEK) of the present pump permit-
ed introduction of high concentration nitric acid solution without
ontamination of REEs from pump flow path.

The operating procedure is summarized in Table 3. From step
to step 4, the switching valve was in position I. Solutions passed

hrough the SDCC were collected in the waste bottle, while 2 M
NO3 was introduced to the ICP-MS. In step 1, SDCC regeneration
as carried out by passing through 5 mL of 3 M HNO3. In step 2,
H conditioning of the SDCC was performed by passing through
.5 mL of 1 M AcNH4. In step 3, 10 mL of sample solution was loaded
o the SDCC. In step 4, 2.5 mL of Milli-Q water was passed to wash
ample residual. In step 5, 2 M HNO3 solution was passed to the
DCC for elution of REEs. At this step, the switching valve was
hanged to position II. Consequently, eluate from the SDCC was
ntroduced to ICP-MS and the signals of REEs were monitored. A
ypical preconcentration–measurement cycle using 10 mL sample
asted for 6 min. In the present experiment, all operations were car-
ied out manually. The results of durability tests showed that an
DCC could be used at least 30 times after on-line regeneration.

It is noted that removal of matrix elements was not carried out by
assing AcNH4 solutions through the SDCC after loading the sample.
he reason is that the functional group of PAPC could effectively
xclude matrix elements such as Na, Mg, K, and Ca. The result of a
reliminary test showed that the total concentration of Na, Mg, K,
nd Ca in a 10-fold concentrated solution of seawater sample was
ess than 300 �g mL−1, which was low enough for measurement of
EEs.

A spiked sample solution added with 10 pg mL−1 of each REE was
sed for recovery test of the preconcentration and measurement
rocedure.

. Results and discussion

.1. Polyatomic interference in REEs’ measurement

Most REEs have more than one isotope, except for Pr, Tb, Ho,
nd Tm. In the present experiment, 139La, 140Ce, 141Pr, 143Nd, 147Sm,
53Eu, 157Gd, 159Tb, 163Dy, 165Ho, 166Er, 169Tm, 173Yb, and 175Lu were
elected for measurement of REEs taking into consideration the
sotope abundance, isobaric interference of adjacent elements, and
olyatomic interference. Polyatomic interference ratios of 141Pr16O,

50Nd16O (150Sm16O), 157Gd16O, and 159Tb16O with the measure-
ent of 157Gd, 166Er, 173Yb, and 175Lu were approximately 13%,

.4%, 1.1%, and 1.1%, respectively. Correction of polyatomic interfer-
nce was carried out to obtain results of these elements. Polyatomic
nterferences, including BaO species, with other elements were neg-
igible, i.e., interference ratio was less than 0.5%.

.2. Optimization of pH condition
In order to achieve high recoveries for REEs, optimization of pH
ondition was carried out with a batch method using disposable
lastic syringe. The sample and the spiked sample, 20 mL each, were
espectively adjusted to the same pH condition and loaded to the
DCC at a flow rate of 2 mL min−1. After washing with 5 mL of Milli-
Fig. 2. Dependence of recovery on pH condition. (�) La; (©) Nd; (�) Dy; (♦) Tm; (
) Lu.

Q water, 5 mL of 2 M HNO3 was passed through the SDCC to elute
REEs and collected in a plastic test tube. Concentrations of REEs
in the eluates were measurement by ICP-MS and used to calculate
recoveries. The results for La, Nd, Dy, Tm, and Lu obtained at dif-
ferent pH conditions are illustrated in Fig. 2. Because the highest
recoveries for all REEs were obtained at pH 5, samples used in the
following experiment were adjusted to pH 5.0.

3.3. Dependence of REEs’ recoveries on sample loading flow rate

In order to investigate the dependence of the REEs’ recovery on
the sample loading flow rate, off-line sample loading was carried
out using the KDS200 syringe pump. Samples and spiked samples
adjusted to pH 5.0 were loaded to the SDCC at 2, 5, 10, 15, and
20 mL min−1, respectively. The results showed that recoveries of
REEs obtained at 5 mL min−1 were almost equal to those obtained at
2 mL min−1. When the sample loading flow rate increased to 10, 15,
Fig. 3. Elution profile of 139La from the SDCC.
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Table 4
Detection limits and blank values.

Element m/z Recoverya (%) Blank valuea (pg mL−1) ADLb (pg mL−1)

La 139 99.4 ± 1.4 0.15 ± 0.01 0.04
Ce 140 97.4 ± 0.6 0.11 ± 0.03 0.09
Pr 141 97.7 ± 0.7 0.015 ± 0.004 0.011
Nd 143 98.9 ± 1.9 0.08 ± 0.03 0.08
Sm 147 98.2 ± 0.9 0.014 ± 0.006 0.017
Eu 153 95.0 ± 0.6 0.007 ± 0.002 0.007
Gd 157 98.0 ± 1.1 0.009 ± 0.005 0.014
Tb 159 98.2 ± 0.9 0.009 ± 0.003 0.008
Dy 163 94.2 ± 1.4 0.008 ± 0.004 0.013
Ho 165 96.6 ± 1.1 0.004 ± 0.002 0.005
Er 166 96.7 ± 1.0 0.005 ± 0.003 0.008
Tm 169 94.0 ± 0.7 0.004 ± 0.002 0.005
Yb 173 92.6 ± 1.2 0.007 ± 0.003 0.009
L
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Table 5
Analytical results of REEs in NASS-5 and Nikkawa Beach coastal seawater (unit,
pg mL−1).

Element m/z NASS-5, observeda NASS-5, compiledb Nikkawa Beacha

La 139 12.0 ± 0.3 12.2 ± 0.8 4.7 ± 0.3
Ce 140 5.26 ± 0.16 4.58 ± 0.53 3.8 ± 0.2
Pr 141 1.96 ± 0.02 1.78 ± 0.17 0.83 ± 0.04
Nd 143 8.7 ± 0.7 8.8 ± 1.1 4.2 ± 0.2
Sm 147 4.50 ± 0.14 4.33 ± 0.31 0.90 ± 0.07
Eu 153 0.27 ± 0.02 0.27 ± 0.04 0.25 ± 0.02
Gd 157 1.77 ± 0.09 1.57 ± 0.17 1.46 ± 0.10
Tb 159 0.37 ± 0.04 0.25 ± 0.04 0.25 ± 0.02
Dy 163 1.86 ± 0.05 1.73 ± 0.16 1.86 ± 0.13
Ho 165 0.44 ± 0.04 0.39 ± 0.04 0.49 ± 0.03
Er 166 1.49 ± 0.08 1.35 ± 0.13 1.60 ± 0.06
Tm 169 0.19 ± 0.02 0.16 ± 0.03 0.25 ± 0.02
Yb 173 1.40 ± 0.17 1.14 ± 0.15 1.59 ± 0.11

dard deviation less than 10%. Furthermore, measurement of REEs
was carried out by loading 1, 5, 20, 50 mL of this coastal seawa-
ter sample. Dependence of analytical standard deviation on sample
volume was shown in Fig. 4, in which the results of La, Nd, Dy, Tm,
and Lu were selected as the representative ones. The results were
u 175 94.2 ± 0.9 0.008 ± 0.003 0.009

a Mean± standard deviation, n = 5.
b Analytical detection limit.

.4. On-line data processing

Elution profile of 139La from the SDCC is shown in Fig. 3, which
as obtained after loading 10 mL of seawater sample to the SDCC.

t can be seen that complete elution of La was obtained in proxi-
ately 120 s, which correspond to 1 mL of 2 M HNO3 solution (flow

ate, 0.5 mL min−1). When signal intensities equal to 0.5%, 1.0%,
.5%, 2.0%, 3.0% and 5.0% of the peak top were used as the limit
or integration range, the peak covered 136 s, 129 s, 125 s, 104 s,
7 s, and 79 s, respectively. The peak areas were 100.0%, 99.8%,
9.6%, 98.3%, 96.8%, and 95.6%, respectively, where the peak area
sing 0.5% of the peak top as the limit was regarded as 100%. In
he present experiment, 1.5% of the peak top was selected as the
imit for integration range. In this condition, the integration range
overed approximately 125 s (corresponding to 1.04 mL of elution
olution). Therefore, concentration factor (CF) of REEs was approx-
mately 9.6-fold when 10 mL seawater sample was loaded. Besides,
or making calibration curves, standard solutions were continu-
usly introduced to ICP-MS at 0.5 mL min−1 to achieve REEs’ signals.

.5. Recoveries, blank values, and detection limits of REEs

Recoveries, blank values, and analytical detection limits are
ummarized in Table 4. Recovery test and blank test were carried
ut by using spike sample solution and 0.1 M HNO3, respectively.
he results given in Table 4 were obtained by loading 10 mL of test
olutions, i.e., CF was approximately 9.6-fold. Analytical detection
imits (ADL) are given as 3-fold standard deviation of blank val-
es. Taking into consideration the natural concentrations of REEs

n seawater, these recoveries, blank values, and analytical detec-
ion limits were good enough for determination of REEs in seawater
amples. This fact was confirmed by the following experiments. It
s noted that all the following results were obtained after recov-
ry correction and blank value correction. Consequently, “standard
eviations” of the following results were obtained taking into con-
ideration the standard deviations of recovery, blank value, and
oncentration in the sample.

.6. Analytical results of REEs in seawater samples

Analysis of seawater CRM with certified values of REEs is the
est choice for confirming the usefulness of an analytical method

or determining REEs in seawater samples. However, such sea-
ater CRM is still not commercially available, which might be

ttributed to the extremely low concentration of REEs in natural
eawater. Taking into consideration the fact that NASS-5 was devel-
ped for analysis of trace metals in seawater, its homogeneity and
Lu 175 0.21 ± 0.02 0.19 ± 0.03 0.28 ± 0.02

a Mean± standard deviation, n = 5.
b Mean±�, n = 3 (based on the results obtained in refs. [6,10,28].

chemical stability permitted it as a candidate CRM for REEs mea-
surement. On the other hand, multiple reports on REEs in NASS-5
were available, which could serve as valuable reference data for
REEs in NASS-5. Therefore, NASS-5 was analyzed to confirm the
usefulness of the present method. The results were summarized
in Table 5, along with compiled reference data based on previous
reports [6,10,29]. The “mean” and “standard deviation” of reference
data were obtained as the average of each reported mean value and
the root mean square of each reported standard deviation. It is seen
in Table 5 that the present results were coincident with compiled
reference data considering the standard deviations. This fact indi-
cates that the present method was useful for determination of REEs
in seawater sample.

Determination of REEs in coastal seawater from Nikkawa Beach
was carried out as application of the present method. The results are
also summarized in Table 5, which were obtained by loading 10 mL
of seawater sample for each measurement. Although all REEs were
less than 5 pg mL−1, the results were replicable with relative stan-
Fig. 4. Dependence of analytical standard deviation on sample volume. (�) La; (©)
Nd; (�) Dy; (♦) Tm; ( ) Lu.
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ig. 5. Shale normalized REE distribution pattern of coastal seawater samples. (�)
saka Bay (Ogata et al. [33]); (�) Ise Bay (Zhu et al. [34]); (♦) Tokyo Bay (Tazoe et al.

32]); (©) Average seawater close to the Japanese mainland (Yabutani et al. [31]);
�) Nikkawa Beach (present work).

oincident with those obtained by loading 10 mL of sample, but the
tandard deviations increased with the decrease of sample volume.

.7. Shale normalized REE distribution pattern of seawater
amples

Shale normalized REE distribution pattern of Nikkawa Beach
oastal seawater is plotted in Fig. 5. The concentrations of REEs in
he sample were normalized to those in post-Archean Average Aus-
ralian Shale (PAAS) [30]. In Fig. 5, seawater close to the Japanese

ainland is given as the representative of open-area coastal seawa-
er in Pacific Ocean [31], while seawater samples from Tokyo Bay
32], Osaka Bay [33], and Ise Bay [34] are given as the representatives
f confined-area coastal seawater.

It can be seen in Fig. 5 that the present results of REEs in Nikkawa
each coastal seawater were generally coincident with the results
f REEs in seawater close to the Japanese mainland; significant Gd
nomalies were not observed in these seawater samples. By con-
rast, significant positive Gd anomalies were observed for results of
EEs in seawater of Tokyo Bay, Osaka Bay, and Ise Bay, which are
lose to Tokyo, Osaka, and Nagoya, respectively, the three biggest
ities in Japan. The significant positive Gd anomalies in these areas
ould be attributed to the discharge of Gd compounds due to their
edical use as MRI contrast reagent [32–34]. It is noted that the
ater masses of Tokyo Bay, Osaka Bay, and Ise Bay are relatively con-
ned, which encouraged the accumulation of positive Gd anomaly.
oastal seawater sample in the present work was collected in an
pen-area of Pacific Ocean close to the Japanese mainland, where
he population density (ca. 600/km2) is much less than Tokyo (ca.
3,700/km2), Osaka (ca. 11,800/km2), and Nagoya (ca. 6800/km2).
hese results support the suggestion that Gd anomaly can be used
s a geochemical tracer of anthropogenic impacts on natural sea-
ater, especially for water masses in confined areas.
. Conclusion

An SDCC was applied to construct an on-line preconcentration
ystem for determination of REEs in seawater by ICP-MS. After

[
[
[
[
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optimization of each operating condition, a 6-min procedure was
suggested for measurement of REEs using 10 mL of sweater sample.
The analytical results of REEs in NASS-5 confirmed the usefulness of
the present method. The present method was applied to determi-
nation of REEs in Nikkawa Beach coastal seawater, in which positive
Gd anomaly was not observed.

The present work applied SDCC in an on-line preconcentration
system. In fact, SDCC is convenient both for off-line and for on-line
pretreatment of samples. Therefore, it permits the development of
a method takes advantage of off-line multi-sample processing and
that of on-line continuous measurement, too. Based on the present
technique, development of such a method is in progress and will be
reported in the future.
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The reason why a moving reaction boundary (MRB) can stack analyte in highly saline sample in capillary
electrophoresis [C.X. Cao, Y.Z. He, M. Li, Y.T. Qian, S.L. Zhou, L. Yang, Q.S. Qu, Anal. Chem. 74 (2002) 4167]
is still unclear. To illuminate the mechanism of such stacking, three MRBs formed by formic acid-NaOH
buffer and sodium formate as well as 40, 80 and 120 mmol/L sodium chloride in matrixes were studied.
The computation with MRB theory shows that sodium chloride in matrix has weak effect on the stacking
efficiency, whether the concentration of sodium chloride is set at 40, or 80, or 120 mmol/L. The conclu-
apillary electrophoresis
lectromigration
oving reaction boundary

alt
ample stacking

sion has been highly manifested by numerous experiments. Furthermore, the computer simulation and
theoretical analyses depict that this kind of stacking is induced by the mechanism of MRB, rather than
that of electrostacking or isotachophoresis (ITP) under the given electrolytic system. Finally, the appli-
cation of the sample condensation was achieved for the stacking of analyte(s) in highly saline biological
sample of skeletonema costarum’ culture with up to 527 mmol/L total salt and health human urine with
150–320 mmol/L inorganic ions (Cl−, Na+, K+, PO4

3−, etc.). The results herein have a clear significance to
analy
the design on stacking of

. Introduction

Numerous biological sample matrixes, such as serum, urine and
ymosis, contain high salt. The salt in these matrixes ought to be
emoved, otherwise it brings about some harmful action to sam-
le stacking in capillary electrophoresis (CE). For example, salt in
matrix breaks down sample pre-concentration by electrostack-

ng [1–3] or field-amplified sample injection (FASI) [4–7] in CE.
he removal of salt from matrix is troublesome. Thus, it is great
nteresting that sample with high salt can be directly stacked to
chieve good improvement of detection sensitivity without loss of
eparative efficiency of CE.

Numerous methods have been developed for stacking of saline
ample in CE. The first method is isotachophoresis (ITP) induced

ample stacking. In the last two decades [8–10], the theoretical
nd experimental studies on transient ITP were widely performed
or stacking analytes in saline matrix. The second method is the
acetonitrile addition” idealized by Shihabi [11], the relevant mech-

∗ Corresponding author. Tel.: +86 21 3420 5820; fax: +86 21 3420 5820.
∗∗ Corresponding author. Fax: +86 21 3420 5820.

E-mail addresses: lyfan@sjtu.edu.cn (L.-Y. Fan), cxcao@sjtu.edu.cn (C.-X. Cao).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.054
te in highly saline biological sample.
© 2009 Elsevier B.V. All rights reserved.

anism is considered to be a transient ITP/or FASI. The existence
of acetonitrile in sample matrix can reduce the ionization of salt
and overcome the harmful effect of the salt on sample stacking by
FASI.

The third is the “pH-mediated-induced sample concentration”
described mainly by Lunte’s group [12–14]. In this method, the
sample is dissolved in a weakly acidic (or basic) buffer with salt;
conversely the running buffer is just the conjugate base (or acid).
A moving reaction boundary (MRB) is formed between the weak
acid (or base) and the conjugate base (or acid), if an electric field
is applied. The MRB results in a low conductivity zone in the
original matrix. The zone further leads to a FASI. The fourth is
the “dynamic-pH-junction-induced stacking” developed by Britz-
Mckibbin et al. [15–17]. In the method, the analyte velocity is greatly
regulated by pH value, but the velocity of the unwanted analyte
cannot be adjusted due to its insensitivity to pH. Hence, a selec-
tive preconcentration can be achieved in this kind of stacking.
The computer simulation revealed that the pH junction-induced

stacking was relied on ITP mechanism [17]. The fifth is the sweep-
ing technique for analyte in salt matrix in micellar electrokinetic
chromatography [18–22]. The sweeping method cannot only stack
neutral analyte, but also condensate ionic solutes in highly saline
matrix.



W. Zhu et al. / Talanta 78 (2009) 1194–1200 1195

Table 1
pKa values and some mobilities of some ions in sample matrix and 32.8 mmol/L pH 2.85 buffer.

Ions pKa Mobility (10−8 m2 V−1 s−1)

Phase � (formic buffer) Phase � (matrix) Phase � (formic buffer)

Hydrogen – 36.5 – 36.5
Sodium – 5.19 5.19 5.19
Hydroxyl – – −20.9 –
Chloride – – −7.91 –
Formic acid 3.75 −0.63 −5.66 −0.63
T
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m
c
t
o
o
a
r
s

t
e
r
i
h
I
s
u

2

b
i
o
M

w
d
t
M
[
w

V

w
o
O
s
m
m
V
(

c̄ =
∑

ci (3)
rp 9.13 (pK2) 1.22a

a The mobility was computed from the pK1 (Trp) = 2.83 and Trp mobility (+2.49×
b The computation procedure was given in the appendix.

The sixth is the stacking method induced by MRB developed
ainly by Cao et al. [23–25]. The stacking could be used for the

ondensation of analytes in highly saline matrix [23]. Recently, the
heoretical procedure was developed for the quantitative design
n stacking condition and selective stacking by using the theory
f MRB [24,25]. Furthermore, the relevant MRB theory, methods
nd relevant applications have been reviewed [25]. Even so, the
eason why MRB-based stacking can condense analyte in highly
aline biological matrix is still unclear.

Thus, the purposes herein are to (i) show the theoretic predic-
ion of weak impact of salt on the MRB-based stacking, (ii) report
xperiments proving the prediction, (iii) show simulation results
evealing non-ITP or non-FASI mechanism in the MRB-based stack-
ng system, and (iv) unveil reason why MRB can stack analyte in
ighly saline biological matrix without loss of stacking efficiency.

n addition, the application of the method was briefly tested for
ome solute(s) in highly saline culture liquor and health human
rine.

. Theoretical computation

The mechanism of sample stacking by the MRB system of formic
uffer and sodium formate without salt has been well investigated

n the previous work [24,25]. Hence, the paper studies three kinds
f MRBs with high salt in the sample matrix. Below are the three
RBs:

Boundary 1: 32.8 mmol/L pH 2.85 formate buffer (+, �) || [→]
8.2–82.5 mmol/L sodium formate + 40 mmol/L NaCl (−, �).
Boundary 2: 32.8 mmol/L pH 2.85 formate buffer (+, �) || [→]
8.2–82.5 mmol/L sodium formate + 80 mmol/L NaCl (−, �).
Boundary 3: 32.8 mmol/L pH 2.85 formate buffer (+, �) || [→]
8.2–82.5 mmol/L sodium formate + 120 mmol/L NaCl (−, �).

here “||” implies a boundary, the symbol of ‘[→]’ indicates the
irection of MRB, “+” and “−” imply the anode and cathode, respec-
ively, and “�” and “�” mean phase � and �, respectively. The three

RBs have been used for the stacking of analytes in saline matrix
23]. In the three MRBs, the boundary velocity should be computed
ith the following equation [24,25]

�� =
(

m̄�
H+c̄�

H+
�˛

−
m̄�

OH−c̄�
OH−

�ˇ

)
i

c�
H+ − c̄�

OH−
(1)

here c is the equivalent concentration (equiv. m−3), the bar “–”
ver c means the constituent concentration, the subscripts H+ and
H− indicate the hydrogen and hdyroxyl ions, respectively, the
uperscripts � and � imply phase � and �, respectively; m is the
obility (m2 V−1 s−1), the bar “–” over m indicates the constituent
obility; i is the electric current intensity (A m−2) in capillary;

˛ˇ is the velocity (m s−1) of MRB; � is the specific conductivity
S m−1). The consituent mobility and concentration are, respec-
−0.32b 1.22a

2 v−1 s−1) carrying one positive charge [29].

tively, defined as [24,25]

m̄ =
∑

aimi (2)
Fig. 1. Velocities of Trp and MRB of 32.8 mmol/L pH 2.85 formate buffer (+, �) ||
8.2–82.5 mmol/L sodium formate + A: 40 mmol/L, B: 80 mmol/L and C: 120 mmol/L
NaCl (−, �). Conditions: Current density −2265 A/m2, � values in sodium formate
solutions with different concentration sodium chloride are given in Table S1.
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positive charge(s) in phase � can catch up with the MRB and can
be completely stacked. At the same time, the zwitterion in phase
� migrates towards the anode due to partial negative charge. This
can further enhance the stacking efficiency.
196 W. Zhu et al. / Talan

here mi is the mobility of subspecies i, ai is the fraction of sub-
pecies i with mobility mi, viz.,

i =
ci

c̄
= ci∑

ci
(4)

The absolute mobilities of H+ and OH− in Table 1 at 25 ◦C were
ited from ref. [26]. Before the computation of boundary veloc-
ty with Eq. (1), the absolute mobilities were corrected with the
mpirical equation of ionic mobility [27,28]

act = m0 exp(−0.67
√

zI) (5)

here mact and m0 are the actual and absolute mobilities, respec-
ively, I the ionic strength. The velocity (m s−1) of analyte in phase

can be computed with the following equation [24,25]

�
a = m̄�

a
i

�� (6)

here V�
a is the velocity (m s−1) of analyte in phase �, m̄�

a is the
onstituent mobility (m2 V−1 s−1) [27].

Numerous data, including pH value, ionic strength and specific
onductivity, are needed for the computations of boundary and
nalyte’s velocities. The ionic strength and specific conductivity of
2.8 mmol/L pH 2.85 formic buffer are 3.30 mmol/L and 0.075 S/m,
espectively. The ionic strength and specific conductivity of Bound-
ries 1–3 are given in Table S1. With the data above, we computed
he velocities of the MRBs and Trp in the formic buffer. The velocities
f Boundaries 1–3 and Trp were, respectively, shown in Fig. 1.

. Experimental

.1. Chemicals

Acetic acid (analytical reagent grade, AR), sodium acetate (AR),
aCl (AR), MgCl2 (AR), MgSO4 (AR), CaCl2 (AR), KCl (AR), NaHCO3

AR), NaNO3 (AR), NaH2PO4 (AR), formate acid (AR), sodium for-
ate (AR), hydrochloric acid (AR), dimethyl sulfoxide (DMSO, AR),

7% hydrochloric acid (Guaranteed Reagent grade, GR) and L-
ryptophan (Trp, Chrom pure) were purchased from the Shanghai
hemical Reagent Company (Shanghai, China). Sodium hydroxide
GR) was from the Shanghai Zhungong Reagent Factory (Shang-
ai, China). An ultra-pure water with 0.055 S/cm conductivity was
roduced by a pure water system (Ultra Clear system, SG Wasser-
ufbereitung und Regenerierstation Gmbh, Germany).

.2. Apparatus

A high performance capillary electrophoresis (HPCE) (ACS 2000,
eijing Cailu Instrumental Co., Beijing, China) was used. The HPCE
as equipped with a power supply (up to constant voltage 30 kV),
HW-2000 Chromatography Workstation and an UV–vis detector

double light beams, � = 190–720 nm, set at 214 nm). A fused-silica
apillary with total length 51 cm, effective length 42 cm and i.d.
5 �m was used (the Factory of Yongnian Optical Fiber, Hebei,
hina). The runs were carried out with air-cooled capillary at
1±1 ◦C. The new capillary was conditioned by rinsing with 1.0 M
aOH for 20 min, ultra-pure water for 10 min, 1.0 M HCl for 20 min
nd running buffer for 30 min, in order. A UV–vis spectrophotome-
er (UV mini 1240, Shimadzu Co., Japan) was used for the detection
f skeletonema costarum’s culture.
.3. Skeletonema costarum’s culture

Skeletonema costarum’s cells were cultured at 30±1 ◦C on
he culture medium with 450 mmol/L NaCl, 25 mmol/L MgCl2,
.0 mmol/L MgSO4, 10 mmol/L CaCl2, 10 mmol/L KCl, 2.4 mmol/L
(2009) 1194–1200

NaHCO3, 0.88 mmol/L NaNO3, 0.36 mmol/L NaH2PO4. The concen-
tration of total salt is up to 526.64 mmol/L. During the culture,
continuous illumination at intensities of 80 �mol m−2 s−1 was pro-
vided by cool white fluorescent tubes. Aeration was given by
bubbling air at regular pressure. Cell growth was detected by
monitoring the optical density of the culture at 730 nm using a
Shimadzu UV mini 1240 UV–vis spectrophotometer. The specific
growth rate was defined as an increase of OD730 during the time
indicated.

3.4. Buffer and sample matrix

32.8 mmol/L pH 2.85 formic acid-NaOH was used as the running
buffer. Three kinds of sample matrixes with salt were prepared.
The first contains 8.2–82.5 mmol/L sodium formate + 40 mmol/L
NaCl + 5.0 �g/mL Trp. The second holds 8.2–82.5 mmol/L sodium
formate + 80 mmol/L NaCl + 5.0 �g/mL Trp. And the third was a
matrix comprising 8.2–82.5 mmol/L sodium formate + 120 mmol/L
NaCl + 5.0 �g/mL Trp. The buffer and samples were degassed and
centrifuged at 5000 rpm for 10 min if necessary.

The skeletonema costarum’s culture was centrifuged at
10,000 rpm for 20 min, then the upper liquor was filtrated with
0.45 �m durapore membrane filters. The filtered liquor was diluted
with equal volume 32.8 mmol/L pH 2.85 formic buffer with or with-
out 1.0 �g/mL Trp spiked, or diluted with equal volume 120 mmol/L
sodium formate with or without 1.0 �g/mL Trp spiked.

3.5. General stacking procedure by MRB

The procedure is similar to that in ref. [24] but with some
modifications. The stacking procedure by MRB was performed in
accordance with the following manner. One of the alkaline sam-
ple matrixes was injected into the capillary under the conditions of
15 mbar and 120, or 180, or 240 s injection time. After that, the two
ends of the capillary were, respectively, inserted into the anodic
and cathodic vials holding the running buffer. When the electric
field was applied, a MRB was created between the running buffer
and conjugate base (see Fig. 2). The MRB can be used to stack the
tested Trp. As shown in Fig. 2, the MRB is designed to move towards
the cathode with a velocity of V�� and the velocity of a zwitterion in
phase � is V�

z . Under the condition of V�� ≤ V�
z , the zwitterion with
Fig. 2. The mechanism of zwitterion stacking by a slow cathodic-direction move-
ment MRB formed with formic buffer at the left side of capillary (viz., phase �)
and the sample (viz., phase �) containing 8.2–82.5 mmol/L sodium formate due to
V�� ≤ V�

z .
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Table 2
Initial distributions of pH, conductivity and compounds used for computer
simulation.

Phase � Phase �a Phase �

pH 2.85 8.07 2.85
Conductivity (mS/m) 77.35 1891.54 77.35
[Formic] (mmol/L) 30 60 30
[Chloride] (mmol/L) 0 40 0
[Trp] (mmol/L) 0 0.03 0
[Sodium] (mmol/L) 1.9 100 1.9

a The conductivities of sample and BGE were automatically computed by Gas’
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oftware [29–31]. If 40, 80 and 120 mmol/L sodium chloride existed in the sample
atrixes, the conductivities of matrixes were 1385.95, 1638.74 and 1891.54 mS/m,

espectively (computed by Gas’ software).

.6. Computer simulation

The software SIMUL 4.0 written by Prof. Gas was well used for
he simulation of ITP-based stacking [17,29]. The data used are
hown in Table 1. The initial simulation conditions of conductiv-
ty, pH and compounds in the catholyte, sample and anolyte are
iven in Table 2. The capillary length used for the simulation was
et at 10 mm, the plug length was 2 mm. The current density was
2265 A/m2 being equal to that used in Fig. 1. The simulation was

ontinued up to 50 s in migration time, which was enough for the
imulation with 10 mm capillary. The time and spaced steps were
et at 0.02 s and 7.5 �m, respectively. EOF velocity in capillary was
mitted. All of simulations were performed with a HP parilion com-
uter (u808cl, HP Co., USA). It took about ∼30 min to run a single
imulation on stacking of Trp in saline sample matrix.

. Results and conclusions

.1. Prediction to stacking by MRB with high salt

Fig. 1 shows the velocities of Trp and MRB formed with the
unning buffer and sodium formate as well as 40/80/120 mmol/L
odium chloride in the matrix. Fig. 1 indicates that if the sam-
le matrix is prepared with 50–80 mmol/L sodium formate and
0/80/120 mmol/L sodium chloride, the velocity of Trp in the matrix
s very near or higher than that of MRB formed with the buffer and
0–80 mmol/L sodium formate. According to the previous studies
24,25], this result implies that the created MRB can tightly stack
he Trp in the sample matrix whether the matrix holds 40, or 80
r 120 mmol/L sodium chloride. In other words, the sodium chlo-

ig. 3. Real-time stacking of 5.0 �g/mL Trp in the 15 mbar 240 s sample plug with 40 mm
: 50 mmol/L, B: 60 mmol/L, C: 70 mmol/L and D: 80 mmol/L sodium formate. Condition
0–30 �A, detection at 214 nm, 20 ◦C air-cooling. The formic flats exist in panel A–D. The
(2009) 1194–1200 1197

ride in matrix has weak influence on stacking of Trp by the MRB
investigated herein. The theoretical prediction will be proved by
the following experiments.

4.2. Demonstration to prediction

It has been indicated by the experiments of Figs. 5 and 6 in Ref.
[24] that the stacked Trp peak became very sharp and was merged
with the formate flat if high concentration sodium formate was
used as the sample solution. Our unpublished data shows that if
240 s 15 mbars sample injection was used the sharp Trp peak was
also merged with the formate flat completely. The merged Trp peak
implies that the analyte of Trp is focusing when passing through
the UV detector. Thus, the tightly stacked peak of Trp is very useful
for the investigation on the real-time stacking efficiency of Trp plug
by the MRB investigated herein.

Fig. 3 reveals the real-time stacking efficiency of Trp in the sam-
ple matrix with 40 mmol/L sodium chloride by the MRBs formed
with 50/60/70/80 mmol/L sodium formate. As shown in Fig. 3, the
Trp sample plugs are tightly stacked by these MRBs, the peak
heights of Trp are almost equal to each other. Evidently, the results
in Fig. 3A–D are in good agreement with the prediction of Fig. 1A. It
is also manifested in Fig. S1 that if 80 mmol/L sodium chloride exists
in the sample matrix, a good stacking of Trp can be also achieved.
In Fig. S2, the concentration of sodium chloride is increased to
120 mmol/L (up to 200 mmol/L sodium ion). Even with such high
content salt, the real-time MRB-induced stacking efficiency of Trp
is almost the same as that in Fig. 3. Manifestly, the experiments of
Fig. S1 and S2 are in coincidence with the predictions of Fig. 1B and
C, respectively.

Therefore, the results in Fig. 3 and Figs. S1 and S2 as well highly
demonstrate the predictions of Fig. 1, viz., the weak influence of
sodium chloride on the real-time MRB-induced stacking efficiency
to Trp sample plug. We will show below the stacking of Trp is
induced by the mechanism of MRB, rather than that of electrostack-
ing, or FASI or ITP.

4.3. Non-FASI- or non-ITP-induced stacking

Evidently, the sample stacking in Fig. 3 herein is not induced

by the mechanism of electrostacking or FASI due to highly saline
content existing in the sample matrix. Possibly, the stacking
in Fig. 3 is induced by an ITP mechanism, because high salt in
matrix can lead to transient ITP-based stacking [17,30,31]. To
investigate the possibility of the transient ITP, Gas’ simulator is

ol/L sodium chloride by MRB created with 32.8 mmol/L pH 2.85 formic buffer and
s: 51 cm total length (42 cm effective length) and 75 �m i.d. capillary; 25 kV and

migration time and width (W0.5) of Trp peak are also given in individual panel.
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ig. 4. Simulated concentration profiles of chloride, formate and Trp in 60 mmol/L so
: 5.8 s; C: 11.6 s and D: 15.1 s (finishing). The composition of the sample zone was 40

s 32.8 mmol/L pH 2.85 formate buffer. Conditions: Simulated current density: −226

sed for the investigation. We firstly computed the mobilities of
ompounds in the anolyte (viz., phase �), the matrix (viz., phase
) and the running buffer in capillary (viz., phase �) with the
iven data in Table 1. As clearly shown by the data in Table 1,
here is the following relation in the matrix: mobility of macro-
omponent (chloride herein = 7.91×10−8 m2 v−1 s−1) > mobility
f BGE ion (formate = 5.66×10−8 m2 v−1 s−1) > mobility of Trp
0.32×10−8 m2 v−1 s−1). Evidently, this relation indicates that
here is neither leading-type nor terminating-type ITP-induced
tacking to Trp sample plug in Fig. 3. Table 1 also shows that
ven in the boundary formed by phase � and � there is still
o ITP-induced stacking to Trp sample due to the mobilities of
hloride (−7.91×10−8 m2 v−1 s−1), Trp (+1.22×10−8 m2 v−1 s−1)
nd formate (−0.63×10−8 m2 v−1 s−1). The theoretical conclusion
s in high agreement with the simulation in Fig. 4.

Thus, the stacking of Trp in highly saline sample of Fig. 3 is not
nduced by the mechanism of electrostacking, or FASI or ITP, but is
nduced by that of MRB. The previous investigations [24,25] have
roved that the stacking of Trp can be quantitatively predicted with
he theory of MRB. The prediction of Fig. 1 has also been proved by
he results in Fig. 3 and Figs. S1 and S2. The following results will
xplain the essential reason why Trp sample plug with as high as
00 mmol/L sodium ion can be tightly focused by the MRB investi-
ated herein.

.4. Essence why high salt has weak effect on stacking

In Eq. (1), we can define the following expressions,

�
H+ =

m̄�
H+c̄�

H+
�� i (7)

� m̄�
OH−c̄�

OH−

OH− = ��

i (8)

here J is the ionic flux under the electric field (equiv. s−1 m2). The
obility of zero charged constituent is can be considered to be zero

25]. For example, in the pH 2.85 formic buffer, there are two hydro-
formate + 40 mmol/L sodium chloride at different simulation times of A: 0 s (initial);
l/L chloride, 60 mmol/L formate, 100 mmol/L sodium and 0.03 mmol/L Trp, the BGE
−2, 10 mm capillary and 0.2 s edge thickness.

gen constituents. The first hydrogen constituent is free hydrogen ion
ionized from formic acid and the second is hydrogen bonded with
formic acid (HFc), which cannot move due to zero charge. Thus,
there is

m�
HFc = 0 (9)

Thus, in the pH 2.85 formic acid-NaOH buffer, we have

m̄�
H+c̄�

H+ = m�
H+c�

H+ +m�
HFcc�

HFc = m�
H+c�

H+ (10)

due to m�
HFcc�

HFc = 0. Similarly, there is

m̄�
OH−c̄�

OH− = m�
OH−c�

OH− (11)

Therefore, Eqs. (7) and (8) are actually re-expressed as Eqs. (12)
and (13), respectively,

J�
H+ =

m�
H+c�

H+
�� i (12)

J�
OH− =

m�
OH−c�

OH−
��

i (13)

The division of Eq. (13) by Eq. (12) yields

Ratio = J�
H+

J�
OH−

= m�
H+c�

H+
m�

OH−c�
OH−

��

�� (14)

For the boundaries investigated herein, Eq. (1) can be actually
rewritten as

V�� =
J�
H+ − J�

OH−
c�

H+ − c̄�
OH−

(15)

With Eqs. (12)–(15), we can easily reveal the essential reason
why salt in the sample matrix has weak influence on the stacking

induced by the boundaries investigated here, whether the concen-
tration of salt in alkaline matrix is low, or middle or high.

Let us omit the influence of salt on MRB. In Boundary 1, the pH
value of phase � is equal to 2.85, the value of [H+] in phase � is
1.41×10−3 mol/L. The pH value of phase � is 8.23 and the value
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ig. 5. Ratio between the fluxes of hydrogen in phase � and hydroxyl ions in phase
as a function of concentration of sodium chloride for MBSs formed by formic

cid-NaOH buffer and sodium formate.

f [OH−] in phase � is 1.68×10−6 mol/L. But the constituent con-
entration of hydroxyl ion (50 mmol/L) in phase � is much high.
vidently, the concentration of OH− in phase � is nearly lower 3
rder degree than that of H+ in phase �. This result leads to the
alue of Ratio in phase � is very small (0.000099) as shown in Fig. 5.
n other words, there is the following expression

�
H+ � J�

OH− (16)

Now let consider the effect of salt on MRB. The addition of
odium chloride into the matrix, viz., phase �, makes great contri-
ution to the specific conductivity of matrix as shown in Table S1,
ut has no evident influence on the pH value of matrix, viz., the con-
entration of free hydroxyl or hydrogen ion. Thus, expression (16)
s always present as shown in Fig. 5, whether the concentration of
alt is 40, or 80 or 120 mmol/L. Under the conditions defined by Eq.
16), Eq. (14) or (15) can be approximately changed as

�� ≈ J�
H+

c�
H+ − c̄�

OH−
(17)

The above results from Eqs. (16) to (17) indicate that the exis-

ence of salt in matrix has weak effect on the boundary velocity,
hus has weak influence on the stacking of zwitterion by MRB.

From the theoretical calculations above, it is clear that weak
nfluence of salt on the stacking efficiency is mainly originated from
he following three reasons. Firstly, much low concentration of free

ig. 6. Analysis of real sample of skeletonema costarum fermentation liquor of A: no Trp
uffer as well 10 s 15 mbar sample injection, B: spiked with 1.0 �g/mL Trp and diluted wi

njection, C: no Trp spiked in the sample and diluted with equal volume 120 mmol/L sod
rp and diluted with equal volume 120 mmol/L sodium formate coupled with 120 s 15 mb
apillary; 25 kV and 20–30 �A, detection at 214 nm, 20 ◦C air-cooling. Please note the diffe
(2009) 1194–1200 1199

hydroxyl ion is present in high concentration conjugate base of
phase � and quite high concentration of free hydrogen ion exists in
the weak acidic buffer of phase �. Secondly, the first reason results
in the existence of Eqs. (16) and (17). Thirdly, the salt in the con-
jugate base principally affects the specific conductivity of phase �,
rather than pH values of running buffer and sample matrix; thus
there is only the negative impact of salt on the flux of hydroxyl ion
as shown in Fig. 4, this further strengthen the existences of Eqs. (16)
and (17).

4.5. Applications

The actual application of MRB-based stacking for some ana-
lyte(s) in biological matrixes with high salt concentration was
performed. The first bio-matrix is skeletonema costarum culture in
which there is as much as 527 mmol/L total salt. Fig. 6 shows the
results of Trp spiked into the skeletonema costarum culture. Panel
A reveals that no Trp peak exists if the analyte is not spiked into
the culture. Panel B proves that a much low Trp peak is detected
in a capillary zone electrophoresis if 1.0 �g/mL Trp exist in the cul-
ture. Panel C shows there is no stacked Trp peak in the mode of
MRB-based stacking followed by CZE if no Trp is added into the
culture. Panel D manifests that a sharp focused Trp appears in the
mode of MRB-based stacking if 1.0 �g/mL Trp is spiked into the cul-
ture. In Panel D, the limit of detection (LOD) of Trp in the culture is
decreased down to 4.23 ng/mL (S/N = 3).

The second biological matrix is health human urine that con-
tains 150–320 mmol/L total inorganic ions (Cl−, Na+, K+, PO4

3−,
etc.). Fig. S3 shows the results of urine profiles in CE. Panel A
of Fig. S3 is the electrophoregram of CZE of human urine. In
Panel A, the urine metabolites are separated in 60 mmol/L pH
11.0 Gly-NaOH running buffer, the urine is simply diluted with
equal volume running buffer. Panel A displays that only about 10
metabolites are detected. In Panel B, the urine metabolites sepa-
rated in the same running buffer, but the urine sample is diluted
with equal volume 20 mmol/L pH 5.5 Gly-HCl sample buffer. Evi-
dently, there is a MRB formed between the running and sample
buffer. As shown in Panel B, the MRB-based stacking can gener-
ally improve the detection sensitivity of urine metabolites, about
40 metabolite peaks are detected, and the peak heights are greatly

higher than those in Panel A (except peak 3). It is compared
that about 6–20-fold improvement of sensitivity in Panel B is
achieved in contrast to Panel A. The same improvement can also
be obtained for other human urines with different salt concentra-
tions.

spiked in the sample and diluted with equal volume 32.8 mmol/L pH 2.85 formic
th equal volume 32.8 mmol/L pH 2.85 formic buffer as well as 10 s 15 mbar sample
ium formate together with 120 s 15 mbar injection, and D: spiked with 1.0 �g/mL
ar injection. Conditions: 73 cm total length (64 cm effective length) and 75 �m i.d.
rent calibrations of panels B and D.
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. Conclusions

In conclusions, three MRBs formed with formic-acid-NaOH
uffer and sodium formate as well as 40, 80 and 120 mmol/L sodium
hloride were investigated for the illumination of essential reasons
hy salt in sample matrix has very weak influence on the MRB-

nduced stacking. The computations in Fig. 1 firstly show the very
eak influence of salt in sample matrix on the stacking of zwit-

erion by the MRBs, whether the concentration of salt is 40, or
0 or 120 mmol/L. The computations have been well verified by
umerous experiments. The theoretical analyses and simulation
epict the stacking is relied on mechanism of MRB, rather than that
f transient ITP. The applications of MRB-based stacking are well
erformed for the analyses of Trp spiked into culture liquor (with
27 mmol/L total salt) and urine profiling (with 150–320 mmol/L
otal inorganic ions).
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ppendix A

The effective mobility of ion can be calculated with

eff = ˛mact (A1)

here meff and mact are the effective and actual mobilities, respec-
ively, ˛ is the ionization degree. In alkaline solution, Trp is ionized
s anion. There is the following relation between ionization degree
nd pH value of solution

H = pK2 + log
˛

1− ˛
(A2)

In acidic solution, Trp is as cation. Eq. (A2) is changed as

H = pK1 + log
1− ˛

˛
(A3)

Hence, ˛ values of Trp in 50–80 mmol/L sodium formate can be
omputed with Eq. (A2). The computation is given in Table A1 here.

able A1
onization degree and mobility of Trp in sodium formate with actual pK2 (9.13).

odium formate (mmol/L) pH value Mobility (10−8 m2 V−1 s−1) �
0 8.23 0.28 0.11
0 8.27 0.30 0.12
0 8.30 0.33 0.13
0 8.33 0.36 0.14
(2009) 1194–1200

With the values of ionization degree of Trp in 50–80 mmol/L
sodium formate, we can compute the effective mobility of Trp in
the sample matrixes, as shown in Table 1.

Appendix B. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at doi:10.1016/j.talanta.2009.01.054.
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21] Y. Sera, N. Matsubara, K. Otsuka, S. Terabe, Electrophoresis 22 (2001) 3509.
22] M.R.N. Monton, J.P. Quirino, K. Otsuka, S. Terabe, J. Chromatogr. A 939 (2001)

99.
23] C.X. Cao, Y.Z. He, M. Li, Y.T. Qian, S.L. Zhou, L. Yang, Q.S. Qu, Anal. Chem. 74 (2002)

4167.
24] C.X. Cao, W. Zhang, W.H. Qin, S. Li, W. Zhu, W. Liu, Anal. Chem. 77 (2005)

955.
25] C.X. Cao, L.Y. Fan, W. Zhang, Analyst 133 (2008) 1139.
26] R.L. David, CRC Handbook of Chemistry and Physics, 73rd ed., CRC Press, Boca

Raton, 1992–1993, p. D-167.
27] W. Friedl, J.C. Reijenga, E. Kenndler, J. Chromatogr. A 709 (1995) 163.



L

O
a

b

c

a

A
R
R
A
A

K
H
L
C
R

1

p
o
n
s
f
t
t
v
v
1
a
n
a
o
n
H
a
c
d
m
o
o
s

0
d

Talanta 78 (2009) 1185–1189

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

uminol chemiluminescence under interaction with heteropoly acids

leg Zuia,∗, Hiroki Takahashib, Toshitaka Horib, Teruo Hinouec

A.V. Dumansky Institute of Colloid Chemistry and Water Chemistry of the National Academy of Sciences of Ukraine, 03680 Kyiv-142, Vernadsky Prospect 42, Ukraine
Graduate School of Human and Environmental Studies, Kyoto University, Kyoto 606-8501, Japan
Department of Chemistry, Faculty of Science, Shinshu University, 3-1-1 Asahi, Matsumoto, Nagano 390-8621, Japan

r t i c l e i n f o

rticle history:
eceived 25 July 2008
eceived in revised form 15 January 2009

a b s t r a c t
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. Introduction

Heteropoly acids (HPA) are in a wide class of coordination com-
ounds. HPA molecule consists of a central atom and assemblies
f metal–oxygen polyhedrons, including components of molybde-
um, tungsten or fragments of oxide crystal grating [1]. Having
trong electron-acceptor properties, HPA are readily reduced to
orm blue products isostructural with the initial acids. Examina-
ion of HPA in the reduced state by different methods has shown
hat they contain some tungsten or molybdenum ions in the (5+)
alence state. Chemiluminescence (CL) of luminol with phospho-
anadomolybdic and silicomolybdic HPA was first described in
974 [2], and then determination of germanovanadomolybdic and
rsenovanadomolybdic acids was reported via luminol chemilumi-
escence [3,4]. Later, ion chromatographic separation of phosphate,
rsenate, silicate and germanate ions was coupled with CL detection
f corresponding HPA in the oxidized state [5]. These chemilumi-
escence methods gave detection limits at the level of 1–50 �g/L for
PA with central atoms P, As, Ge and Si. Improvement in sensitivity
nd selectivity was achieved by application of sorption precon-
entration of P–V–Mo HPA or its ion associates (IAs) [6], with a
etection limit of 20 ng/L for phosphorus. Further, flow-injection

ethods for phosphate [7,8] and silicate [9] were proposed, based

n luminol CL detection of HPA. A flow-through solid-phase-based
ptical sensor for orthophosphate in water, which also relies on
orption preconcentration of HPA with subsequent CL detection,

∗ Corresponding author. Tel.: +380 44 4243175; fax: +380 44 4238224.
E-mail address: olegzuy@hotmail.com (O. Zui).

039-9140/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2009.01.048
was proposed [10]. All methods mentioned include HPA forma-
tion (or its ion pair with cationic surfactant) and CL reaction with
luminol; however, the oxidation mechanism of luminol by HPA has
not been studied up to now. In addition, there are no data on the
nature of products of this CL reaction [11], in particular, on reduced
heteropoly compounds in the literatures. The main purpose of the
present research is to investigate products and intermediates of
CL reaction in the system of luminol–HPA by electron spin reso-
nance (ESR) spectroscopy and the chemiluminescence inhibition
method.

2. Experimental

2.1. Reagents

Luminol, osmium tetroxide, 4-aminophenol, methyl isobutyl
ketone (MIBK, 4-methyl-2-pentanone, Aldrich, USA), phospho-
molybdic acid, sodium hydroxide (Wako Chemicals, Japan), paper
filters (ADVANTEC MFS, Japan), phosphovanadomolybdic acid (Nip-
pon Inorganic Color & Chemical Co., Japan), silicomolybdic acid
(Strem Chemicals, Japan), tetraethyl orthosilicate (Acros Organ-
ics, Japan), catalase from bovine liver (Sigma, USA) were used as
received. Ion-exchanged water (Millipore, USA) was used through-
out the experiments.
2.2. Equipment and procedures

Electron spin resonance spectra were recorded on a JEOL JES-
RE3X ESR spectrometer. A solution of HPA was placed on a narrow
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trip of filter paper situated inside a fused silica tube (3–4 mm
nner diameter) so that the solution was completely absorbed by
he strip in the tube, and then frozen in liquid nitrogen. After

“blank” ESR spectrum was recorded, the fused silica tube was
aken out of the instrument cavity and left at room temperature
or equilibration. One drop of alkaline luminol solution was put
nto the tube, allowed to reach the strip of filter paper and to be
bsorbed on it. After freezing in liquid nitrogen (123 K), the ESR
pectrum of luminol–HPA mixture on the strip was recorded. Exper-
mental conditions: X-field sweep; center field, 3300.0 G; sweep

idth, 500 G; frequency, 9.08900 GHz; power, 1.000 mW; modu-
ation width, 3.2 G; time constant, 0.3 s; sweep time, 5.0 min. The
oncentration of HPA was 0.05 M, and 0.05 M luminol solution was
repared with 1 M NaOH.

Chemiluminescence spectra were measured on a JASCO FP-750
pectrofluorometer in the range of 350–600 nm without excitation
ight, using 0.01 M luminol solution in 0.1 M NaOH, and 0.01 M or
.001 M HPA solution at pH 3.0. As direct measurement of chemi-

uminescence spectra in aqueous solution was difficult, because
f very short-term light emission, a CL spectrum was measured
n the following manner. HPA was dissolved in MIBK, and HPA
olution was added to an optical cell containing aqueous alkaline
uminol solution. Under the condition with a MIBK–water inter-
ace, the CL reaction proceeded more slowly. Measurements of
L intensity were carried out using a Triathler luminometer (Fin-

and).

. Results and discussion

.1. ESR measurements

When one drop of 0.05 M luminol in 1 M NaOH reached the filter
aper impregnated with 0.05 M phosphomolybdic acid in the fused
ilica tube, an intense blue color developed instantly. The ESR spec-
rum of this blue species at 123 K showed an isotropic signal (Fig. 1).
his signal is attributed to a one-electron reduction compound in
hich one molybdenum atom is in a (5+) valence state [12]. Heat-

ng the frozen solution leads to a decrease in signal intensity of
he ESR spectrum, and no ESR signal was observed at temperatures
igher than 130 K. In Ref. [12], where ESR spectroscopy was used
o investigate phosphomolybdic blue obtained from the reduction
f phosphomolybdic acid by ethylene in the presence of Pd(II), it
as shown that an ESR spectrum of frozen solution of the reduced
hosphomolybdic HPA arises from the presence of a solely one-

lectron reduction compound in aqueous solution. As we obtained
n ESR signal identical to that of Ref. [12], phosphomolybdic HPA
ppears to be one-electron oxidant to luminol. Consequently, the
ormation of short-lived radical species would be expected to be
he intermediate products.

ig. 1. ESR spectrum obtained during the reaction of phosphomolybdic HPA with
uminol in alkaline solution at a temperature of 123 K.
Fig. 2. Dependence of maximum intensity of chemiluminescence in the reaction of
phosphomolybdic HPA with luminol on HPA concentration. Luminol concentration
is 2×10−4 M, pH 12.0. Dashed line shows the value of the blank light emission.

3.2. Examination of dependence of light emission intensity in
HPA–luminol reaction on HPA concentration

Optimum pH for the CL luminol–HPA reaction was 12.0, as
described later. In order to examine the dependence of CL intensity
in the luminol–P–Mo HPA system at pH 12.0 on HPA concentration,
CL intensity was plotted against HPA concentration in logarith-
mic coordinates, as shown in Fig. 2. As can be seen in this figure,
the dependence was a straight line in the concentration range of
1×10−7 M to 1×10−6 M, and at HPA concentrations higher than
1×10−6 M, the dependence showed a tendency to level off. The
slope of the straight line in the HPA concentration range between
1×10−7 M and 1×10−6 M was approximately 1, which means that
ICL is directly proportional to CHPA, indicating that a first-order reac-
tion takes place. At HPA concentrations higher than 1×10−6 M, it
is assumed that the reaction order changes. The reaction order also
changed with changing pH. Similar dependences were observed by
Seitz and Hercules [13,14] in iodine–luminol and chlorine–luminol
reactions.

3.3. Examination of inhibitor effect

In Refs. [15,16], the reaction mechanism was investigated for
luminol oxidation by one-electron oxidants. In one-electron oxida-
tion, the formation of superoxide radical and/or hydrogen peroxide
is possible as well as semiquinone radical of luminol as inter-
mediate products. As these intermediates are characterized by a
very short half-decay period, their direct ESR registration is diffi-
cult.

Indirect data on the nature of intermediate products in a reaction
between luminol and HPA may be obtained by applying selective
inhibitors, i.e., radical scavengers, for example, superoxide radical
scavengers such as OsO4 and p-aminophenol [17,18]. In our exper-
iments, OsO4 at a concentration of 1×10−7 M or p-aminophenol
at a concentration of 1×10−6 M completely inhibited light emis-
sion in the reaction of 2.2×10−6 M P–V–Mo HPA or P–Mo HPA
with 2×10−4 M luminol. The experimental results obtained clearly

indicate the formation of superoxide radicals as intermediate prod-
ucts. Further, the effect of catalase on the luminol–HPA reaction
was examined: catalase is an enzyme serving as a hydrogen perox-
ide deactivator which promotes H2O2 decomposition [19]. Catalase
at a concentration of 1×10−6 M did not inhibit light emission in
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he reaction of 2.2×10−6 M HPA and 2×10−4 M luminol at pH 12.
ence, it is suggested that hydrogen peroxide is not formed as an

ntermediate product in this reaction, but only superoxide radical
s formed.

The effect of dissolved air oxygen on CL intensity in the
uminol–HPA system was examined at pH 12.0. It was found
hat solutions deoxygenated by bubbling argon of high purity
ecreased CL intensity, which indicates the participation of oxy-
en in the reaction. At the same time, the reaction of luminol
ith oxygen in the absence of HPA also proceeds very slowly.
owever, this reaction can hardly provide intense luminol chemi-

uminescence. Consequently, the simultaneous presence of oxygen
nd HPA is essential to obtain intense luminol chemilumines-
ence.

.4. Chemiluminescence spectra in luminol–HPA systems

Spectra of chemiluminescence in HPA–luminol systems were
ot described in the literatures. On mixing aqueous solutions of
PA and luminol, light emission lasts for 7–8 s only, so recording

he chemiluminescence spectra was difficult. We obtained the spec-
ra by mixing MIBK solutions of HPA (P–Mo, P–V–Mo and Si–Mo)
nd aqueous alkaline solution of luminol. In this case, light emis-
ion appeared on the interface and lasted for ca. 1 min. The spectra
re shown in Fig. 3. As can be seen from this figure, �max of the
hemiluminescence spectra (curves 1, 2 and 3) is ca. 425 nm, which
oincides with that of a fluorescence spectrum of aminophthalate
20]. Consequently, in the HPA–luminol reaction, a light emitter
s reasonably assigned to be aminophthalate, as for a number of
eactions of luminol oxidation with other oxidants (halogens, hypo-
alites, peroxoacids, etc.).

It should be pointed out that two peaks were observed in the
hemiluminescence spectrum of Si–Mo HPA, shown in Fig. 3, curve
: the first at 425 nm and the second at 450 nm. When adding
etraethyl orthosilicate dissolved in MIBK into the dark solution,

n which Si–Mo HPA in MIBK and aqueous alkaline luminol had
lready reacted, an increase in the second peak intensity was
bserved (Fig. 3, curve 4). This experimental fact demonstrates
hat the second peak (�max = 450 nm) comes from light emission

ig. 3. Spectra of chemiluminescence under reaction with 1×10−2 M luminol
t pH 12.0: (1) phosphovanadomolybdic HPA (1×10−3 M); (2) phosphomolybdic
PA (1×10−2 M); (3) silicomolybdic HPA (1×10−2 M); (4) tetraethyl orthosilicate

1×10−2 M) dissolved in MIBK and added to the dark silicomolybdic HPA–luminol
ixture.
Fig. 4. Kinetics of phosphomolybdic HPA decomposition at pH 12.0: (1) CHPA =
5×10−6 M; (2) CHPA = 5×10−7 M; and kinetic curves of luminol–phosphomolybdic
HPA chemiluminescence at pH 12.0: (3) CHPA = 5×10−6 M; (4) CHPA = 5×10−7 M.
Cluminol = 2×10−4 M. The temperature was 20±1 ◦C.

through the reaction of silicate with luminol. Such a CL reaction
between SiO3

2− and luminol has been reported in Ref. [21]. Obvi-
ously, the mechanism of the latter reaction differs from that of
HPA–luminol reaction, and its clarification needs additional inves-
tigation.

A significant feature of the HPA–luminol CL reaction is speci-
ficity to pH conditions. It is well known that luminol is oxidized by
heteropoly acids with light emission only in alkaline media. On the
other hand, it is also well known that HPA are stable only in acidic
media at pH≤3. Fig. 4 shows the time courses for HPA decomposi-
tion (curves 1 and 2) and for chemiluminescence reaction of luminol
with HPA (curves 3 and 4) at pH 12. (The procedure for obtaining
the time courses for HPA decomposition will be described later.) As
can be seen in this figure, the rate of CL reaction of luminol with HPA
far exceeds that of HPA decomposition by alkali in the absence of
luminol. It is therefore assumed that HPA decomposition has hardly
an effect on the chemiluminescence reaction, even at pH 12. From
this fact, an optimum pH was chosen from a pH range between 12.0
and 12.5.

3.5. Investigation of kinetics of P–Mo HPA decomposition at pH
12.0 and its comparison with kinetics of chemiluminescence
HPA–luminol

Kinetics of P–Mo HPA (5×10−6 M and 5×10−7 M) decompo-
sition at pH 12.0 was studied by the CL method via registration
of the intensity of luminol chemiluminescence. For this purpose,
HPA solution was prepared at pH 3.0, 0.5-mL portions were placed
into the luminometer cell and 0.5 mL of NaOH solution was added
from a syringe to obtain pH 12.0, allowed to stand for a certain
period of time (0 s, 5 s, 10 s, 15 s, 20 s and 30 s), and then neutral
2×10−4 M luminol solution was added for light emission registra-
tion. Kinetics of HPA decomposition in alkaline solution is shown
in Fig. 4, curves 1 and 2 correspond to 5×10−6 M and 5×10−7 M
P–Mo HPA, respectively. The curves suggest that the decomposi-
tion reaction proceeds according to the first order, namely, the
rate of decomposition does not depend on the concentration of
HPA. The rate constant and half-life of the HPA decomposition
reaction were determined to be 0.069±0.004 s−1 and 14.4 s at
pH 12.0 at 293 K, respectively. Thus, the kinetics of P–Mo HPA
decomposition at pH 12.0 could be successfully examined in a
low concentration range of P–Mo HPA using a rapid and sensi-

tive CL detection method. As mentioned previously, kinetics of
chemiluminescence of 5×10−6 M HPA with luminol (2×10−4 M)
at pH 12.0 is represented by curve 3, and that of 5×10−7 M HPA
by curve 4. These curves indicate that light emission due to the
chemiluminescence comes to an end in 7–8 s, namely, the rate
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f CL reaction is much higher than the rate of HPA decomposi-
ion.

In this connection, when HPA solution is mixed with alkaline
uminol solution, only a slight portion of HPA decomposed with
he formation of the initial ions (phosphate and molybdate), and

ost HPA took part in the reaction with luminol. In the course of CL
nalysis, this factor does not affect the results, because calibration

nd analysis are carried out under the same conditions. However, a
ore reasonable version for analysis is the isolation of HPA or the

se of its ion associate with cationic surfactant on filter paper, and
onducting the reaction with luminol solution directly on the filter
aper [6].
y of luminol with HPA at pH 12.0.

3.6. Proposed reaction mechanism

From the experimental results obtained, it can be seen that:

(1) HPA in the presence of luminol and alkali undergoes chemical
transformations of two types:
(a) Process of decomposition of a part of HPA in alkaline solu-
tion with the release of primary anions (PO4
3−, MoO4

2− and
VO3

−);
(b) participation of most HPA in the CL reaction with luminol.

(2) CL reaction involving HPA, luminol and ambient dioxygen is a
radical process that proceeds with the formation of intermedi-
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ate active species, particularly, superoxide radicals, O2
−•. This

is clear from the fact that light emission is inhibited by OsO4 or
p-aminophenol.

3) The light emitter is aminophthalate, which is the same product
formed under luminol oxidation, for example, by Cl2, Br2 and I2.
This has been testified by CL spectra in luminol–HPA reactions.

4) Both HPA and oxygen are essential for the CL reaction to occur.
This is confirmed from the experimental fact that deoxygena-
tion of solutions with argon of high purity lead to substantial
reduction of the CL signal.

5) It is known that reduced forms of HPA (“blues”) at the moment
of formation can be oxidized by air oxygen with the formation
of initial oxidized (“yellow”) forms of HPA and superoxide ion-
radicals at room temperature [22,23]. Taking into account data
[22,23] as well as the fact that presence of oxygen is needed for
chemiluminescence of HPA with luminol, it is possible to think
that under conditions of CL reaction, luminol reacts with “yel-
low” HPA to form semiquinone radical (product of one-electron
oxidation of luminol) and “blue” HPA; the latter reacts with
air oxygen present in solution at the moment of formation to
form superoxide radical and initial “yellow” HPA. Thus, HPA acts
as a catalyst, accelerating CL reaction of luminol with oxygen
through the formation of semiquinone radical and superoxide
radical. Such a catalytic reaction proceeds by chemilumines-
cence pathway, i.e., with formation of aminophthalate and light
emission.

Taking into account the factors given above, the following
cheme of the CL reaction mechanism is proposed (see Fig. 5).
ere stage (1) lies in a catalytic process of oxidation of a luminol
nion to a semiquinone radical by air oxygen through an oxida-
ion/reduction cycle of HPA. Reaction (2) indicates oxidation of
emiquinone radical by oxygen leading to the formation of diaza-
uinone and superoxide radical. In reaction (3), the superoxide
ormed can further oxidize semiquinone radical to luminol perox-
de. Under given conditions (luminol concentration 2×10−4 M, pH
2.0), the concentration of superoxide radicals in luminol–HPA sys-
em is much higher than that of semiquinone radicals. It is known
16] that even during incubation of alkaline luminol solution in

he ambient atmosphere under daylight illumination, superoxide
adicals are formed in amounts higher than semiquinone radi-
al concentration. Thus, the reaction of semiquinone radical with
uperoxide radical (reaction (3)) is a first-order reaction. This is just
he reaction which leads to chemiluminescence.

[

[
[
[
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Thus, reaction of luminol with oxygen and HPA is a complex mul-
ticomponent, multistage process, consisting of a series of sequential
and parallel reactions.

4. Conclusion

Reaction of luminol with phosphomolybdic, phosphovanado-
molybdic and silicomolybdic acids was studied by examination of
chemiluminescence spectra, measurement of ESR spectra, inves-
tigation of reaction order, and elucidation of inhibition effects. A
scheme of the reaction mechanism is proposed.
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